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Abstract

The digital transformation of industry has gained emphasis in recent years in academia
and industry. Organizations need to be more competitive and efficient, improving their
processes and performance to cope with changes in environmental legislation, efficient
management of resources and energy, and the tendency to zero wastelands. These factors
have led to the emergence of a new concept, the Smart Industry, characterized by efficient,
flexible, and reliable control of production processes.

This new concept has led to the emergence of new concepts, such as digitalization and
Digital Twin (DT), technologies that have undergone a great evolution and that have
asserted themselves as technologies capable of improving operational performance, avoiding
work accidents, and preventing possible failures that affect the normal performance of the
system.

A DT enables cyber-physical integration by creating virtual models for physical objects
in a way to simulates their behaviours. With this integration, virtual models can know
physical entities’ state to predict, estimate and analyze system changes. On the other
hand, physical entities can respond to changes according to the simulation. With this
cyber-physical integration, the DT can help to improve all manufacturing processes. In
this sense, creating DTs to simulate industrial processes is an added value for companies.
Moreover, having interpretable DTs allows companies to understand better and use all
the data generated by these models, facilitating the decision-making process and detecting
anomalies, as well as being fundamental for optimizing processes.

This dissertation presents an approach to perform a DT for industrial processes, which
in this dissertation is focused on the Wastewater Treatment Plant (WWTP) waterline.
The proposed approach aims to create interpretable DTs, whose models must be easily
interpretable by the expert process operators. For this purpose, to create interpretable
DT models, different fuzzy-based models were studied, namely a Model based on Fuzzy
C-Means and Least Squares Method (FCM-LSM), the Generalized additive models using
zero-order T-S fuzzy systems (GAM-ZOTS) model, and the Iterative Learning of multiple
univariate zero-order T-S fuzzy systems (iMU-ZOTS) model. For validation of the proposed
approach, the Benchmark Simulation Model 2 (BSM2) simulator is used, which simulates
the entire wastewater treatment process based on real data. The DT was performed to
predict the key variables throughout the waterline of the wastewater treatment process
at different points in the plant. Exhaustive validations were performed. The 3 studied
models were used to model 16 key variables at 14 different points in the treatment plant.
Each model for each key variable for each point was learned/tested with different sets of
input variables and using different learning model parameters. These tests were performed
to choose the best parameters for the model to obtain the best results for each variable to
be estimated. The results showed that the model with the best accuracy was complex and
not very interpretable. After analyzing the balance between accuracy and interpretability,
a less complex and more interpretable model was found, while maintaining a level of
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accuracy comparable to that of the model that obtained the best result.

Keywords: Digital Twin, Digitalization, Interpretable Models, Fuzzy Systems, WWTP.



Resumo

A transformação digital da indústria tem ganho destaque nos últimos anos no meio
académico e industrial. As organizações necessitam de ser mais competitivas e eficientes,
melhorando os seus processos e o seu desempenho para fazer face às alterações na legislação
ambiental, à gestão eficiente dos recursos e de energia, e à tendência para zero desperd́ıcios.
Estes fatores levaram ao surgimento de um novo conceito, a Smart Industry, caracterizada
pelo controlo eficiente, flex́ıvel e fiável dos processos de produção.

Este novo conceito levou ao aparecimento de novos conceitos, como a digitalização e o
Digital Twin (DT), tecnologias que têm sofrido uma grande evolução e que se têm afirmado
como tecnologias capazes de melhorar o desempenho operacional, evitar acidentes de
trabalho e prevenir posśıveis falhas que afetem o normal desempenho do sistema.

O DT permite a integração ciber-f́ısica através da criação de modelos virtuais para
objetos f́ısicos, de forma a simular os seus comportamentos. Com esta integração, os
modelos virtuais podem conhecer o estado das entidades f́ısicas para prever, estimar e
analisar as alterações do sistema. Por outro lado, as entidades f́ısicas podem responder
às alterações de acordo com a simulação. Com esta integração ciber-f́ısica, o DT pode
ajudar a melhorar todos os processos de produção. Neste sentido, a criação de DTs para
simular os processos industriais é uma mais-valia para as empresas. Além disso, ter DTs
interpretáveis permite às empresas compreender e utilizar melhor todos os dados gerados
por estes modelos, facilitando o processo de tomada de decisão e a deteção de anomalias,
além de ser fundamental para a otimização dos processos.

Esta dissertação apresenta uma abordagem para realizar um DT para processos
industriais, que nesta dissertação é focada na linha de água de uma Estação de Tratamento
de Águas Residuais (ETAR). A abordagem proposta tem como objetivo a criação de
DTs interpretáveis, cujos modelos devem ser facilmente interpretáveis pelos operadores
especializados no processo. Para este efeito, para a criar modelos de DTs intepretáveis,
foram estudados diferentes modelos baseados em fuzzy, nomeadamente o Model based on
Fuzzy C-Means and Least Squares Method (FCM-LSM), o modelo Generalized additive
models using zero-order T-S fuzzy systems (GAM-ZOTS) e o modelo Iterative Learning
of multiple univariate zero-order T-S fuzzy systems (iMU-ZOTS). Para a validação da
abordagem proposta é utilizado o simulador Benchmark Simulation Model 2 (BSM2), que
simula todo o processo de tratamento de águas residuais com base em dados reais. O
DT foi utilizado para prever as variáveis-chave ao longo da linha de água do processo de
tratamento de águas residuais em diferentes pontos da estação. Foram efetuadas validações
exaustivas. Os 3 modelos estudados foram utilizados para modelar 16 variáveis-chave
em 14 pontos diferentes da estação de tratamento. Cada modelo para cada variável-
chave para cada ponto foi aprendido/testado com diferentes conjuntos de variáveis de
entrada e utilizando diferentes parâmetros do modelo de aprendizagem. Estes testes
foram efetuados para escolher os melhores parâmetros do modelo para obter os melhores
resultados para cada variável a estimar. Os resultados mostraram que o modelo com a
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melhor exatidão era complexo e pouco interpretável. Após analisar o equiĺıbrio entre a
exatidão e a interpretabilidade, constatou-se a existência de um modelo menos complexo
e mais interpretável, mantendo um ńıvel de exatidão comparável ao do modelo que obteve
o melhor resultado.

Palavras-chave: Gémeo Digital, Digitalização, Modelos Interpretáveis, Sistemas Fuzzy,
ETAR.



Contents

List of Acronyms ix

List of Figures xi

List of Tables xiii

1 Introduction 1
1.1 Motivation and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Wastewater Treatment Plants . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectives and Contributions . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background and Literature Review 5
2.1 Digital Twin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Definition of Digital Twin . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 History of Digital Twin . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Potential of Digital Twin . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Five-Dimension Digital Twin Model . . . . . . . . . . . . . . . . . . . . . 8
2.3 Digital Twin Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3.1 Implementation Areas of Digital Twin . . . . . . . . . . . . . . . 10
2.3.2 Industrial Applications of Digital Twin . . . . . . . . . . . . . . . 11

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Wastewater Treatment Plant Framework 15
3.1 Wastewater Treatment Plants . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Benchmark Simulation Model 2 . . . . . . . . . . . . . . . . . . . . . . . 16

3.2.1 Activate Sludge Model N°1 - (ASM1) . . . . . . . . . . . . . . . . 17
3.2.2 Anaerobic Digester Model N°1 - (ADM1) . . . . . . . . . . . . . . 18
3.2.3 BSM2 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Digital Twin Framework on BSM2 . . . . . . . . . . . . . . . . . . . . . 19
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4 Digital Twin Methodologies 23
4.1 Fuzzy Logic Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.1.1 Takagi-Sugeno Fuzzy Model . . . . . . . . . . . . . . . . . . . . . 24
4.2 Model based on Fuzzy C-Means and Least Squares Method . . . . . . . . 25

4.2.1 Fuzzy C-Means Method . . . . . . . . . . . . . . . . . . . . . . . 25
4.2.2 Least Squares Method . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.3 Model Design Algorithm . . . . . . . . . . . . . . . . . . . . . . . 27

vii



Contents viii

4.3 GAM-ZOTS - Generalized Additive Models Using Zero-Order T-S Fuzzy
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3.1 GAM-ZOTS Model . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.4 iMU-ZOTS - Iterative Learning of Multiple Univariate Zero-Order T-S
Fuzzy Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4.1 iMU-ZOTS Model . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5 Results and Discussion 33
5.1 Experimental Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

6 Conclusions and Future Work 49

Appendix A Submitted Paper 59

Appendix B Fuzzy rules from iMU-ZOTS for SNH3 75

Appendix C Fuzzy rules from iMU-ZOTS for SNO3 79

Appendix D Licenses 83



List of Acronyms

ADM1 Anaerobic Digester Model 1.

AI Artificial Intelligence.

ASM1 Activate Sludge Model 1.

BSM1 Benchmark Simulation Model 1.

BSM2 Benchmark Simulation Model 2.

DT Digital Twin.

EDT Experimental Digital Twins.

FCM Fuzzy C-Means.

FCM-LSM Model based on Fuzzy C-Means and Least Squares Method.

FLS Fuzzy Logic Systems.

GAM-ZOTS Generalized additive models using zero-order T-S fuzzy systems.

iMU-ZOTS Iterative Learning of multiple univariate zero-order T-S fuzzy systems.

IoT Internet of Things.

IWA International Water Association.

LSM Least Squares Method.

MF Membership Function.

MSE Mean Squared Error.

NASA National Aeronautics and Space Administration.

PHM Prognostic Health Management.

T-S Takagi-Sugeno.

WWTP Wastewater Treatment Plant.

ix



List of Acronyms x



List of Figures

2.1 DT framework. Taken from [Mohr, 2018]. . . . . . . . . . . . . . . . . . . 6
2.2 The landmarks of DT development. Taken from [Qi et al., 2021]. . . . . . 7
2.3 Five-dimension DT model. Taken from [Qi et al., 2021]. . . . . . . . . . . 9
2.4 Different applications fields of DT. Taken from [Qi et al., 2021]. . . . . . 10

3.1 Schematic of BSM2. Taken from [Salles et al., 2022b]. . . . . . . . . . . . 17
3.2 Schematic of Benchmark Simulation Model 1 (BSM1). Taken from [Salles

et al., 2022b]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.1 Basic configuration of Fuzzy Logic Systems (FLS). Taken from [Júnior
et al., 2023]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.2 Multiple zero-order T-S fuzzy systems structure. Taken from [Mendes et al.,
2019a]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.3 Membership functions for xj. Taken from [Mendes et al., 2019a]. . . . . . 30

5.1 BSM2 data collection points. . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2 Prediction results for the variable SNH3 . . . . . . . . . . . . . . . . . . . 39
5.3 Membership functions of the Model based on Fuzzy C-Means and Least

Squares Method (FCM-LSM) for the variable SNH3 . . . . . . . . . . . . . 40
5.4 Membership functions of the Generalized additive models using zero-order

T-S fuzzy systems (GAM-ZOTS) method for the variable SNH3 . . . . . . 40
5.5 Membership functions of the Iterative Learning of multiple univariate

zero-order T-S fuzzy systems (iMU-ZOTS) method for the variable SNH3 . 42
5.6 Membership functions of the iMU-ZOTS method for the variable SNH3 . . 43
5.7 Prediction results for the variable SNO3 . . . . . . . . . . . . . . . . . . . 44
5.8 Membership functions of the FCM-LSM for the variable SNO3 . . . . . . . 44
5.9 Membership functions of the GAM-ZOTS method for the variable SNO3 . 45
5.10 Membership functions of the iMU-ZOTS method for the variable SNO3 . . 46
5.11 Membership functions of the iMU-ZOTS method for the variable SNO3 . . 47

xi



List of Figures xii



List of Tables

5.1 Results of the tests carried out by the 3 models. Var. represents the target
variable, n is the number of input variables selected and thr is the threshold
value. The best result for each variable is shown in bold and the best result
of the other models is shown in underlined. . . . . . . . . . . . . . . . . . 37

5.2 Fuzzy rule values for the 3 models. Var. represents the target variable, thr
the threshold value, N the number of fuzzy rules, Mean rules the average
value of the fuzzy rules and Mth the threshold value of the iMU-ZOTS
model. The value of the rules for each variable for which the best result
was obtained is shown in bold and the best value of the other models is
shown in underlined. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

xiii



Chapter 1

Introduction

1.1 Motivation and Scope

The digitization process is understood as improving the industrial processes by trans-
forming data into a digital format and introducing new digital technologies, which makes
possible a paradigm shift in the industry [Parviainen et al., 2017]. With the advancement
of new technologies and the digitization of all processes, in particular, the emergence of
a new generation of information technologies, like the Internet of Things (IoT), cloud
computing, big data analytics, and Artificial Intelligence (AI), the process of digitization is
growing very fast [Botkina et al., 2018]. Digitization is becoming a key driver of innovation
in many sectors by merging the physical and virtual worlds.

With the industry’s evolution, industrial processes increasingly require efficient, flexible,
and reliable control [Misra et al., 2022]. This new trend has led to the emergence of the
concept of Industry 4.0, popularized by Klaus Schwab [Schwab, 2016]. This new paradigm
has led to the appearance of new concepts, such as the Digital Twin (DT), a virtual
representation of a physical object or process that can simulate its real-world behaviour
and predict its performance.

With the evolution of technology and industrial processes, a DT can be a competitive
advantage for any company. The capability of visualization in real-time of the state
of the components of a factory combined with the power to simulate various scenarios
makes the DT a powerful tool. The capability to simulate hypothetic scenarios allows
tests in different environments and simulations of different system changes, allowing a
better understanding of the status of physical entities. The constant monitoring of the
performance of the process can allow for an increase in product quality and the reduction
of faults and accidents, thus reducing maintenance and repair costs. A DT is a major
player in the industrial revolution and the digitization of industrial processes, and it is
viewed with great interest by manufacturers.

Industrial processes have undergone major changes in recent decades due to increasing
worldwide competition (market globalization) and environmental legislation that has
been severely tightened concerning the consumption and degradation of natural resources
[Mendes et al., 2018]. The changes in the market have led to more and more restrictions to
reduce the consumption of energy and materials, and environmental restrictions have made
the processes more complex and more costly [Gonçalves et al., 2022]. Many industrial
systems have nonlinear behaviour and often have complex characteristics such as unknown
and time-varying dynamics, constraints and disturbances. Thus, it is important to develop
efficient systems to deal with nonlinear problems with a high degree of uncertainty. It is in
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Chapter 1. Introduction 2

this sense that fuzzy systems arise to help solve these problems. Fuzzy systems are powerful
mathematical tools that can be used to model nonlinear problems with uncertainty [Júnior
et al., 2023]. They use fuzzy logic to model uncertainty and imprecision, allowing decision-
making based on a subjective representation of reality and are easier to understand and
explain since, although they are based on a mathematical representation and formulation,
they are described by semantic rules based on natural language.

1.1.1 Wastewater Treatment Plants

Water is a vital resource for human life, and has a key role in many human activities,
like industry, agriculture, and services. But, this important resource is limited [Salles
et al., 2022a]. Planet Earth is covered by about 70% of water, however, it is estimated
that about 97% is salt water, which is found in seas and oceans and is unsuitable for
human consumption, and about 2% forms inaccessible glaciers. Therefore, only 1% is
used for human and animal consumption [Júnior et al., 2021]. With the increase in world
population, the supply of quality water for human activities is increasingly challenging.
With the increase in the world’s population, the supply of quality water for human
activities is becoming increasingly difficult as there is greater water consumption and
greater wastewater production. The causes of water pollution are many: residential and
industrial sewage, fertilizers and pesticides used in agriculture, mining activities, etc
[Boretti and Rosa, 2019]. Domestic, agricultural or industrial activities produce effluents
containing undesirable pollutants that can be toxic.

Considering the importance of water for human beings and the worrying scarcity of
this resource, it is essential to use water resources efficiently and to treat wastewater
so that it becomes available again and does not pose a threat to the environment and,
consequently, to human health. Thus, Wastewater Treatment Plant (WWTP) emerge
as a very important structure to face the new water and wastewater challenges. The
wastewater treatment is carried out in WWTPs whose main objective is to speed up
the treatment process that takes place in nature and thus remove pollutants from the
wastewater.

WWTPs are important structures and can be found in large numbers around the
world. In the United States, there are more than 16,000 WWTPs in operation [CARD,
2021]. In the European Union, there are more than 18,000 WWTPs, covering more than
450 million people in all member states [EurEau, 2017]. WWTPs are quite complex and
large structures, formed by several interconnected processes. The treatment carried out
at WWTPs consists of several phases, with physical, chemical and biological processes,
and is subject to climatic events such as periods of drought, rain and storms [de Matos
et al., 2023]. Moreover, WWTPs are energy-intensive structures, with 7% of all energy
consumed worldwide being consumed by WWTPs [Liu et al., 2012]. In Portugal, around
4% of energy is spent on water distribution and treatment systems, and of this total, 25%
is consumed by WWTPs [Oliveira et al., 2021]. Nowadays, the need for efficiency and
environmental protection is becoming greater and greater, and the demands placed on
WWTPs are increasing. WWTPs have to achieve at least three sustainability goals: social
acceptance (human health protection), environmental protection (low pollution load) and
economic development (viable operating costs) [Garrido-Baserba et al., 2014, 2015].

Over the years, it was found that the existing models for control and monitoring of
WWTPs were not sufficient to keep up with advances in technology and environmental
constraints. It is therefore necessary to create systems capable of anticipating problems
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that help in the decision-making process. Due to the nonlinearity of the WWTPs, it is
complicated to create models that meet the new demands of these structures. With the
new technological advances, it is possible to develop new models that can respond to these
new challenges. DTs are a promising option in this context, allowing for a dynamic and
comprehensive representation of the WWTPs.

Motivated by these problems, this dissertation focuses on creating an interpretable DT
framework for wastewater treatment process monitoring. With the help of data-driven
fuzzy-based models, the aim is to predict the most important variables in the treatment
process.

1.2 Objectives and Contributions

Creating an interpretable DT of a WWTP allows the treatment process to be monitored,
controlled and optimized. By modelling the key variables, it is possible to understand
the behaviour of the system, avoid failures and help with decision-making. The main
objective of this dissertation is the creation of an interpretable DT of a WWTP waterline.

To achieve the objective, this dissertation consisted of the following sub-objectives and
contributions:

• Literature review on DTs and the different applications they can have in various
industrial processes.

• Study of different fuzzy-based models with an interpretable structure to model the
key variables at the different points of the waterline of a WWTP. The following
models were studied: the Model based on Fuzzy C-Means and Least Squares Method
(FCM-LSM) [Rastegar et al., 2017], the Generalized additive models using zero-order
T-S fuzzy systems (GAM-ZOTS) model [Mendes et al., 2019a], and the Iterative
Learning of multiple univariate zero-order T-S fuzzy systems (iMU-ZOTS) model
[Mendes et al., 2019b].

• Validation of the proposed approach using the Benchmark Simulation Model 2
(BSM2), which is a well-known simulator based on real data that simulates the
entire wastewater treatment process.

• The key variables at different stages of the waterline of the treatment plant were
defined as case studies and an exhaustive validation was performed. The following
factors were analyzed on the studied models: the impact of the selected variables
and the learning parameters on the model accuracy, and the accuracy versus
interpretability tradeoff.

• Exhaustive validation of the models studied. The 3 models were used to model 16
key variables at 14 different points in the treatment plant. Each model for each key
variable for each point was learned/tested with 4 different sets of input variables
(from the variable selection method) and using different learning parameters. Thus,
520 tests were performed to choose the best parameters for the model to obtain the
best model parameters to obtain the best results for each variable to be estimated.

• The development of this work resulted in the submission of a journal article. See
Appendix A.
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1.3 Structure

The structure of the document is divided into 6 chapters. The organization of the
information in the remaining chapters will be structured as follows:

• Chapter 2 presents the literature review about DTs focused on industrial processes.

• Chapter 3 is dedicated to describing the WWTPs and the BSM2.

• Chapter 4 describes the fuzzy-based models used in this dissertation.

• Chapter 5 presents the achieved results and their analysis.

• Finally, the main conclusions are highlighted in Chapter 6.



Chapter 2

Background and Literature Review

This chapter presents the concepts for the work developed and the literature review.
Section 2.1 describes the concept and the history of the Digital Twin (DT). Section
2.2 describes the Five-dimension DT Model. Finally, section 2.3 explains the different
applications of the DT.

2.1 Digital Twin

2.1.1 Definition of Digital Twin

In recent years, the DT has been used more and more, but no consensus has yet been
reached on what its definition is so that it can be defined in various ways [Singh et al.,
2021]. It can be described as a virtual model of a product whose purpose is to reveal any
flaws of the product in its early development phase and to continuously update it. It is
also often defined as a digital model designed to represent a physical object by replicating
it virtually. The literature clearly shows that DT differs from computer modelling, such
as computer-aided design (CAD) and computer-aided engineering (CAE) [Wanasinghe
et al., 2020]. Although many organizations use the term “Digital Twin” as a synonym for
3D model, a 3D model is only one part of DT [LaGrange, 2019].

Some of the definitions of DT found in the literature are as follows:

• “digital copy of the physical systems and act as a connection between physics and
digital world” [Nadhan et al., 2018];

• “virtual and simulated model or a true replica of a physical asset” [Poddar, 2018];

• “an immersive data analytic technology that provides insights on human-infrastructure-
machine interactions to enable executives to make contextual decisions” [Mohr, 2018];

• “refers to the digital footprint of the physical systems in the various assets which act
like a bridge between physics and digital world” [Mayani et al., 2018];

• “a virtual physics and data-based model of a system or an asset that models all the
various subsystems, their properties, the interaction among them and the interactions
of the system with the environment” [Saini et al., 2018];

• “a virtual model of a physical asset” [Sharma et al., 2018];
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Chapter 2. Background and Literature Review 6

Figure 2.1: DT framework. Taken from [Mohr, 2018].

• “multiphysics, multiscale, probabilistic, ultra fidelity simulation that reflects the
state of a corresponding twin based on the historical data, real-time sensor data,
and physical model” [Glaessgen and Stargel, 2012].

Although these definitions are somewhat different from each other, they all have in common
that they refer to a physical asset, a virtual model, an exchange of data between a physical
asset and a virtual model, and data analysis and visualization.

Various frameworks have been developed for the DT, but the one that is most widely
accepted and used is the one that includes three main components, the physical space,
the virtual space and the links between these spaces, as can be seen in Figure 2.1. The
physical space is made up of the physical assets, sensors and actuators. In contrast, the
virtual space is made up of simulation models that gather and analyze the data to carry
out the simulations necessary to help in optimal control of the physical asset. The links
between the physical and virtual spaces allow for the continuous exchange of information
between these two spaces.

2.1.2 History of Digital Twin

The growing complexity of production in an increasingly demanding market is driving
the integration of the physical and digital worlds. At the same time, the growing practical
needs of human beings about industrial products are challenging the ability of the digital
model to interact with the physical object. The DT was conceived in this context and has
triggered a far-reaching industrial revolution [Tao et al., 2018a, Tao and Qi, 2019].

Although DT has gained popularity in recent years, the concept is not new. The concept
of DT was introduced by Grieves in 2003, in his course “Product Lifecycle Management”
at the University of Michigan, and is considered the origin of DTs [Grieves, 2014]. At that
time, this concept was not very specific, and a preliminary form of the DT was proposed to
include three parts: physical product, virtual product, and their connections. Initially, the
DT was used mainly in the aerospace and military sectors. Nowadays, the DT is undergoing
a period of rapid development with its use in various areas of knowledge [Tao et al., 2018b].
Between 2003 and 2011, the development of communication technology, of Internet of
Things (IoT) sensor technology, big data analytics, and simulation technologies led to a
huge increase in DTs. In 2011, the first journal article was published, explaining how DTs
were useful for predicting the structural life of aircraft [Tuegel et al., 2011]. In 2012, the
idea of DTs was revisited by the National Aeronautics and Space Administration (NASA)
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Figure 2.2: The landmarks of DT development. Taken from [Qi et al., 2021].

which defined DT as multiphysics, multiscale, probabilistic, ultra fidelity simulation that
reflects the state of a corresponding twin based on the historical data, real-time sensor
data, and physical model [Glaessgen and Stargel, 2012]. In 2014, Grieves published a
white paper about DT, and according to it, the basic DT model consists of three main
parts: (a) physical products in Real Space, (b) virtual products in Virtual Space, as
well (c) the connections of data and information that tie the virtual and real products
together [Grieves, 2014]. More and more efforts have been devoted to DT research since
then. Gartner, in 2017 and 2018, classified DTs as one of the top ten most promising
technological trends in the next decade [Rasheed et al., 2019]. Some milestones in the
development of DT are presented in Figure 2.2.

The three-dimensional model of DT proposed by Grieves was the one that received
the most attention from the entire community, but due to the growing expansion and
evolution of application needs, the development and applications of the DT present more
and more challenges. In recent years, DT applications have gradually expanded from the
military and aerospace sectors to the civilian sector. With the expansion into more sectors,
the DT has an increased demand for services from different areas, users and businesses.

Thus, based on the model initially proposed by Grieves, Tao et al. [2019a] proposed
the five-dimension model to promote the continuation of DT applications in more areas.
This model consists of 5 parts: physical entities, virtual models, DT data, services in the
DT, and connections in the DT.

2.1.3 Potential of Digital Twin

According to Rasheed et al. [2019], eight assets of the DT can be defined:

1. Real-time remote monitoring and control: It is usually difficult to get a
real-time overview of a large system. However, a DT offers the advantage of being
accessible anywhere, allowing the system to be continuously observed and managed
remotely.

2. Greater efficiency and safety: The merging of real life and the virtual world
allows for greater autonomy, with human intervention where necessary. This will
mean that dangerous, boring, repetitive, and dirty jobs can be done by robots,
controlled by humans from a distance. This will allow humans to concentrate on
more creative and innovative work.

3. Predictive maintenance and scheduling: Comprehensive digital twinning will
ensure that multiple sensors monitoring physical assets generate large volumes of
data in real-time. Intelligent data analysis allows system failures to be detected well
in advance. This allows for better maintenance scheduling, avoiding failures.



Chapter 2. Background and Literature Review 8

4. Scenario and risk assessment: A DT makes it possible to carry out hypothetical
analyses that allow for a better assessment of risks. This makes it possible to
introduce changes or disturbances into the system to simulate unexpected scenarios
and observe the system’s reaction. This type of analysis avoids any risk to the actual
physical asset and can only be carried out using a DT.

5. Better intra and inter-team synergy and collaborations: Greater autonomy
and easy access to information allow teams to optimize their time, promoting better
cooperation and synergy, resulting in increased productivity.

6. More efficient and informed decision support system: The presence of
quantitative data and advanced analytical capabilities in real-time will contribute
to more informed and faster decision-making processes.

7. Personalization of products and services: Given the comprehensive historical
data, knowledge about stakeholder preferences, and the ever-changing dynamics of
market trends and competition, demand for products and services customized is
expected to increase. So in the context of factories of the future, a DT will facilitate
faster and more continuous adjustments to meet evolving requirements.

8. Better documentation and communication: The information available on the
spot and in real-time, together with automated reporting, allows stakeholders to be
well informed at all times, thus improving transparency.

2.2 Five-Dimension Digital Twin Model

The formulation of the five-dimensional DT model can be expressed by [Qi et al.,
2021]:

MDT = F (PE, VM, Ss, DD,CN), (2.1)

which it is a function F (·) of physical entities PE, virtual models VM , services Ss, DT
data DD, and connections CN . According to this formulation, the DT model in five
dimensions is illustrated in Figure 2.3.

The five parts of the five-dimensional model are as follows:
Physical entities in Digital Twin (PE): DT consists of creating virtual models of

physical entities in a way to simulate all their behaviours [Tao et al., 2018b]. The physical
world is the basis of DT and can be a device, a product, a process, or even an organization.
Physical entities governed by physical laws and dealing with uncertain environments can
be divided into three levels according to their structure and function: the system level,
the system of system level (SoS), and the unit level [Tao et al., 2019b].

Virtual Models in Digital Twin (VM): Virtual models must represent with
maximum accuracy physical entities by replicating their geometries, properties, behaviours,
and corresponding physical rules [Tao and Zhang, 2017]. Three-dimensional geometric
models describe the appearance, size, tolerance, and structural relationship of a physical
entity. Taking into account the physical properties such as velocity, wear, and force,
the physical model reflects the physical phenomena occurring in the entities such as
deformation, delamination, fracture, and corrosion. The behaviour model describes how
entities behave and respond to changes in the external environment, including state
transitions, performance, and degradation. Rule models empower DT with logical skills
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Figure 2.3: Five-dimension DT model. Taken from [Qi et al., 2021].

such as reasoning, judgment, evaluation, and autonomous decision-making by following
rules derived from historical data or expert knowledge from specialists in the field.

Digital Twin data (DD): Data is the main driver of the DT [Qi et al., 2018]. DT deals
with information from various sources at various time scales and dimensions, presenting
great heterogeneity. These data can be obtained from physical entities and include both
static attributes and dynamic conditions. In addition, data are generated through virtual
models, which represent the result of simulations. Data from services, which describe
the invocation and execution of these services, are also utilized. Additionally, knowledge
provided by domain experts or extracted from existing data is incorporated. Finally, all
these data types are merged, resulting in the fusion data.

Services in Digital Twin (Ss): Given the growing product-service integration in
today’s society, companies are increasingly recognizing the importance of service [Tao and
Qi, 2017]. Service plays a key role in the context of DTs, aligning with the Everything-
as-a-Service (XaaS) paradigm. Firstly, services offer users a wide range of application
services, including simulation, verification, monitoring, optimization, diagnosis, prognosis,
and Prognostic Health Management (PHM), among others. Next, during the process of
building a functional DT, various third-party services are required, which can include data
services, knowledge services, algorithm services, etc. Finally, the ongoing operation of the
DT depends on the support of various platform services, which can be used to develop
customized software, create models, and provide services.

Connections in Digital Twin (CN): Digital representations act as dynamic links
to their real-world counterparts, facilitating simulation, operation, and advanced analyses.
These links between physical entities, virtual models, services and data play a fundamental
role in enabling the exchange of information and data. In DT, there are six essential
types of connections, which are: linking physical entities to virtual models (CN PV), the
link between physical entities and data (CN PD), the link between physical entities and
services (CN PS), the link between virtual models and data (CN VD), the link between
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Figure 2.4: Different applications fields of DT. Taken from [Qi et al., 2021].

virtual models and services (CN VS), and the link between services and data (CN SD)
[Tao et al., 2018b]. These connections enable collaboration between the four parties
involved.

2.3 Digital Twin Applications

This section will summarise the applications of DT in different areas (Subsection 2.3.1)
and the applications of DT in the industry (Subsection 2.3.2).

2.3.1 Implementation Areas of Digital Twin

The integration of technologies such as cloud computing, mobile Internet, and the
analysis of large volumes of data has extended the applicability of DTs to various domains,
where physical and virtual domains intersect and evolve together. As illustrated in Figure
2.4, DTs have applications in various sectors, such as construction, healthcare, agriculture,
transport, manufacturing, smart cities, electricity, automobile, and aerospace, among
many others [Tao et al., 2019c]. Since this technology is relatively new, its application was
initially made by large market-leading companies such as General Electric (GE), PTC,
Siemens, ANSYS, and Dassault [Schleich et al., 2017, Zheng et al., 2019].

In the field of civil engineering, Dassault used a 3D experience platform to create a
“Digital Twin of Singapore”. This DT is a very valuable resource, as it helps with urban
planning, construction projects, and the development of new buildings [Systèmes, 2018].
Intellectsoft is exploring the potential applications of DTs on construction sites. The aim
is to use DTs to identify potential problems and prevent dangerous operations, thereby
increasing the safety and efficiency of construction processes.
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In healthcare, Sim&Cure has developed a patient-based DT for the treatment of
aneurysms [Marcal, 2018]. Dassault realized a “Living Heart Project (LHP)” for the
creation of a human heart [Erol et al., 2020].

As described in Microsoft’s white paper, DTs have the power to significantly speed
up farming operations and promote sustainability in the agricultural sector [Microsoft,
2019]. DNV GL has created a “virtual sister ship”, a DT of a ship. This innovation aims
to increase reliability, reduce operating costs, and improve safety throughout the ship’s
lifecycle [GL, 2019]. In addition, DT was developed for a drilling platform associated
with the Blue Whale #1 project in China. This facilitates visualization, operational
monitoring, and training in platform design.

In the automotive sector, Tesla company has been working on the implementation of
DTs for its electric vehicles, allowing a continuous exchange of data between the vehicles
and the factories [Schleich et al., 2017]. LlamaZOO used DT to allow mine supervisors to
monitor their operator’s vehicles [McCannel, 2018].

In the aviation sector, Airbus, Boeing, the Air Force Research Laboratory (AFRL),
and NASA have adopted DTs to replicate real-world conditions. They use DT to detect
defects, predict potential problems, and help meet the challenges of maintaining aircraft
structures [Zheng et al., 2019].

General Electric (GE), with the help of the Predix platform, has developed a digital
wind farm, creating a DT for each wind turbine. This innovation aims to optimize
maintenance strategies, improve reliability, and increase energy production [Energy, 2016].

2.3.2 Industrial Applications of Digital Twin

Industrial applications of DTs are mainly concentrated in design, production, PHM,
among others, where DTs show a clear advantage over traditional solutions [Tao et al.,
2018b].

DTs can be applied to product design to create new products more quickly, efficiently
and based on more complete and up-to-date information. Zhuang et al. [2017], investigated
the application of DTs in product design and proposed some theories and techniques for
implementing this technology in product design. Canedo [2016], considered DTs as a new
approach to managing the IoT, using as arguments the fact that product design can be
improved by incorporating data feedback from DTs. Yu et al. [2017], proposed a new DT
model to manage the three-dimensional configuration of products. With this new model,
they believe that the application of DTs in product design can improve the link between
the areas of design and production. Tao et al. [2018b], proposed a DT-driven design
framework because most design decisions are made without adequate interactions between
the expected, interpreted and external spaces. They pointed out some applications of DTs
in the different stages of design, such as product planning, conceptual design and detailed
design. A case study on bicycle design was carried out to demonstrate their proposal.
Schleich et al. [2017], proposed a new DT model to manage geometric variations. They
argued that DT allowed designers to assess the quality of a product at the early stage of
design. Zhang et al. [2017a], proposed a DT-based technique to design production lines.
To study this technique, a glass production line was used to validate the effectiveness of
this approach.

DTs can also be used in production, making processes more reliable, flexible and
predictable. They can also make it possible to visualize and update the status of products
in real-time, making it easy to monitor the entire production process. Rosen et al. [2015],
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explored the application of DTs in production operations. They emphasized that DTs
can incorporate different types of data, such as environmental conditions, operational
information and process data. This makes it possible for autonomous systems to easily
adapt to changes in their environment or operating conditions, even during the production
process. Brenner and Hummel [2017], examined the hardware and software requirements
needed to implement DT in the Logistics Learning Factory at the European School of
Business (ESB) to create fluid interactions between humans, machines and products. Tao
and Zhang [2017], developed the DT of a shop floor, which included the physical shop floor,
the virtual shop floor, the shop floor service system and production data. In addition,
they imagined how DTs could serve smart manufacturing.

DTs can also facilitate control. Uhlemann et al. [2017], proposed a data acquisition
approach for applying DTs in production systems, thus enabling real-time production
control. Schluse et al. [2018], introduced Experimental Digital Twins (EDT) to achieve a
solid integration between virtual and physical spaces and to improve simulation. They
also considered EDT as an enabler of simulation-based system engineering, optimization
and control.

Currently, most DT applications are related to PHM. The first application of DT
was done in aircraft PHM. Tuegel et al. [2011], applied DT to predict aircraft structural
life through multi-physics modelling, multi-scale damage modelling, integration of finite
element structural model (FEM) and damage models, uncertainty quantification and
high-resolution structural analysis. Li et al. [2017] built a DT model based on a dynamic
Bayesian network to monitor the operational status of aircraft wings. A probabilistic
model was built to replace the deterministic physical model. The DT model led to a more
accurate diagnosis and prognosis based on a case study of an aircraft wing leading edge.
Zakrajsek and Mall [2017], constructed a DT model to predict tyre contact wear and
failure probability. The DT model demonstrated many advantages over the traditional
model in predicting the probability of failure for varying sink rate, yaw angle and speed.

The application of DT in PHM has other applications besides aircraft. Gabor et al.
[2016], developed a simulation-based DT model designed to predict the behaviour of
cyber-physical systems, structured into four levels: physical need, machine-environment
interface, immediate reaction and planned reaction. In addition, Knapp et al. [2017],
applied DT to the additive manufacturing process to anticipate parameters such as cooling
rate, temperature gradients, microhardness, density distribution, etc. This allowed for
more accurate predictions for cooling and melting rates compared to conventional methods.

Several works have also explored the application of DTs in the context of Wastewater
Treatment Plant (WWTP). In Hallaji et al. [2021], DT was applied to predictive mainte-
nance (PdM) to forecast equipment performance based on status monitoring data and to
estimate when maintenance is required. In Liu et al. [2023], a DT framework for fault
detection in WWTPs is proposed.

2.4 Conclusion

The DT has revolutionized the entire industry paradigm, making it possible to improve
process efficiency, asset lifecycle optimization and the decision-making process. DT is
an extremely powerful tool that makes it possible to create digital replicas of real-world
assets, processes and systems. However, DT is not just a digital replica of physical entities,
but an extremely complex system that requires analysis, interpretation and integration
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with other data.
DTs ability to predict failures, optimize processes and improve maintenance can

only be achieved with a proper understanding and interpretation of its capabilities and
limitations. Although the scientific community has already carried out several studies on
this technology, the problem of the interpretability of these models is still an unresolved
gap. It is therefore necessary to continue exploring and studying DTs to better understand
them and ensure that their full potential is being used.
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Chapter 3

Wastewater Treatment Plant
Framework

The growing global challenge related to wastewater treatment has led to the emergence
of innovative approaches in search of more efficient and sustainable solutions for Wastewater
Treatment Plant (WWTP). In this context, Digital Twin (DT) has great potential to
improve the understanding and management of WWTPs. In this chapter, Section 3.1,
describes the WWTPs, their importance, and the different treatment stages. Section 3.2,
explains the Benchmark Simulation Model 2 (BSM2), which simulates a WWTP, detailing
its environment and characteristics Then, Section 3.3 presents the proposed framework
and the variables that were considered for this study.

3.1 Wastewater Treatment Plants

The treatment process in a WWTP takes place over several stages [de Matos et al.,
2023]: preliminary treatment, primary treatment, secondary treatment, tertiary treatment,
and sludge treatment. The stages of wastewater treatment are as follows [Spellman, 2008]:

1. Preliminary treatment: In this stage, large objects are removed, such as branches,
plastics, stones, and other objects that could damage or reduce the treatment capacity
due to their size. Sand is also removed through decantation.

2. Primary treatment: During this phase, settleable and floatable solids are removed.
Floating materials such as oil and grease are also removed.

3. Secondary treatment: During this stage biochemical oxygen demand (BOD)
and dissolved and suspended organic matter are removed employing a biological
and oxidative treatment that takes place in the activated sludge reactor (biological
reactor). During this process, the bacteria consume the organic matter, requiring
oxygen to do so, hence a portion of the tank is maintained at adequate oxygen levels.
At the end of this process, the wastewater goes to a secondary settler, while the
organic matter decants. Part of the decanted matter, composed of bacteria and
organic matter, is redirected to the activated sludge reactor. Thus, the concentration
of bacteria in this reactor is higher than would be natural in wastewater, thus
accelerating the decomposition of organic matter. This process can be seen as a way
to accelerate a natural process.

15
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4. Tertiary treatment: The lack of water in certain regions makes the use of water
from wastewater treatment plants an important alternative [Licciardello et al., 2018].
However, before being considered suitable for use, this water must go through an
adequate treatment. At this stage, wastewater is subjected to disinfection and
nutrient removal processes, where bacteria, suspended solids, excess nutrients, and
specific toxic compounds are removed. After this treatment, the water can be used
in activities such as agriculture, irrigation of green spaces, and washing of pavements
and streets, among many other activities.

5. Sludge treatment: The sludge resulting from the treatment process, as well as the
final water, must be treated so that it can be disposed of or reused (agriculture, land-
fill). These treatments may involve mechanical, chemical, thermal, thermochemical,
and biological processes [Zhang et al., 2017b].

In general, these are the processes used in a WWTP, which may vary according to the
capacity of the WWTPs and the type of treatment. Each stage can also be divided into
sub-processes and can be carried out in different ways. A generic structure of a WWTP
is represented by the simulator BSM2, which will be described in Section 3.2.

3.2 Benchmark Simulation Model 2

As mentioned before, WWTPs are structures with nonlinear characteristics that are
subject to many variations and need to operate within the limits imposed by environmental
legislation [Preisner et al., 2020]. To make the wastewater treatment process more efficient,
various strategies are being tested, but due to the complexity of the system, it is difficult
to compare these methods.

Thus, the simulation environment BSM2 was developed. From 1998 to 2004, the
development of benchmark tools for simulation-based evaluation of control strategies for
activated sludge plants was issued in Europe by Working Groups of COST Action 682
and 624. This work continued later under the coordination of the International Water
Association (IWA) Task Group on Benchmarking of Control Strategies for WWTPs [Alex
et al., 1999].

The use of simulators to test and evaluate WWTPs-related strategies is essential.
For the development of this dissertation, it is used the BSM2, simulates all the steps in
the wastewater treatment process that occurs in a WWTP. The use of BSM2 is widely
accepted by the scientific community and has already been used in several studies, such
as the following [Morales-Rodelo et al., 2020, Moliner-Heredia et al., 2019, Chen et al.,
2014, Rastegar et al., 2014, Salles et al., 2022a].

BSM2 is a simulation environment modelled on real data, where the plant layout,
simulation model, influence loads, test procedures and evaluation criteria are defined
[Salles et al., 2022a]. The layout of BSM2 is presented in Figure 3.1. BSM2 describes a
structure responsible for the treatment of wastewater, consisting of biological and sludge
treatment. The simulator is composed of primary settling, an activated sludge system
(including anoxic and aerobic reactors and a secondary clarifier), an anaerobic digester, a
sludge thickener and dewatering, and a sludge storage unit.

The two models used in BSM2 are the Activate Sludge Model 1 (ASM1) and the
Anaerobic Digester Model 1 (ADM1). ASM1 models the biological treatment and ADM1
is responsible for the anaerobic digestion and biogas production.
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Figure 3.1: Schematic of BSM2. Taken from [Salles et al., 2022b].

3.2.1 Activate Sludge Model N°1 - (ASM1)

To promote the use and the proving of models of biological systems for the treatment
of effluents in the activated sludge process, a working group was created in 1983 under
the responsibility of IWA [Hauduc et al., 2011]. The work developed by this group led
to the creation of a family of activated sludge biological treatment models, and the first
model launched was ASM1.

ASM1 configures the model of the biologic reactor or activated sludge reactor with
five compartments, with an anoxic zone, consisting of two tanks, and an aerated zone,
consisting of three tanks. In these two zones, the denitrification and nitrification processes
take place. The ASM1 model is part of BSM1 (see Figure 3.2) and describes an activated

Figure 3.2: Schematic of BSM1. Taken from [Salles et al., 2022b].

sludge system that combines the ASM1 model with a secondary clarifier.[Meneses et al.,
2016]. BSM1 served as the basis for the creation of BSM2, adding the primary decanter
and sludge treatment tanks to the original design.

To preserve the bacterial population responsible for breaking down organic matter,
the sludge from the secondary clarifier is recirculated to the anoxic tanks. As a result



Chapter 3. Wastewater Treatment Plant Framework 18

of this recirculation, the sludge concentration is kept constant [Haimi et al., 2009]. The
process that takes place in the biological reactor can be described in eight steps [COSTA
et al., 2016]:

• Aerobic growth of heterotrophs;

• Anoxic growth of heterotrophs;

• Aerobic growth of autotrophs;

• Decay of heterotrophs;

• Decay of autotrophs;

• Ammonification of soluble organic nitrogen;

• Hydrolysis of organic compounds;

• Hydrolysis of inorganic compounds.

These methods aim to mitigate the risks associated with chemical compounds produced
by human activities and to speed up the processes that occur in nature.

3.2.2 Anaerobic Digester Model N°1 - (ADM1)

Sludge is one of the products of wastewater treatment, and these compounds need to
be treated before being used or disposed of. Thus, the anaerobic digester, described by the
ADM1 model [Batstone et al., 2002], performs the anaerobic digestion and the production
of biogas. Several factors influence the process of anaerobic digestion, the main ones being
temperature and pH, which influence bacterial growth. For optimal bacterial growth, the
pH should be between 6.7 and 7.5 [do Amaral et al., 2019]. The production of biogas is
one of the results of anaerobic activity. The biogas from digested sludge is composed of
methane (CH4, 50-70%) and carbon dioxide (CO2, 30-50%)[Shen et al., 2015].

Thus the ADM1 and ASM1 models that make up BSM2 are fundamental elements for
accurately representing the processes that take place in a WWTP.

3.2.3 BSM2 Variables

Throughout the different stages of the treatment process, various variables can be
monitored, the most important of which are:

• Time [days];

• SI (inert soluble material, [g COD/m3]);

• SS (readily biodegradable substrate, [g COD/m3]);

• XI (inert particulate material, [g COD/m3]);

• XS (slowly biodegradable substrate, [g COD/m3]);

• XBH (heterotrophic biomass, [g COD/m3]);

• XBA (autotrophic biomass, [g COD/m3]);
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• Xp (inert particulate material from biomass decay, [g COD/m3]);

• SO (dissolved oxygen, [g COD/m3]);

• SNO (nitrate and nitrite, [g N/m3]);

• SNH (ammonia and ammonium, [g N/m3]);

• SND (soluble organic nitrogen associated with SS, [g N/m3]);

• XND (particulate organic nitrogen associated with XS , [g N/m3]);

• SALK (alkalinity);

• TSS (total suspended solids, [g SS/m
3]);

• flow rate, [m3/day];

• temperature, [°C].

3.3 Digital Twin Framework on BSM2

In BSM2, during the various stages of the treatment process, many variables can be
assessed. According to experts from WWTP who have collaborated in this work, along
the waterline of the WWTP, the main ones and the most important to the prediction
case study investigated in this study are:

• total suspended solids, TSS [g SS/m
3];

• ammonia and ammonium, SNH [g N/m3];

• dissolved oxygen, SO [g COD/m3];

• nitrate and nitrite, SNO [g N/m3];

• biological oxygen demand, BOD [g /m3];

• chemical oxygen demand, COD [g /m3].

Total Suspended Solids (TSS) are one of the main pollutants of the water, contributing
to its deterioration and the costs associated with its treatment to be very high. They also
affect fauna and flora, as well as the general appearance of the water [Spellman, 2008].
This is an essential parameter because an excess of TSS causes the dissolved oxygen (SO)
to be depleted.

Nitrogen compounds, particularly ammonia (SNH), are the result of various human
activities, such as agriculture, industry and domestic activities. When discharged exces-
sively into the water, ammonia causes serious environmental problems, such as a decrease
in the concentration of dissolved oxygen, accelerated eutrophication of lakes and rivers
(excessive algae growth) and toxicity to fish and other aquatic animals [Spellman, 2008].
To avoid these problems, nitrogen compounds are removed in the biological reactor.

Dissolved Oxygen (SO) is an important parameter monitored in WWTPs to assess
the level of oxygen available in the water. It represents the concentration of oxygen
molecules dissolved in the wastewater. During wastewater treatment the level of SO is
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measured at various stages of the treatment process. The SO concentration provides
information on the biological activity and the efficiency of the treatment processes. By
monitoring SO levels throughout the WWTP, operators can optimize aeration systems,
adjust treatment processes, and ensure that sufficient oxygen is available for the biological
treatment processes. This helps maintain proper treatment efficiency and minimize the
potential impact of wastewater discharge on the receiving environment [Spellman, 2008].

The presence of nutrients in water is beneficial for plant growth, but an excess of
nutrients can lead to eutrophication of the water. High levels of nitrates and phosphorus
can cause this process to occur more quickly. High levels of nitrogenous substances in
wastewater affect fauna and flora, which is why it is essential to reduce nitrogen pollution
loads in wastewater. For nitrogenous substances to be eliminated from wastewater,
nitrification and denitrification processes must be carried out. During these processes,
heterotrophic bacteria use nitrite and nitrate (SNO) as oxidizers of organic matter, causing
nitrogen to be removed as a gas [Spellman, 2008].

The amount of oxygen consumed by bacteria and other microorganisms to degrade
the water contents aerobically is given by the Biological oxygen demand (BOD), for five
days at a temperature of 20 °C. This is not a direct measure and depends on the sum
of all the biodegradable organic substances in the water. BOD indicates the amount of
dissolved oxygen required in a given period for the biological degradation of the organic
constituents of wastewater and is given by the following expression [Spellman, 2008]:

BOD = 0.25(SS +XS + (1− fp)(XBH +XBA)), (3.1)

where fp=0.08 is a stoichiometric parameter, SS is the readily biodegradable substrate,
XS is the slowly biodegradable substrate, XBH is the heterotrophic biomass, and XBA is
the autotrophic biomass.

Chemical oxygen demand, COD, is the oxygen equivalent of organic matter that can
be oxidized by a strong chemical oxidizer in an acidic medium. COD measures both
biodegradable and non-biodegradable organic matter. The results can be obtained in a few
hours. COD is an essential parameter for WWTPs as it helps assess the organic pollution
level and the treatment efficiency of the plant. By monitoring the COD concentrations,
it is possible to assess the effectiveness of the treatments and ensure compliance with
regulatory standards. COD is given by the following expression [Spellman, 2008]:

COD = (SS + SI +XS +XI +XBH +XBA +XP ), (3.2)

where SS is the readily biodegradable substrate, SI is the inert soluble material, XI is
the inert particulate material, XBH is the heterotrophic biomass, XBA is the autotrophic
biomass, and XP is the inert particulate material from biomass decay.

3.4 Conclusion

By using BSM2 it is possible to implement and test strategies for control, optimization,
anomaly and fault detection. It also allows a comparison to be made between the results
obtained based on predefined metrics, which makes it possible to achieve innovations and
contributions to mitigate the challenges related to wastewater treatment.

Over the last few years, the use of benchmark models has proved important for
developing and evaluating control strategies and monitoring systems in WWTPs. The
popularity of BSM1 and later BSM2 within the scientific community has led to the
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appearance of several publications [Tejaswini et al., 2020]. More than 300 peer-reviewed
articles, conference presentations, and dissertations have been published on work related
to benchmark systems, which shows that this is a very robust simulator that is viewed
favourably by researchers [Flores-Alsina et al., 2012], being a good option for use in this
dissertation.
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Chapter 4

Digital Twin Methodologies

Fuzzy Logic Systems (FLS) has been used in various industrial systems and consumer
products, attracting the attention of many researchers. Fuzzy systems are powerful
mathematical tools used to model nonlinear problems, which are usually difficult to
model and control. They use fuzzy logic to model uncertainty and imprecision, allowing
decisions to be made based on a subjective representation of reality, and they are easier to
understand and explain since, although they are based on a mathematical representation
and formulation, they are described by semantic rules based on natural language rather
than complex mathematics.

Using fuzzy-based models to make a Digital Twin (DT) of Wastewater Treatment Plant
(WWTP) has numerous advantages for improving the whole wastewater treatment process.
Through FLS, it is possible to create models that are easy to understand and interpret by
any operator, thus helping in the decision-making process and the optimization of the
whole process. Furthermore, FLS can deal with the uncertainty, complexity and variability
associated with WWTPs.

This chapter presents the three models useful for this dissertation. Section 4.1 presents
the concept of FLS and a generic Takagi-Sugeno (T-S) fuzzy model. Section 4.2 presents
the first model, the Model based on Fuzzy C-Means and Least Squares Method (FCM-
LSM). Section 4.3 presents the second model, the Generalized additive models using
zero-order T-S fuzzy systems (GAM-ZOTS) model. Finally, Section 4.4 presents the
last model, the Iterative Learning of multiple univariate zero-order T-S fuzzy systems
(iMU-ZOTS) model.

4.1 Fuzzy Logic Systems

FLS are used to model nonlinear systems and can be used to approximate unknown
nonlinear functions that make plant models [Wang et al., 1992]. Using FLS, it is possible
to develop relationships between a set of input and output data, using the theory of
fuzzy sets introduced by Zadeh in 1965 [Zadeh, 1965]. In these models, each fuzzy set is
represented by a Membership Function (MF), whose values vary between 0 and 1. These
MFs can have different shapes, such as triangular, trapezoidal, Gaussian, etc.

In general terms, FLS are made up of 3 stages: fuzzification, modelling the inference
engine, which uses the fuzzy rule base, and defuzzification (see Figure 4.1). In the first
stage (fuzzification) the input variables are transformed into fuzzy sets. In the second
stage (inference engine model) these fuzzy sets are interpreted by a fuzzy inference model
to make a correspondence between the inputs and outputs, based on the fuzzy rules. In
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Figure 4.1: Basic configuration of FLS. Taken from [Júnior et al., 2023].

the final step (defuzzification) the mapped fuzzy outputs are transformed into real output
variables.

4.1.1 Takagi-Sugeno Fuzzy Model

One important type of fuzzy system, and widely used in the scientific community, is
the Takagi-Sugeno (T-S) fuzzy system [Takagi and Sugeno, 1985]. This type of fuzzy
system has gained great emphasis due to its consequential rule structure. The major
difference between this fuzzy system and Mandami fuzzy systems is the consequent parts
of the fuzzy IF-THEN rules, which in a T-S fuzzy system is a real-valued function instead
of a fuzzy set as in Mandami fuzzy systems.

One way of describing a nonlinear system is using a T-S fuzzy model, which is defined
by a set of rules as follows:

Ri : IF x1(k) is A
i
1 and . . . and xn(k) is A

i
n

THEN yi(k) = θi0 + θi1x1(k) + . . .+ θinxn(k),

i = 1, 2, . . . , N,

(4.1)

where Ri represents the i-th fuzzy rule, and N is the total number of rules. The input
variables of the T-S fuzzy system are x1(k), . . . , xn(k). The linguistic terms Ai

j (j =
1, 2, . . . , n), are defined by fuzzy MFs, labelled µAi

j
. These MFs describe the plant’s

operating region. θi1, . . . , θin are model (consequent) parameters of yi(k). From (4.1), the
T-S fuzzy model y(k) can be rewritten as:

y[x(k)] =
N∑
i=1

ωi[x(k)]yi(θi,x(k)), (4.2)

where for i = 1, . . . , N ,

x(k) = [x1(k), . . . , xn(k)], (4.3)

µAi
j
(xj) = exp

(
−(xj − vij)

2

σij

)
, (4.4)

ωi[x(k)] =

∏n
j=1 µAi

j
[x(k)]∑N

i=1

∏n
j=1 µAi

j
[x(k)]

, (4.5)

θi = [θi0, θi1, . . . , θin]. (4.6)
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where vij, σij and θi represent the center, width of the MF and model parameters,
respectively, which need to be defined/learned.

4.2 Model based on Fuzzy C-Means and Least Squares

Method

To construct a T-S fuzzy system of the form (4.1) it is necessary to obtain the
antecedent parameters (vi and σi), and the consequent parameters (θi). The antecedent
parameters are given by the Fuzzy C-Means (FCM) algorithm (Subsection 4.2.1), and the
consequent parameters are given by the Least Squares Method (LSM) (Subsection 4.2.2).
The FCM-LSM is presented in Subsection 4.2.3.

4.2.1 Fuzzy C-Means Method

In the FCM algorithm, the main objective is to partition a given dataset, denoted as
X, into a given number of clusters, N . In this method, the objects can belong to multiple
clusters, with different degrees of membership [Rastegar et al., 2017].

Let’s consider a scenario with a set of n samples that make up an input observation,
denoted as k. Each sample corresponds to a specific input variable, and they are grouped
as an n-dimensional vector x(k) = [x1(k), . . . , xn(k)]

T , where x(k) ∈ Rn. A set of K
observations is then denoted as:

X =


x11 x12 . . . x1n

x21 x22 . . . x2n

. . . . . . . . . . . .
xK1 xK2 . . . xKn

 . (4.7)

The fuzzy partitioning of the dataset X into a predetermined number of clusters, N ,
comprises a family of fuzzy subsets {Ai|1 ≤ i ≤ N}. These subsets are characterized by
MFs, µi(k), which are defined as µi(k) = µAi(xk). The MFs form the fuzzy partition
matrix U = [uik] = [µi(k)] ∈ RN×K . Each row of the U matrix, indexed by i, represents
the membership values of the i-th fuzzy subset Ai for all observations in the data
matrix X. Equally, to Dovžan and Škrjanc [2011], the partition matrix must meet the
following criteria: the membership degrees are real numbers in interval µi(k) ∈ [0,1], for
k = 1, . . . , K; the total membership of each sample in all the clusters must be equal to
one

∑N
i=1 µi(k) = 1; and none of the fuzzy clusters is empty nor does any contain all the

data 0 <
∑K

k=1 µi(k) < K, 1 ≤ i ≤ N .
The FCM method aims to minimize an objective function, defined by (4.8). This

function has a predefined number of clusters, N , and also includes a fuzziness parameter,
η.

J(X,U,V) =
N∑
i=1

K∑
k=1

µη
i (k)d

2
ik(x(k),vi), (4.8)

where V = [v1, . . . ,vN ]
T ∈ RN×n is a matrix of cluster centroid vectors vi = [vi1, . . . , vin]

T ,
dik(x(k),vi) is the Euclidean distance (l2-norm) between the observation x(k) and the
cluster centroid vi given by (4.10), and η is the fuzziness parameter.

When the derivative of the objective function (4.8) is calculated with respect to the
cluster centers V and the membership values U, the membership values can be calculated
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Algorithm 1 Algorithm to learn the antecedent part, based on FCM algorithm.

1. Start by obtaining a dataset X (4.7) and specify the number of clusters, N , the

degree of fuzziness, η, the termination condition, imp, and the maximum of iterations,

Max. Initialize the partition matrix U, randomly;

2. Calculate initial cluster centers using the formula (4.11) with the membership values

of the initial partition matrix U;

3. For iteration t = 1, . . . ,Max:

(a) Calculate the membership values using (4.9), at iteration t, µ
(t)
i (k), of each

input data object xk in each cluster i, using the cluster center vector vt−1
i (k)

from iteration (t− 1);

(b) Update the cluster center for each cluster i at iteration t, vt
i(k), by (4.11),

using the membership values (4.9) at iteration t, µ
(t)
i (k);

(c) If a termination condition is satisfied, e.g |vt
i − vt−1

i | ≤ imp, exit the iterative

loop, and save the last iteration of the matrices U and V and go to Step 4;

4. Compute the parameters σ using (4.12).

as follows:

µi(k) = d2ik(x(k),vi)
N∑
q=1

(
d
2/(η−1)
qk (x(k),vq)

)−1

, (4.9)

where:
d2ik(x(k),vi) = (x(k)− vi)

T (x(k)− vi), (4.10)

vi =

∑K
k=1 µ

η
i (k)x(k)∑K

k=1 µ
η
i (k)

. (4.11)

The centers vij of the antecedent membership functions are obtained by (4.11) where
vi = [vi1, . . . , vin]

T , and the corresponding widths, σi = [σi1, . . . , σin]
T , i = 1, . . . , N, are

obtained using U=[µi(k)], as follows:

σij =

√
2
∑K

k=1 µi(k)(xj(k)− vij)2∑K
k=1 µi(k)

, j = 1, . . . , n. (4.12)

The algorithm, based on the FCM algorithm, to learn the antecedent parameters is
presented in Algorithm 1.

4.2.2 Least Squares Method

After learning of the antecedent parameters (Subsection 4.2.1), the consequent param-
eters are given by the LSM.
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Consider a desired model yd(x(k)) for the output of a system and consider a set of K
input patterns x(k), together with the corresponding desired output patterns yd(x(k)) for
k = 1, 2, . . . , K and

yd = [yd(x(1)), . . . , yd(x(K))]T , (4.13)

Φ = [ϕ(1), . . . ,ϕ(K)]T , (4.14)

ϕ(k) = [ω1[x(k)]xT
e (k), . . . , ω

N [x(k)]xT
e (k)]

T , (4.15)

xe(k) = [1, x1(k), x2(k), . . . , xn(k)]
T , (4.16)

then

yd = Φ Θ. (4.17)

Suppose that ∗Θrepresents the optimal values of all consequent parameters Θ=
[θT

1 , . . . ,θ
T
N ]

T , a solution of ∗Θcan be calculated using the pseudo-inverse least squares
method as follows [Mendes et al., 2012]:

∗Θ= Φ+yd, (4.18)

where, considering K ≥ N(n + 1), the pseudo inverse, Φ+, can be computed in closed
form as follows:

Φ+ = (ΦTΦ)−1ΦT . (4.19)

4.2.3 Model Design Algorithm

To build a T-S fuzzy system of the form (4.1), it is needed to obtain the antecedent
parameters (vi and σi) and the consequent parameters (θi). The antecedent parameters
are given by the FCM algorithm (Subsection 4.2.1) and the consequent parameters are
provided by the LSM (Subsection 4.2.2). The design of the FCM-LSM is presented in
Algorithm 2.

Algorithm 2 Algorithm to design the FCM-LSM.

1. Define the inputs, K data samples {(x(k), y(k))}Kk=1, with x(k) = [x1(k), . . . , xn(k)]
T ;

Define the parameters to be used on the FCM.

2. Obtain the antecedent parameters (vi and σi) through the FCM algorithm described

in Algorithm 1;

3. Obtain the consequent parameters using LSM:

(a) Construct the vector Φ through (4.14);

(b) Compute the consequent values ∗Θusing (4.18).
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4.3 GAM-ZOTS - Generalized Additive Models Us-

ing Zero-Order T-S Fuzzy Systems

Additive modelling was introduced in the 1980s to improve the accuracy and inter-
pretability of learned models. Models obtained by additive modelling are characterized by
being composed of a sum of univariate smooth functions representing each input variable
[Sánchez and Otero, 2004]. In Mendes et al. [2019a], an approach for learning a system
of neo-fuzzy neurons called GAM-ZOTS is proposed. GAM-ZOTS uses the backfitting
algorithm to learn multiple univariate zero-order T-S additive fuzzy systems (neo-fuzzy
neuron systems). This approach aims to improve the accuracy and interpretability, where
each model shows the dependence of the output on its input variable [Sánchez and Otero,
2004].

Additive models are made up of univariate smooth functions sj(xj) (j = 1, . . . , n),
in form of (4.20), to estimate multivariate regression functions. These functions can be
learned using the “backfitting” algorithm [Mendes et al., 2019a].

ŷ = f(x1, . . . , xn) = s0 +
n∑

j=1

sj(xj), (4.20)

where xj (j = 1, . . . , n) are the input variables and sj(·) can be of any parametric or
nonparametric, smooth functions.

4.3.1 GAM-ZOTS Model

The model structure used is based on the concept of additive models (4.20), in which
each univariate model is a zero-order T-S fuzzy system representing a relationship between
the input variable xj (for j = 1, 2, . . . , n) and the output. Therefore, the model presented
consists of the sum of multiple zero-order T-S fuzzy systems expressed as follows:

y(x) = y0 + y1(x1) + · · ·+ yn(xn),

= y0 +
n∑

j=1

yj(xj),
(4.21)

where y0 is a constant, and each individual model yj(xj), is represented by (4.23), being
composed of Nj zero-order T-S fuzzy rules in the format of (4.22).

R1
j : IF xj(k) is A

1
j THEN y1j (k) = θ1j ,

...

R
Nj

j : IF xj(k) is A
Nj

j THEN y
Nj

j = θ
Nj

j .

(4.22)

yj(xj(k)) =

Nj∑
i=1

ωi
j[xj(k)]θ

i
j = ϕj(xj(k))θj, (4.23)

where for i = 1, . . . , Nj,

ωi
j[xj(k)] =

µAi
j
(xj(k))∑Nj

i=1 µAi
j
(xj(k))

, (4.24)
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Systems

Figure 4.2: Multiple zero-order T-S fuzzy systems structure. Taken from [Mendes et al.,
2019a].

θj = [θ1j , . . . , θ
Nj

j ]T , (4.25)

ϕj(xj(k)) =
[
ω1
j [xj(k)], . . . , ω

Nj

j [xj(k)]
]
. (4.26)

The structure of the GAM-ZOTS model is shown in Figure 4.2. As mentioned before,
this model is composed of multiple zero-order T-S fuzzy systems.

The membership functions are complementary triangular membership functions [Silva
et al., 2014]. Figure 4.3 shows an example of complementary triangular membership
functions, in which the minimum and maximum value of the input variable xj are
represented by x−

j and x+
j , respectively. The lower limit, center value, and upper limit of

Ai
j are represented by aj,i, bj,i and cj,i, respectively.

GAM-ZOTS Learning

The learning methodology of the GAM-ZOTS is presented in the Algorithm 3. More
details are presented in Mendes et al. [2019a]. The first step is to define the MFs for each
input which are complementary triangular MFs, as present in Figure 4.3. These MFs
are obtained in Steps 2a− 2b of Algorithm 3. The next step is to obtain the consequent
parts of the fuzzy rules corresponding to each input variable xj, using the Backfitting
Algorithm (Step 3 of Algorithm 3).

4.4 iMU-ZOTS - Iterative Learning of Multiple Uni-

variate Zero-Order T-S Fuzzy Systems

In the GAM-ZOTS method, the antecedent membership functions are created manually,
as presented before, distributing them evenly across the universe of discourse, which means
that there are limitations and inefficiencies in the design of the antecedent parts since they
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Figure 4.3: Membership functions for xj. Taken from [Mendes et al., 2019a].

Algorithm 3 Description of GAM-ZOTS learning method [Mendes et al., 2019a].

1. Define the inputs, K data samples {(x(k), y(k))}Kk=1, with x(k) = [x1(k), . . . , xn(k)]
T ;

2. Define the MFs. For all input variables xj:

(a) Define the minimum and the maximum values, x−
j and x+

j ;

(b) Set the number of membership functions, Nj.

(c) For each complementary triangular MF, Ai
j, the parameters are:

i. For A1
j : aj,1 = bj,1 = x−

j and cj,1 = bj,2;

ii. For Ai
j : aj,i = bj,i−1 and bj,i = cj,i−1, cj,i = bj,i+1;

iii. For A
Nj

j : aj,Nj
= bj,Nj−1

and bj,Nj
= cj,Nj

= x+
j .

3. Using the Backfitting Algorithm, calculate the consequent parameters (θi
j). More

details in Mendes et al. [2019a].

are not distributed according to the data. In Mendes et al. [2019b] an iterative learning
approach is proposed for a model composed of the sum of multiple univariate T-S fuzzy
systems of zero order, called iMU-ZOTS. In this approach, the learning of the consequent
part is based on the GAM-ZOTS algorithm described in Section 4.3.

The major difference between iMU-ZOTS and GAM-ZOTS, is in the iterative learning
of the antecedent part, where instead of MFs being manually designed, iMU-ZOTS
iteratively designs the MFs and selects candidate input variables where new MFs can be
added. This selection is based on a novelty detection criterion, similar to what is proposed
in the Gath-Geva recursive clustering method [Soleimani-B et al., 2010].

The iMU-ZOTS are divided into the following steps:

• Initialization: In this step, the antecedent and consequent of the fuzzy rules are
designed.

• Iterative Learning: In this step, an iterative process is carried out in which new
fuzzy rules are added to the selected input variable(s) and other update operations
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Systems

are performed.

4.4.1 iMU-ZOTS Model

Initialization

The initialization of the iMU-ZOTS involves applying the GAM-ZOTS method (Algo-
rithm 3), with Nj = 2 fuzzy rules for each input variable, xj. In this way, two (Nj = 2)

complementary triangular MFs are defined, A
ij
j for all input variables xj (j = 1, . . . , n):

1. parameters for A1
j : aj,1 = bj,1 = x−

j and cj,1 = bj,2;

2. parameters for A2
j : aj,2 = bj,1 and bj,2 = cj,2 = x+

j ;

x−
j and x+

j represent the limits of the universe of discourse (minimum and maximum
values, respectively) of the input variable xj.

The consequent parameters (θj) are obtained through the GAM-ZOTS Algorithm 3.

Iterative Learning

In the iterative learning stage, a new MF is added iteratively to the selected input
variable.

1) Variable Selection: The iterative learning approach starts by selecting the candidate
input variable, denoted as x∗

j , where a new fuzzy rule can be added. This selection is done
using a novelty detection criterion, which is based on the Gath-Geva recursive clustering
method [Soleimani-B et al., 2010]. Thus, a novelty detection criterion is defined to select
the input variable where a new fuzzy rule should be added, iteratively measuring, through
a value between 0 and 1. This facilitates the definition of the threshold for adding new
fuzzy rules to the model [Mendes et al., 2018].

The novelty measurement on the ij-th fuzzy rule (ij = 1, . . . , Nj) related to xj(k) is
obtained by:

Mij(k) = exp(−|xj(k)− µij(k)|), (4.27)

where

µij(k) = µij(k − 1) +
xj(k)− µij(k − 1)

Nij(k)
vmij (k), (4.28)

vij(k) = µ
A

ij
j

(xj(k)), m > 1 is an integer representing the degree of fuzzification of the

clusters,
Nij(k) = Nij(k − 1) + vmij (k) (4.29)

indicates the total MF degrees associated to the ij-th MF of xj, and Nij(0) = 0.
Criterion 1: the novelty detection criterion for xj is defined as follows:

Mj,max(k) =


1, if

Nj

max
ij=1

Mij(k) ≤ M j
th

0, otherwise

(4.30)

Where M j
th is a threshold for xj, between zero and one. When Mj,max(k) = 0, means that

the variable xj is not well represented by the current model. When Mj,max(k) = 1, the
variable xj is perfectly represented by the current model.
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Algorithm 4 Description of iMU-ZOTS learning method [Mendes et al., 2019b].

1. Define the inputs, K data samples {(x(k), y(k))}Kk=1 where x(k) =

[x1(k), . . . , xn(k)]
T ; Define their parameters;

2. Initialization: for each input variable xj: define two (Nj = 2) MFs and obtain the

initial model using the GAM-ZOTS (Algorithm 3);

3. Iterative learning:

(a) For all points in the training dataset k = 1, . . . , K:

i. Using (4.30), the novelty Mj,max(k) is measured, for input all variables;

ii. If Criteria (4.30) and (4.31) are met:

A. Define the new MF, Anew
j , and update Aleft

j∗ and Aright
j∗ ;

B. Obtain all consequent parameters using the GAM-ZOTS (Algorithm 3

Step 3).

(b) If a fuzzy rule was added in Step 3a, it returns to Step 3a. If not, the learning

process ends.

Criterion 2: To avoid overfitting and learning of a complex model structure, the
criterion defining a minimum distance between the center of the two nearest MFs is as
follows: ∣∣∣bj∗,i∗j − bj∗,i−j

∣∣∣ > ηj, (4.31)

where bj∗,i∗j and bj∗,i−j are the centers of MF to be added and of its nearest MF, respectively,

and ηj is a threshold, which, is defined as ηj = |x+
j − x−

j |/MF j
max, where MF j

max can be
considered as the maximum number of admissible of MFs for xj.

2) New Membership Function: Once Criteria 1 (4.30) and 2 (4.31) are met, a new
fuzzy rule Rnew

j , and a new MF Anew
j∗ , are added in x∗

j .

Thus, the new MF, Anew
j∗ , is added and the nearest left and right MFs, Aleft

j∗ and Aright
j∗ ,

respectively, are updated by:

• Aleft
j∗ : 1) cj∗,left = bj∗,new;

• Anew
j∗ : 1) aj∗,new = bj∗,left, 2) bj∗,new = xj(k), and 3) cj∗,new = bj∗,right;

• Aright
j∗ : 1) aj∗,right = bj∗,new.

Algorithm 4 presents the steps of the iMU-ZOTS model learning approach.
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Results and Discussion

This chapter presents the results of the Digital Twin (DT) methodologies described in
Chapter 4, which were tested to model the key variables on the Wastewater Treatment
Plant (WWTP) described in Section 3.3. Section 5.1 presents the datasets used to validate
the methodologies as well as the experimental tests. Section 5.2 presents the results and
the respective analyses regarding the accuracy and interpretability of the models.

5.1 Experimental Tests

As mentioned before, this study consists of creating a DT with the help of the
Benchmark Simulation Model 2 (BSM2), which, through fuzzy-based models, makes it
possible to predict the essential variables in the WWTP. These models are based on fuzzy
logic, which can deal with complex and imprecise data, making them suitable for dealing
with the variable and uncertain nature of WWTPs.

The models presented in Chapter 4, Model based on Fuzzy C-Means and Least Squares
Method (FCM-LSM), Generalized additive models using zero-order T-S fuzzy systems
(GAM-ZOTS) model, and Iterative Learning of multiple univariate zero-order T-S fuzzy
systems (iMU-ZOTS) model, were used to predict the variables TSS, SNH , SO, SNO,
BOD, and COD along the waterline of the WWTP. To collect the data, 14 points were
placed along the waterline, as shown in Figure 5.1:

• TSS is predicted at the exit of the primary clarifier, at point P3, using the data
from points P1 and P2 as input.

• SNH is predicted throughout the waterline, at point P3, with P1 and P2 as input, at
point P10, with P4 and P6 as input, and at point P13, with P11 and P12 as input.

• SO is predicted at point P10, with P4 and P6 as input.

• SNO is predicted at point P3, with P1 and P2 as inputs, at the outlet of tank 5, at
P10, with P4 and P6 as inputs and at the outlet of the secondary clarifier, at P13
using P11 and P12 as inputs.

• BOD and COD are predicted at point P13, using points P11 and P12 as input.

The datasets of the variables to be predicted are built based on the input and output
points, and in the end, there are 10 variables to be predicted distributed among the points
on the WWTP waterline. These variables are: TSS3, SNH3 , SNH10 , SNH13 , SNO3 , SNO10 ,

33
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Figure 5.1: BSM2 data collection points.

SNO13 , SO10 , BOD13 and COD13. The subscript value of each variable corresponds to the
point where that variable is being predicted.

For the evaluation of the proposed framework, to predict each desired variable, 609 days
are considered, where the first 245 days are for the stabilization of the plant. The sampling
frequency is 15 minutes, totalling 58464 samples. During the 609 days of operation, various
factors can make the process even more complex, including climatic phenomena such as
droughts, rains, and storms. It is, therefore, necessary to consider all these factors that
can influence the results obtained.

The variables used as input were selected according to their correlation with the
variables to be predicted. The value of the correlation between the input variables
and the variable to be predicted is then compared with a previously defined threshold.
Input variables with a higher correlation than the defined threshold are selected. The
following thresholds were defined: thr = [thr1, . . . , thrmax] = [0.3, 0.5, 0.7, 0.85]. In this
way, different input variables are selected according to the comparison of the correlation
value and the threshold value. Thus, 4 datasets were built with different input variables
for each variable to be predicted, except for the variable SNH10 and BOD13, where it was
only possible to build 2 datasets since there were no input variables with a correlation
above the thresholds of 0.7 and 0.85. In all, 36 datasets were built and tested for the
different models. To carry out training and testing, all the datasets were divided into 70%
for training and 30% for testing.

To determine the best configuration of each model, in terms of accuracy and inter-
pretability, different combinations of model parameters were set:

• FCM-LSM: number of clusters N = [3, 5, 7, 10], degree of fuzziness η = 2, number
of iterations Max = 100 and termination condition imp = 0.00001.

• GAM-ZOTS: number of fuzzy rules N = [2, 3, 5, 7, 10], maximum number of
iterations limit = 100, and termination condition ϵ = 0.00001.

• iMU-ZOTS: M j
th = [0.5, 0.7, 0.8, 0.9], ηj = |x+

j − x−
j |/10 (for j = 1, . . . , n), maxi-

mum number of iterations limit = 100, and termination condition ϵ = 0.00001.
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Algorithm 5 Setup of the proposed framework.

1. Define the set of variables to be predicted and their collecting points. In this work

10 (pmax) variables were defined: TSS3, SNH3 , SNH10 , SNH13 , SNO3 , SNO10 , SNO13 ,

SO10 , BOD13 and COD13, numbered from p = 1 to p = 10, respectively;

2. Define the set of thresholds for the variables selection. In this work, max = 4

thresholds thr1, . . . , thrmax were defined;

3. Define the parameters of the models to be learned;

4. For each variable to be predicted, p = 1, . . . , pmax:

(a) Read data from the collected points related to variable p;

(b) Obtain the correlation between input variables and variable p;

(c) For each threshold, thri = thr1, . . . , thrmax:

i. Select the input variables whose correlation is higher than the threshold

thri;

ii. Divide the dataset into training and test;

iii. For each model, model = 1, . . . , 3 (models FCM-LSM, GAM-ZOTS, and

iMU-ZOTS, respectively)

A. For each combination of model parameters, mp = 1, . . . , H:

• Learn the models, FCM-LSM, GAM-ZOTS and iMU-ZOTS;

• Calculate the MSE of each model.

B. Save the best setup for each model of variable p.

(d) Save the best model for variable p.

To obtain the best predictions for each variable, several tests were performed for the
different parameter combinations in each model. The best results were evaluated through
the Mean Squared Error (MSE) metric described by the following expression:

MSE =
1

K

K∑
k=1

(yk − ŷk)
2, (5.1)

where yk and ŷk are the real and estimated target at the instant of time, k, and K is the
total number of samples.

In Algorithm 5, it is presented the setup of the proposed framework. Firstly, the set
of variables to be predicted, the set of thresholds for the input variable selection, and
the parameters of the models to be learned are defined (Steps 1 to 3). Then, a cycle is
made (Step 4) to go through each variable to be predicted and read its data, the data
from the input and output points. Then, the correlation between the variable to be
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estimated (variable p) and the input variables is calculated (Step 4b). The correlation
coefficient is calculated using Pearson’s correlation method. This method measures the
linear relationship between two variables, varying between -1 and 1. A value of 1 represents
a perfect positive correlation, a value of -1 a perfect negative correlation and a value of 0
means no correlation. This is followed by a cycle to run through the different threshold
values and select the input variables whose correlation is higher than the threshold thri
(Step 4ci). The dataset is divided into training and testing (Step 4cii). The dataset
obtained is then run for each model and each combination of parameters. The best result
for each model is then saved. In the end, the best result for each variable is saved.

5.2 Results

Table 5.1 shows the results of the predictions made by the various models presented,
where it is possible to check the information from the tests carried out, namely the best
error value for each dataset (“error” columns), the average error (“mean” columns), and
the standard deviation (“std. dev” columns). The best result for each variable is shown
in bold.

Taking into account the MSE error values in the Table 5.1, it can be seen that the
FCM-LSM obtained the best error values for 9 variables, while iMU-ZOTS obtained
the best error value for one variable, SNH10 . It can therefore be concluded that FCM-
LSM is the method that produces the lowest MSE error value for almost all variables.
The GAM-ZOTS and iMU-ZOTS methods have higher error values when compared to
FCM-LSM.

The correlation threshold value is an important parameter in this study, as it is through
it that the input variables are selected to construct the model. For this study, 4 threshold
values were used, and it was found that as this value increased, the number of variables
selected decreased. When the results obtained are analyzed, it can be seen that the best
results are generally obtained when the threshold value is minimal, where more input
variables are selected.

Table 5.2 presents the number of rules corresponding to the MSE results presented
in Table 5.1. In addition to the number of rules, the average number of rules for each
method is shown and, in the case of iMU-ZOTS, the threshold value, Mth for which the
best results were obtained, is also shown. In bold are the values of the rules for which the
best result of MSE (in Table 5.1) was obtained. And, the best results obtained by the
other two methods are underlined.

The analysis of the number of fuzzy rules used by each method is extremely important
because it is through these that the interpretability of a model can be gauged. In the
context of WWTPs, precise prediction of variables stands as a linchpin for ensuring
their efficient operation. Inaccuracies in prediction can lead to squandered resources
and compromised water quality. However, while accuracy remains a critical metric, it
doesn’t stand alone in significance. The crux lies in striking a balance between accuracy
and interpretability. Complex models, while potentially accurate, pose challenges in
comprehension, particularly for WWTP operators who require clear insights into the
decision-making process.

The analysis of Table 5.1 and Table 5.2 shows that the FCM-LSM obtained the best
error value MSE for most of the variables, but it has a large number of rules, which makes
it a complex model and difficult to interpret. Finding a balance between accuracy and
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Table 5.1: Results of the tests carried out by the 3 models. Var. represents the target
variable, n is the number of input variables selected and thr is the threshold value. The
best result for each variable is shown in bold and the best result of the other models is
shown in underlined.

Var. thr n
FCM-LSM GAM-ZOTS iMU-ZOTS

error mean std. dev error mean std. dev error mean std. dev

TSS3 0.3 18 64.46 65.61 1.24 84.53 91.06 10.65 82.39 82.99 0.41

0.5 12 77.88 78.63 0.56 135.66 139.13 5.47 134.11 135.07 0.66

0.7 9 87.44 87.96 0.55 166.97 171.35 6.35 165.31 167.08 1.19

0.85 8 90.97 91.29 0.47 210.53 215.13 5.32 210.07 210.68 0.41

SNH3
0.3 18 1.82 × 10−18 1.31 × 10−17 1.30 × 10−17 0.14 0.15 0.0037 1.13 × 10−4 3.57 × 10−4 2.662 × 10−4

0.5 16 1.36 × 10−18 1.21 × 10−17 1.29 × 10−17 0.13 0.14 0.0026 1.28 × 10−4 5.031 × 10−4 4.007 × 10−4

0.7 11 6.99 × 10−20 3.73 × 10−19 5.45 × 10−19 0.066 0.07 0.0032 1.87 × 10−8 5.08 × 10−5 1.005 × 10−4

0.85 3 1.06 × 10−23 5.99 × 10−22 1.04 × 10−21 7.90 × 10−12 3.61 × 10−10 6.87 × 10−10 1.29 × 10−12 1.71 × 10−12 4.56 × 10−13

SNH10
0.3 15 0.065 0.069 0.0059 0.043 0.071 0.038 0.038 0.038 4.08 × 10−4

0.5 5 0.053 0.073 0.021 0.059 0.088 0.041 0.058 0.058 1.67 × 10−4

0.7 - - - - - - - - - -

0.85 - - - - - - - - - -

SNH13
0.3 15 0.025 0.028 0.0029 0.028 0.029 0.0024 0.027 0.027 2.68 × 10−4

0.5 6 0.028 0.029 0.0013 0.03 0.032 0.0037 0.031 0.031 1.30 × 10−4

0.7 1 0.077 - - 0.076 0.077 2.49×−4 0.076 0.076 1.33 × 10−5

0.85 1 0.077 - - 0.076 0.077 2.49 × 10−4 0.076 0.076 1.33 × 10−5

SNO3
0.3 13 6.44 × 10−26 1.64 × 10−19 3.27 × 10−19 1.21 × 10−5 1.57 × 10−5 3.65 × 10−6 2.49 × 10−9 4.57 × 10−9 2.96 × 10−9

0.5 10 1.45 × 10−26 1.97 × 10−19 3.90 × 10−19 1.24 × 10−5 1.85 × 10−5 4.47 × 10−6 1.30 × 10−9 1.63 × 10−9 2.71 × 10−10

0.7 7 1.93 × 10−28 8.19 × 10−28 6.09 × 10−28 1.16 × 10−5 1.33 × 10−5 1.31 × 10−6 2.29 × 10−10 2.44 × 10−10 1.49 × 10−11

0.85 4 2.92 × 10−28 4.62 × 10−28 2.80 × 10−28 8.88 × 10−12 1.65 × 10−12 2.11 × 10−8 1.46 × 10−12 1.49 × 10−12 2.28 × 10−14

SNO10
0.3 6 0.14 0.14 0.0043 0.18 0.18 0.0046 0.18 0.18 6.94 × 10−4

0.5 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

0.7 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

0.85 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

SNO13
0.3 4 0.12 0.13 0.01 0.14 0.14 0.0062 0.14 0.14 1.99 × 10−4

0.5 4 0.12 0.13 0.01 0.14 0.14 0.0062 0.14 0.14 1.99 × 10−4

0.7 1 0.19 - - 0.19 0.19 1.20 × 10−4 0.19 0.19 3.64 × 10−5

0.85 1 0.19 - - 0.19 0.19 1.20 × 10−4 0.19 0.19 3.64 × 10−5

SO10
0.3 4 0.016 0.018 0.0018 0.017 0.019 0.0018 0.017 0.017 1.28 × 10−4

0.5 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

0.7 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

0.85 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

BOD13 0.3 23 0.003 0.004 5.82 × 10−4 0.005 0.006 0.001 0.005 0.005 1.62 × 10−4

0.5 13 0.004 0.004 1.90 × 10−4 0.006 0.008 0.001 0.006 0.006 1.24 × 10−4

0.7 8 0.004 0.005 7.17 × 10−4 0.008 0.010 0.001 0.007 0.008 4.07 × 10−4

0.85 1 0.097 - - 0.097 0.098 5.70 × 10−4 0.097 0.097 3.95 × 10−4

COD13 0.3 17 0.27 0.29 0.01 0.39 0.49 0.10 0.41 0.42 0.006

0.5 9 6.75 7.05 0.39 7.49 7.76 0.20 7.28 7.34 0.05

0.7 - - - - - - - - - -

0.85 - - - - - - - - - -
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Table 5.2: Fuzzy rule values for the 3 models. Var. represents the target variable, thr
the threshold value, N the number of fuzzy rules, Mean rules the average value of the
fuzzy rules and Mth the threshold value of the iMU-ZOTS model. The value of the rules
for each variable for which the best result was obtained is shown in bold and the best
value of the other models is shown in underlined.

Var. thr
FCM-LSM GAM-ZOTS iMU-ZOTS

N Mean N Mean N Mth Mean

rules rules Rules

TSS3 0.3 10

10

7

9.25

7.11 0.5

6.43
0.5 10 10 6.5 0.5

0.7 10 10 6.11 0.5

0.85 10 10 6 0.5

SNH3
0.3 5

3.5

2

2

6.66 0.9

7.16
0.5 3 2 6.5 0.9

0.7 3 2 7.82 0.5

0.85 3 2 7.66 0.9

SNH10
0.3 10

10

10

10

7.93 0.5

7.97
0.5 10 10 8 0.8

0.7 - - - -

0.85 - - - -

SNH13
0.3 10

5.75

7

7.5

8.6 0.5

8.86
0.5 7 3 8.83 0.5

0.7 3 10 9 0.5

0.85 3 10 9 0.5

SNO3
0.3 3

4.5

3

4.25

7.92 0.8

8.51
0.5 3 2 8.1 0.8

0.7 5 2 9 0.9

0.85 7 10 9 0.5

SNO10
0.3 10

4.75

10

7.5

8.33 0.9

8.08
0.5 3 2 8 0.8

0.7 3 2 8 0.8

0.85 3 2 8 0.8

SNO13
0.3 10

8.25

7

7

8.75 0.9

8.88
0.5 10 7 8.75 0.9

0.7 10 7 9 0.7

0.85 3 7 9 0.7

SO10
0.3 10

8.75

10

7.75

8.75 0.8

8.94
0.5 5 7 9 0.5

0.7 10 7 9 0.5

0.85 10 7 9 0.5

BOD13 0.3 10

8.25

10

8

7.35 0.9

5.86
0.5 10 10 6.85 0.8

0.7 10 10 6.25 0.8

0.85 3 2 3 0.8

COD13 0.3 10

6.5

10

10

7.76 0.5

7.38
0.5 3 10 7 0.7

0.7 - - - -

0.85 - - - -
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Figure 5.2: Prediction results for the variable SNH3 .

interpretability is necessary to have efficient and less complex models.
To assess the accuracy and interpretability of the different models, the best results

obtained by the 3 methods were analyzed. The results obtained by the methods that did
not obtain the best error value for each variable are also chosen taking into account the
balance between interpretability and accuracy. A less complex model with fewer rules is
chosen if, at the same time, it has a low error value that is relatively close to the best value
obtained for that variable. These MSE error values and the rules are shown underlined in
Tables 5.1 and 5.2.

To make a more detailed analysis of the different methods and the balance between
accuracy and interpretability, two variables were selected, SNH3 and SNO3 , as case studied.
For the variable SNH3 , a threshold value of 0.85 was used for the FCM-LSM and GAM-
ZOTS methods and 0.5 for the iMU-ZOTS method. For the variable SNO3 , a threshold
value of 0.85 was used for FCM, 0.7 for GAM-ZOTS and 0.3 for iMU-ZOTS.

The results of the predictions made by the different methods for the variable SNH3

are shown in Figure 5.2. By analyzing the figure, it is possible to see that the differences
in forecasting between the different methods are minimal, with practically no significant
difference. Since all the methods show good accuracy for this variable, is necessary to
analyze the fuzzy rules used by each method.

The learned FCM-LSM for SNH3 describes each of the 3 input variables by 3 fuzzy
rules. Figure 5.3 shows the Membership Function (MF) for the 3 input variables. The
fuzzy rules are described by:

R1 : IF x1(k) is A
1
1 and x2(k) is A

1
2 and x3(k) is A

1
3

THEN y1(k) = 1 + 1.37× 10−11x1(k) + 1.21× 10−13x2(k) + 4.26× 10−14x3(k),
R2 : IF x1(k) is A

2
1 and x2(k) is A

2
2 and x3(k) is A

2
3

THEN y2(k) = 1 + 7.66× 10−12x1(k)− 1.97× 10−13x2(k)− 8.75× 10−14x3(k),
R3 : IF x1(k) is A

3
1 and x2(k) is A

3
2 and x3(k) is A

3
3

THEN y3(k) = 1 + 5.69× 10−13x1(k)− 1.56× 10−13x2(k)− 1.88× 10−14x3(k).

The GAM-ZOTS method describes each of the 3 selected input variables by 2 fuzzy
rules. Figure 5.4 shows the MFs for the 3 input variables. The fuzzy rules for variable x1

are described by:

R1
1: IF x1(k) is A

1
1 THEN y11(k) = −2.85× 10−6,

R2
1: IF x1(k) is A

2
1 THEN y21(k) = 4.10× 10−6,
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(a) Membership functions of x1.
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Figure 5.3: Membership functions of the FCM-LSM for the variable SNH3 .
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(a) Membership functions of x1.
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(b) Membership functions x2.
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Figure 5.4: Membership functions of the GAM-ZOTS method for the variable SNH3 .

for the variable x2 by:

R1
2: IF x2(k) is A

1
2 THEN y12(k) = −1.32× 10−5,

R2
2: IF x2(k) is A

2
2 THEN y22(k) = 2.23× 10−5,

and for the variable x3 by:

R1
3: IF x3(k) is A

1
3 THEN y13(k) = −24.81,

R2
3: IF x3(k) is A

2
3 THEN y23(k) = 30.97.

The best model from iMU-ZOTS method is described by 16 selected input variables by
on average 6.5 rules by input variable. This number of average fuzzy rules is the sum of



41 5.2. Results

the rules for all the variables divided by the number of variables. This model is composed
of a total of N = 104 fuzzy rules, where for each the 16 variables, the numbers of rules
is N1 = 6, N2 = 7, N3 = 6, N4 = 9, N5 = 8, N6 = 8, N7 = 9, N8 = 6, N9 = 7, N10 = 5,
N11 = 3, N12 = 4, N13 = 8, N14 = 8, N15 = 6, and N16 = 4. Figures 5.5 and 5.6 show
the MFs for the 16 input variables. The fuzzy rules for each input variable are shown in
Appendix B.

The other variable analyzed is SNO3 . The results of the predictions of SNO3 made
by the 3 methods are shown in Figure 5.7. It can be seen that all the methods obtain
good results, with no major differences between them, which leads to the conclusion that
accuracy can be achieved by any of them. Therefore, since accuracy can be achieved by
any of the methods, it is necessary to analyze interpretability by analyzing the number of
fuzzy rules used by each method.

The learned FCM-LSM is described by 4 input variables and 7 fuzzy rules. Figure 5.8
shows the MFs for the 4 input variables.

The fuzzy rules are described by:

R1 : IF x1(k) is A
1
1 and x2(k) is A

1
2 and x3(k) is A

1
3 and x4(k) is A

1
4

THEN y1(k) = 1− 4.28× 10−13x1(k) + 2.26× 10−13x2(k) + 4.92× 10−15x3(k)
+1.67× 10−12x4(k),

R2 : IF x1(k) is A
2
1 and x2(k) is A

2
2 and x3(k) is A

2
3 and x4(k) is A

2
4

THEN y2(k) = 1 + 7.88× 10−15x1(k) + 3.03× 10−14x2(k) + 3.29× 10−17x3(k)
−1.50× 10−13x4(k),

R3 : IF x1(k) is A
3
1 and x2(k) is A

3
2 and x3(k) is A

3
3 and x4(k) is A

3
4

THEN y3(k) = 1− 1.75× 10−13x1(k) + 4.85× 10−14x2(k) + 1.79× 10−15x3(k)
+4.23× 10−13x4(k),

R4 : IF x1(k) is A
4
1 and x2(k) is A

4
2 and x3(k) is A

4
3 and x4(k) is A

4
4

THEN y4(k) = 1 + 1.33× 10−15x1(k)− 3.34× 10−14x2(k)− 1.02× 10−16x3(k)
+3.10× 10−13x4(k),

R5 : IF x1(k) is A
5
1 and x2(k) is A

5
2 and x3(k) is A

5
3 and x4(k) is A

5
4

THEN y5(k) = 1− 4.29× 10−14x1(k) + 1.31× 10−13x2(k) + 1.68× 10−15x3(k)
+9.22× 10−13x4(k),

R6 : IF x1(k) is A
6
1 and x2(k) is A

6
2 and x3(k) is A

6
3 and x4(k) is A

6
4

THEN y6(k) = 1− 2.97× 10−13x1(k) + 3.37× 10−13x2(k) + 5.68× 10−15x3(k)
+2.03× 10−12x4(k),

R7 : IF x1(k) is A
7
1 and x2(k) is A

7
2 and x3(k) is A

7
3 and x4(k) is A

7
4

THEN y7(k) = 1− 5.02× 10−13x1(k) + 3.79× 10−13x2(k) + 7.09× 10−15x3(k)
+3.01× 10−12x4(k).

The GAM-ZOTS method describes each of the 7 selected input variables by 2 fuzzy
rules. Figure 5.9 shows the MFs for the 7 input variables.

The fuzzy rules of GAM-ZOTS for the variable x1 are described by:

R1
1: IF x1(k) is A

1
1 THEN y11(k) = 0.02,

R2
1: IF x1(k) is A

2
1 THEN y21(k) = −0.06,

for the variable x2 by:

R1
2: IF x2(k) is A

1
2 THEN y12(k) = 0.03,

R2
2: IF x2(k) is A

2
2 THEN y22(k) = −0.13,

for the variable x3 by:
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(a) Membership functions of x1.
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(b) Membership functions of x2.
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(c) Membership functions of x3.
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(d) Membership functions of x4.
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(e) Membership functions of x5.
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Figure 5.5: Membership functions of the iMU-ZOTS method for the variable SNH3 .



43 5.2. Results

10000 20000 30000 40000 50000 60000
x11(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
11

A2
11

A3
11

(a) Membership functions of x11.

1000 2000 3000 4000 5000 6000 7000 8000
x12(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
12

A2
12

A3
12

A4
12

(b) Membership functions of x12.

10 20 30 40 50 60 70
x13(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
13

A2
13

A3
13

A4
13

A5
13

A6
13

A7
13

A8
13

(c) Membership functions of x13.

2 4 6 8 10 12 14 16
x14(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
14

A2
14

A3
14

A4
14

A5
14

A6
14

A7
14

A8
14

(d) Membership functions of x14.

500 1000 1500 2000 2500
x15(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
15

A2
15

A3
15

A4
15

A5
15

A6
15

(e) Membership functions of x15.

10000 20000 30000 40000 50000 60000
x16(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
16

A2
16

A3
16

A4
16

(f) Membership functions of x16.

Figure 5.6: Membership functions of the iMU-ZOTS method for the variable SNH3 .

R1
3: IF x3(k) is A

1
3 THEN y13(k) = −0.05,

R2
3: IF x3(k) is A

2
3 THEN y23(k) = 0.18,

for the variable x4 by:

R1
4: IF x4(k) is A

1
4 THEN y14(k) = 0.04,

R2
4: IF x4(k) is A

2
4 THEN y24(k) = −0.01,

for the variable x5 by:

R1
5: IF x5(k) is A

1
5 THEN y15(k) = −0.03,

R2
5: IF x5(k) is A

2
5 THEN y25(k) = 0.07,

for the variable x6 by:

R1
6: IF x6(k) is A

1
6 THEN y16(k) = −0.03,

R2
6: IF x6(k) is A

2
6 THEN y26(k) = 0.11,

and for the variable x7 by:

R1
7: IF x7(k) is A

1
7 THEN y17(k) = −0.12,

R2
7: IF x7(k) is A

2
7 THEN y27(k) = 0.33.
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Figure 5.7: Prediction results for the variable SNO3 .
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Figure 5.8: Membership functions of the FCM-LSM for the variable SNO3 .

Finally, the iMU-ZOTS model is described by 13 selected input variables and by an
average of 7.92 fuzzy rules per input variable. This average number of fuzzy rules is the
sum of the number of rules for all the variables divided by the number of variables. This
model is made up of a total of N = 103 fuzzy rules, namely N1 = 9, N2 = 9, N3 = 9,
N4 = 9, N5 = 5, N6 = 4, N7 = 10, N8 = 7, N9 = 8, N10 = 10, N11 = 10, N12 = 7 and
N13 = 6.

Figures 5.10 and 5.11 shows the MFs for the 13 input variables. The fuzzy rules for
each input variable are shown in Appendix C.

After analyzing the results obtained for the above two target variables, it can be
seen that although the FCM-LSM has a lower error value than the other methods, the
prediction difference is insignificant. In addition, it can be seen that FCM-LSM obtains
the best results, but with more complex rules compared to the other methods. A model
with a high number of rules or with several variables on the antecedent part becomes
complex and difficult to interpret by the operators, who in these cases of WWTPs need
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Figure 5.9: Membership functions of the GAM-ZOTS method for the variable SNO3 .

to understand the models easily to make the right decisions throughout the wastewater
treatment process. An interpretable system allows the actions taken in a WWTP to be
explained and easily adjusted to requirements.

For the variable SNH3 , the FCM-LSM obtains an error value of MSE=1.06 × 10−23

with 3 associated fuzzy rules. GAM-ZOTS obtains an error value of MSE=7.90× 10−12,
7.46× 1013% higher than the FCM-LSM error, with 2 univariate fuzzy rules per variable.
iMU-ZOTS has an error value of MSE=1.28× 10−4, 1.21× 1021% higher than the FCM-
LSM error and 6.5 fuzzy rules per variable. Since the forecast made by the 3 methods
is identical (see Figure 5.2), the choice of the best method involves the one with the
least complexity, which for this variable is GAM-ZOTS. For this variable in particular,
FCM-LSM would also be a possible right choice since it has the lowest error and a low
number of fuzzy rules.
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Figure 5.10: Membership functions of the iMU-ZOTS method for the variable SNO3 .
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Figure 5.11: Membership functions of the iMU-ZOTS method for the variable SNO3 .

In the case of the SNO3 variable, FCM-LSM obtains an error value of MSE=2.92×10−28,
and 7 fuzzy rules. GAM-ZOTS obtains an error value of MSE=1.16× 10−5, 3.97× 1024%
higher than the FCM-LSM error and 2 fuzzy rules per variable. iMU-ZOTS has an
error value of MSE=2.49 × 10−9, 8.53 × 1020% higher than the FCM-LSM error and
7.92 fuzzy rules per variable. An analysis of Figure 5.7 shows that the differences in the
prediction of this variable by the different methods are insignificant, which means that the
most appropriate method for this variable should be chosen based on the least complex
model. In the case of this variable, GAM-ZOTS is the one with the best balance between
accuracy and interpretability, allowing for accurate predictions that are easy for operators
to understand.
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Chapter 6

Conclusions and Future Work

The main aim of this work is to create an interpretable Digital Twin (DT) of the most
relevant variables on the waterline of a Wastewater Treatment Plant (WWTP). Through
DTs, it is possible to create a replica of these treatment plants, allowing variables to be
monitored throughout the process. This makes it possible to understand the system’s
behaviour better and help operators make the right decisions.

Firstly, Chapter 2 surveys the literature on DTs, explaining the concepts of this
innovative technology, its history and the main applications in various areas. The evolution
of this technology and its potential for improving industrial processes is described.

Chapter 3 explains the WWTPs and how they work, describing the main stages
that water has to go through to be properly treated. To evaluate all the processes in
the WWTPs, the Benchmark Simulation Model 2 (BSM2) was used, simulating all the
stages of the water treatment process. Various variables can be monitored throughout the
treatment process. For this dissertation, 10 variables were predicted, the data for which
was collected at various points along the waterline.

Three fuzzy-based models were used to predict the variables, namely Model based on
Fuzzy C-Means and Least Squares Method (FCM-LSM), Generalized additive models
using zero-order T-S fuzzy systems (GAM-ZOTS) model and Iterative Learning of multiple
univariate zero-order T-S fuzzy systems (iMU-ZOTS) model. The Fuzzy Logic Systems
(FLS) are used in various industrial systems and are potent tools capable of dealing with
nonlinear problems with a high degree of uncertainty and imprecision, making it possible
to obtain simpler and easier-to-understand models. Since WWTPs are very complex
structures, FLS make it possible to create easy models for operators to understand and
interpret, enabling easier and safer decision-making and guaranteeing the optimization of
the entire process.

To predict each of the variables, several datasets were constructed for each target
variable, using different sets of input variables. These datasets were used to learn each
one of the three models, which use different combinations of model parameters, and in the
end, the best results from each algorithm were selected for each variable. The results were
evaluated using the Mean Squared Error (MSE) metric, and it was found that FCM-LSM
was the model that obtained the best accuracy results for most of the variables. Although
this model obtained the best results, it is necessary to evaluate the complexity of the
models, since a complex model becomes difficult for operators to understand, who in the
case of WWTPs need to evaluate the results to make decisions. The number of fuzzy
rules can assess the complexity of a model. Analyzing the fuzzy rules of the FCM-LSM
model shows that it has a more complex structure than the other models, despite being
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the model with the best error result. To make a more detailed analysis of the predictions
made by each model, 2 variables, as case studies, were selected, where the prediction
errors and the fuzzy rules obtained by the 3 models were analyzed. After this analysis, it
was found that the differences in the error obtained by the 3 models were minimal and
not very significant. Analyzing the fuzzy rules of each model showed that there was a less
complex and more interpretable model than the one that obtained the best error value. It
can, therefore, be concluded that the choice of the best model for predicting each variable
must take into account not only the accuracy but also the interpretability and complexity
of each model. As the complexity of the model increases, it becomes more difficult to
understand and interpret. For the variables analyzed, the GAM-ZOTS method showed
the best balance between accuracy and interpretability.

Another conclusion that can be drawn from this study is that the choice of the best
method that presents the best balance between accuracy and interpretability varies from
variable to variable, a model can adapt well to some variables and not to others. It is
necessary to analyze which method is best, variable by variable.

To improve this work, some improvements can be made in future studies. One of
these improvements could be improving the algorithms used to handle the data from the
WWTPs better. Another improvement that could be made is the creation of a generic
algorithm that adapts well to all variables and guarantees a balance between accuracy
and interpretability, thus making the prediction of each variable easier to understand for
treatment plant operators, without compromising the reliability of the results.
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A B S T R A C T
This paper presents an approach to perform a digital twin (DT) focused on the Wastewater Treatment
Plant (WWTP) waterline. The proposed approach aims to create interpretable DTs, whose models
must be easily interpretable by the expert process operators. For this purpose, to create interpretable
DT models, different fuzzy-based models were studied, namely a model designed using the Fuzzy
C-Means and Least Squares Method, the Generalized Additive Models Using Zero-Order T-S Fuzzy
Systems (GAM-ZOTS) model, and the Iterative Learning of Multiple Univariate Zero-order T-
S Fuzzy Systems (iMU-ZOTS) model. For validation of the proposed approach, the Benchmark
Simulation Model 2 (BSM2) simulator is used, which simulates the entire wastewater treatment
process based on real data. The DT was performed to predict the key variables throughout the waterline
of the wastewater treatment process at different points in the plant. Exhaustive validations were
performed. The 3 studied models were used to model 16 key variables at 14 different points in the
treatment plant. Each model for each key variable for each point was learned/tested with different
sets of input variables and using different learning model parameters. These tests were performed to
choose the best parameters for the model to obtain the best results for each variable to be estimated.

1. Introduction
The digitization process, encompassing the transforma-

tion of data into digital formats and the integration of ad-
vanced technologies such as the Internet of Things (IoT),
cloud computing, big data analytics, and Artificial Intel-
ligence (AI), is rapidly advancing in the industrial sector
[1]. With the industry’s evolution, industrial processes in-
creasingly require efficient, flexible, and reliable control [2].
This new trend has led to the emergence of the concept of
Industry 4.0, popularized by Klaus Schwab [3]. This new
paradigm has led to the appearance of new concepts, such as
the Digital Twin (DT), a virtual representation of a physical
object or process that can simulate its real-world behavior
and predict its performance. The ability to visualize the state
of a factory’s components in real-time, combined with the
power to simulate different scenarios, makes DT a pow-
erful tool. The capability to simulate hypothetic scenarios
allows tests in different environments and simulations of
different system changes, allowing a better understanding
of the status of physical entities. The constant monitoring
of the performance of the process can allow for an increase
in product quality and the reduction of faults and accidents,
thus reducing maintenance and repair costs. DT is a major
player in the industrial revolution and the digitization of
industrial processes, and it is viewed with great interest by
manufacturers.

Considering all its characteristics, DT can represent an
important tool in tackling current and urgent problems re-
lated to access to water and the treatment of wastewater
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rodrigo.salles@isr.uc.pt (R. Salles)
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resulting from human activities. Water is a vital resource
for human life, and has a key role in many human activities,
like industry, agriculture, and services. But, this important
resource is limited [4]. Planet Earth is covered by about
70% of water, however, it is estimated that about 97% is salt
water, which is found in seas and oceans and is unsuitable
for human consumption, and about 2% forms inaccessible
glaciers. Therefore, only 1% is used for human and animal
consumption. With the increase in the world’s population,
the supply of quality water for human activities is becoming
increasingly difficult as there is greater water consumption
and greater wastewater production. Considering the impor-
tance of water for human beings and the worrying scarcity of
this resource, it is essential to use water resources efficiently
and to treat wastewater so that it becomes available again and
does not pose a threat to the environment and, consequently,
to human health. Thus, the Wastewater Treatment Plant
(WWTP) emerges as a very important structure to face
the new water and wastewater challenges. The wastewater
treatment is carried out in WWTPs whose main objective
is to remove pollutants from the wastewater. WWTPs are
important structures and can be found in large numbers
around the world. In the United States, there are more than
16,000 WWTPs in operation [5]. In the European Union,
there are more than 18,000 WWTPs, covering more than
450 million people in all member states [6]. The treatment
carried out at WWTPs consists of several phases and is
subject to climatic events such as periods of drought, rain
and storms. These characteristics give WWTPs a highly
non-linear demeanor and make it difficult to create reliable
models that represent the real behavior of these structures.
DTs are a promising option in this context, allowing for a
dynamic and comprehensive representation of the WWTPs.
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Although DT has gained popularity in recent years, the
concept is not new. The concept of DT was introduced by
Grieves in 2003, in his course “product lifecycle manage-
ment" at the University of Michigan, and is considered the
origin of DTs [7]. Initially, the DT was used mainly in
the aerospace and military sectors. Nowadays, the DT is
undergoing a period of rapid development with its use in
various areas of knowledge [8]. Between 2003 and 2011, the
development of communication technology, IoT sensor tech-
nology, big data analytics, and simulation technologies led to
a huge increase in DTs. In 2011, the first journal article was
published, explaining how DTs were useful for predicting
the structural life of aircraft [9]. In 2012, the idea of DTs was
revisited by the National Aeronautics and Space Administra-
tion (NASA), which defined DT as multiphysics, multiscale,
probabilistic, ultra fidelity simulation that reflects the state
of a corresponding twin based on the historical data, real-
time sensor data, and physical model [10]. In 2014, Grieves
published a white paper about DT, and according to it, the
basic DT model consists of three main parts: (a) physical
products in Real Space, (b) virtual products in Virtual Space,
as well (c) the connections of data and information that tie
the virtual and real products together [7]. More and more
effort has been devoted to DT research since then. Gartner,
in 2017 and 2018, classified DTs as one of the top ten
most promising technological trends in the next decade [11].
According to [11], eight assets of the DT can be defined:
real-time remote monitoring and control, greater efficiency
and safety, predictive maintenance and scheduling, scenario
and risk assessment, better intra and inter team synergy and
collaborations, more efficient and informed decision support
system, personalization of products and services, and better
documentation and communication.

Some works have addressed DTs on WWTPs. In [12],
DT was applied to predictive maintenance (PdM) to forecast
equipment performance based on status monitoring data, to
estimate when maintenance is required. In [13], a DT frame-
work for fault detection in WWTPs is proposed. The DT
has revolutionized the entire industry paradigm, improving
process efficiency, asset lifecycle optimization, and decision-
making processes. Despite all its qualities, DT’s ability to
predict failures, optimize processes, and improve mainte-
nance can only be achieved with a proper understanding and
interpretation of its capabilities and limitations. Although
the scientific community has already carried out several
studies on this technology, the problem of the interpretability
of these models is still an unresolved gap, and it is a require-
ment for most industrial processes.

This paper presents an interpretable DT framework using
data-driven fuzzy-based models for wastewater treatment
process monitoring. The main contributions of this work
are the study of different fuzzy-based models with an inter-
pretable structure to model the key variables at the different
points of the waterline of a WWTP. The following models
were studied: 1) a model designed using Fuzzy C-Means and
Least Squares Method, 2) the Generalized Additive Mod-
els Using Zero-Order T-S Fuzzy Systems (GAM-ZOTS)

model [14], and the Iterative Learning of Multiple Uni-
variate Zero-Order T-S Fuzzy Systems (iMU-ZOTS) [15].
The validation of the proposed approach was performed
using the Benchmark Simulator Model 2 (BSM2), which is
a well-known simulator based on real data that simulates
the entire wastewater treatment process. The key variables
at different stages of the waterline of the treatment plant
were defined as case studies and an exhaustive validation
was performed. The following factors were analyzed on the
studied models: the impact of the selected variables and the
learning parameters on the model accuracy, and the accuracy
versus interpretability tradeoff. The 3 models were used to
model 16 key variables at 14 different points in the treatment
plant. Each model for each key variable for each point was
learned/tested with 4 different sets of input variables (from
the variable selection method) and using different learning
parameters. Thus, 520 tests were performed to choose the
best model parameters to obtain the best results for each
variable to be estimated.

This paper is organized as follows. Section 2 describes
the fuzzy-based models and the models used in this paper.
Section 3 describes the WWTPs and the framework used.
Section 4 presents the achieved results and their analysis.
Section 5 highlights the main conclusions.

2. Fuzzy-Based Models
Fuzzy Logic Systems (FLS) are rule-based systems char-

acterized by rules composed of an IF statement (the an-
tecedent part) and by a THEN statement (consequent part),
allowing high interpretability of the fuzzy model and the
transformation of a human knowledge base into mathemat-
ical formulations [16]. Using fuzzy-based models to make
a digital representation (DT) of the WWTPs has numerous
advantages for improving the whole wastewater treatment
process. Through FLS, it is possible to create models that
are easy to understand and interpret by any process operator,
thus helping in the decision-making process and the opti-
mization of the whole process. Furthermore, FLS can deal
with the uncertainty, complexity and variability associated
with WWTPs.

This section starts to present a generic Takagi-Sugeno
(T-S) fuzzy model (Section 2.1), and the studied models,
the model designed using Fuzzy C-Means and Least Squares
Method, named here as FCM+LSM (Section 2.2), the GAM-
ZOTS model (Section 2.3), and the iMU-ZOTS model (Sec-
tion 2.4).
2.1. Takagi-Sugeno Fuzzy Model

One important type of fuzzy system, which is widely
used in the scientific community, is the Takagi-Sugeno (T-
S) fuzzy system [17]. One way of describing a non-linear
system is using a T-S fuzzy model, which is defined by a set
of rules as follows:

𝑅𝑖 ∶ IF 𝑥1(𝑘) is 𝐴𝑖
1 and … and 𝑥𝑛(𝑘) is 𝐴𝑖

𝑛

THEN 𝑦𝑖(𝑘) = 𝜃𝑖0 + 𝜃𝑖1𝑥1(𝑘) +… + 𝜃𝑖𝑛𝑥𝑛(𝑘),
𝑖 = 1,… , 𝑁,

(1)
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where 𝑅𝑖 represents the 𝑖-th fuzzy rule, and 𝑁 is the to-
tal number of rules. The input variables of the T-S fuzzy
system are 𝑥1(𝑘),… , 𝑥𝑛(𝑘). The linguistic terms 𝐴𝑖

𝑗 (𝑗 =
1,… , 𝑛), are defined by fuzzy membership functions (MFs),
labeled 𝜇𝐴𝑖

𝑗
. These MFs describe the plant’s operating re-

gion. 𝜃𝑖1,… , 𝜃𝑖𝑛 are model (consequent) parameters of 𝑦𝑖(𝑘).From (1), the T-S fuzzy model 𝑦(𝑘) can be rewritten as:

𝑦[𝐱(𝑘)] =
𝑁∑
𝑖=1

𝜔𝑖[𝐱(𝑘)]𝑦𝑖(𝜽𝑖, 𝐱(𝑘)), (2)

where for 𝑖 = 1,… , 𝑁 ,
𝐱(𝑘) = [𝑥1(𝑘),… , 𝑥𝑛(𝑘)], (3)

𝜇𝐴𝑖
𝑗
(𝑥𝑗) = exp

(
−
(𝑥𝑗 − 𝑣𝑖𝑗)2

2𝜎2𝑖𝑗

)
, (4)

𝜔𝑖[𝐱(𝑘)] =

∏𝑛
𝑗=1 𝜇𝐴𝑖

𝑗
[𝐱(𝑘)]

∑𝑁
𝑖=1

∏𝑛
𝑗=1 𝜇𝐴𝑖

𝑗
[𝐱(𝑘)]

, (5)

𝜽𝑖 = [𝜃𝑖0, 𝜃𝑖1,… , 𝜃𝑖𝑛], (6)
where 𝑣𝑖𝑗 , 𝜎𝑖𝑗 and 𝜽𝑖 represent the center, width of the
membership function and model parameters, respectively,
which need to be defined/learned.
2.2. FCM+LSM

This model used the T-S fuzzy system in the form of
(1), being necessary to obtain the antecedent parameters (𝒗𝑖and 𝝈𝑖), and the consequent parameters (𝜽𝑖). The antecedent
parameters are given by the Fuzzy C-Means (FCM) algo-
rithm, and the consequent parameters are given by the Least
Squares Method (LSM).
2.2.1. Fuzzy C-Means

In the FCM algorithm, the main objective is to partition
a given dataset into a given number of clusters, 𝑁 . These
clusters will be used to form the MFs and the antecedent
part of the fuzzy rules. The fuzzy partitioning of a given
dataset into a 𝑁 clusters, comprises a family of fuzzy sub-
sets {

𝐴𝑖|1 ≤ 𝑖 ≤ 𝑁
}. These subsets are characterized by

membership functions, 𝜇𝑖(𝑘), which are defined as 𝜇𝑖(𝑘) =
𝜇𝐴𝑖 (𝐱(𝑘)). The FCM method aims to minimize an objective
function, defined by (7). See [18] for more details. This
function has a predefined number of clusters, 𝑁 , and also
includes a fuzziness parameter, 𝜂.

𝐽 =
𝑁∑
𝑖=1

𝐾∑
𝑘=1

𝜇𝜂
𝑖 (𝑘)𝑑

2
𝑖𝑘(𝐱(𝑘), 𝐯𝑖), (7)

where 𝐯𝑖 = [𝑣𝑖1,… , 𝑣𝑖𝑛]𝑇 is the centroid vector of cluster
𝑖, 𝑑𝑖𝑘(𝐱(𝑘), 𝐯𝑖) is the Euclidean distance (𝑙2-norm) between
the observation 𝐱(𝑘) and the cluster centroid 𝐯𝑖 given by (9),
and 𝜂 is the fuzziness parameter.

When the derivative of the objective function (7) is
calculated with respect to the cluster centers and the mem-
bership values, the membership values can be calculated as

follows [18]:

𝜇𝑖(𝑘) = 𝑑2𝑖𝑘(𝐱(𝑘), 𝐯𝑖)
𝑁∑
𝑞=1

(
𝑑2∕(𝜂−1)𝑞𝑘 (𝐱(𝑘), 𝐯𝑞)

)−1
, (8)

where:
𝑑2𝑖𝑘(𝐱(𝑘), 𝐯𝑖) = (𝐱(𝑘) − 𝐯𝑖)𝑇 (𝐱(𝑘) − 𝐯𝑖), (9)

𝐯𝑖 =
∑𝐾

𝑘=1 𝜇
𝜂
𝑖 (𝑘)𝐱(𝑘)∑𝐾

𝑘=1 𝜇
𝜂
𝑖 (𝑘)

. (10)

The centers 𝑣𝑖𝑗 of the antecedent membership functions
are obtained by (10), and the corresponding widths, 𝝈𝑖 =
[𝜎𝑖1,… , 𝜎𝑖𝑛]𝑇 , are obtained as follows:

𝜎𝑖𝑗 =

√√√√2
∑𝐾

𝑘=1 𝜇𝑖(𝑘)(𝑥𝑗(𝑘) − 𝑣𝑖𝑗)2∑𝐾
𝑘=1 𝜇𝑖(𝑘)

. (11)

2.2.2. Least Squares Method
After learning of the antecedent parameters, the conse-

quent parameters are given by the LSM. Consider a desired
model 𝑦𝑑(𝐱(𝑘)) for the output of a system for the sample 𝑘
(𝑘 = 1,… , 𝐾) and

𝐲𝑑 = [𝑦𝑑(𝐱(1)),… , 𝑦𝑑(𝐱(𝐾))]𝑇 , (12)
𝚽 = [𝝓(1),… ,𝝓(𝐾)]𝑇 , (13)

𝝓(𝑘) = [𝜔1[𝐱(𝑘)]𝐱𝑇𝑒 (𝑘),… , 𝜔𝑁 [𝐱(𝑘)]𝐱𝑇𝑒 (𝑘)]
𝑇 ,(14)

𝐱𝑒(𝑘) = [1, 𝑥1(𝑘), 𝑥2(𝑘),… , 𝑥𝑛(𝑘)]𝑇 , (15)
then

𝐲𝑑 = 𝚽 𝚯. (16)
Suppose that ∗𝚯 represents the optimal values of all

consequent parameters 𝚯= [𝜽𝑇1 ,… ,𝜽𝑇𝑁 ]𝑇 , a solution of
∗𝚯can be calculated using the pseudo-inverse least squares

method as follows:
∗𝚯= 𝚽+𝐲𝑑 , (17)

where, considering 𝐾 ≥ 𝑁(𝑛 + 1), the pseudo inverse, 𝚽+,
can be computed in closed form as follows:

𝚽+ = (𝚽𝑇𝚽)−1𝚽𝑇 . (18)
The design of the T-S fuzzy model is presented in

Algorithm 1.
2.3. GAM-ZOTS model

In [14], an approach for learning a system of neo-fuzzy
neurons, called Generalized Additive Models Using Zero-
Order T-S Fuzzy Systems (GAM-ZOTS) is proposed. GAM-
ZOTS uses the backfitting algorithm to learn multiple uni-
variate zero-order T-S additive fuzzy systems. This approach
aims to improve interpretability. The model structure used is
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Algorithm 1 Algorithm to design the FCM+LSM model.
1. Define the inputs, 𝐾 data samples {(𝐱(𝑘), 𝑦(𝑘))}𝐾𝑘=1,

with 𝐱(𝑘) = [𝑥1(𝑘),… , 𝑥𝑛(𝑘)]𝑇 ; Define the parame-
ters to be used on the FCM.

2. Obtain the antecedent parameters (𝒗𝑖 and 𝝈𝑖) through
the FCM algorithm (Section 2.2.1);

3. Obtain the consequent parameters using LSM:
(a) Construct the vector 𝚽 through (13);
(b) Compute the consequent values ∗𝚯using (17).

based on the concept of additive models, in which each uni-
variate model is a zero-order T-S fuzzy system representing a
relationship between the input variable 𝑥𝑗 (for 𝑗 = 1,… , 𝑛)
and the output. Therefore, the model presented consists of
the sum of multiple zero-order T-S fuzzy systems expressed
as follows:

𝑦(𝐱) = 𝑦0 + 𝑦1(𝑥1) +⋯ + 𝑦𝑛(𝑥𝑛),

= 𝑦0 +
𝑛∑

𝑗=1
𝑦𝑗(𝑥𝑗),

(19)

where 𝑦0 is a constant, and each individual model 𝑦𝑗(𝑥𝑗) is
represented by (21) being composed of 𝑁𝑗 zero-order T-S
fuzzy rules in the format of (20).

𝑅1
𝑗 ∶ IF 𝑥𝑗(𝑘) is 𝐴1

𝑗 THEN 𝑦1𝑗 (𝑘) = 𝜃1𝑗 ,

⋮

𝑅
𝑁𝑗
𝑗 ∶ IF 𝑥𝑗(𝑘) is 𝐴𝑁𝑗

𝑗 THEN 𝑦
𝑁𝑗
𝑗 = 𝜃

𝑁𝑗
𝑗 .

(20)

𝑦𝑗(𝑥𝑗(𝑘)) =
𝑁𝑗∑
𝑖=1

𝜔𝑖
𝑗[𝑥𝑗(𝑘)]𝜃

𝑖
𝑗 = 𝝓𝑗(𝑥𝑗(𝑘))𝜽𝑗 , (21)

where for 𝑖 = 1,… , 𝑁𝑗 ,

𝜔𝑖
𝑗[𝑥𝑗(𝑘)] =

𝜇𝐴𝑖
𝑗
(𝑥𝑗(𝑘))

∑𝑁𝑗
𝑖=1 𝜇𝐴𝑖

𝑗
(𝑥𝑗(𝑘))

, (22)

𝜽𝑗 = [𝜃1𝑗 ,… , 𝜃
𝑁𝑗
𝑗 ]𝑇 , (23)

𝝓𝑗(𝑥𝑗(𝑘)) =
[
𝜔1
𝑗 [𝑥𝑗(𝑘)],… , 𝜔

𝑁𝑗
𝑗 [𝑥𝑗(𝑘)]

]
. (24)

The MFs are complementary triangular membership
functions. Figure 1 shows an example of complementary
triangular membership functions, in which the minimum
and maximum value of the input variable 𝑥𝑗 are represented
by 𝑥−𝑗 and 𝑥+𝑗 , respectively. The lower limit, center value,
and upper limit of 𝐴𝑖

𝑗 are represented by 𝑎𝑗,𝑖, 𝑏𝑗,𝑖 and 𝑐𝑗,𝑖,respectively.
The learning methodology of the GAM-ZOTS is pre-

sented in the Algorithm 2. More details are presented in [14].
The first step is to define the MFs for each input which are
complementary triangular MFs. These MFs are obtained in

Algorithm 2 Description of GAM-ZOTS learning method
[14].

1. Define the inputs, 𝐾 data samples {(𝐱(𝑘), 𝑦(𝑘))}𝐾𝑘=1,
with 𝐱(𝑘) = [𝑥1(𝑘),… , 𝑥𝑛(𝑘)]𝑇 ;

2. Define the MFs. For all input variables 𝑥𝑗 :
(a) Define the range values, 𝑥−𝑗 and 𝑥+𝑗 ;
(b) Set the number of membership functions, 𝑁𝑗 .
(c) For each complementary triangular MF, 𝐴𝑖

𝑗 , the
parameters are:

i. For 𝐴1
𝑗 ∶ 𝑎𝑗,1 = 𝑏𝑗,1 = 𝑥−𝑗 and 𝑐𝑗,1 = 𝑏𝑗,2;

ii. For 𝐴𝑖
𝑗 ∶ 𝑎𝑗,𝑖 = 𝑏𝑗,𝑖−1 and 𝑏𝑗,𝑖 = 𝑐𝑗,𝑖−1,

𝑐𝑗,𝑖 = 𝑏𝑗,𝑖+1;
iii. For 𝐴

𝑁𝑗
𝑗 ∶ 𝑎𝑗,𝑁𝑗

= 𝑏𝑗,𝑁𝑗−1
and 𝑏𝑗,𝑁𝑗

=
𝑐𝑗,𝑁𝑗

= 𝑥+𝑗 .
3. Using the Backfitting Algorithm, calculate the conse-

quent parameters (𝜽𝑖𝑗). More details in [14].

Steps 2𝑎 − 2𝑏 of Algorithm 2. The next step is to obtain the
consequent parts of the fuzzy rules corresponding to each
input variable 𝑥𝑗 , using the Backfitting Algorithm (Step 3 of
Algorithm 2).
2.4. iMU-ZOTS model

In the GAM-ZOTS method, the antecedent membership
functions are created manually, as presented before, dis-
tributing them evenly across the universe of discourse, which
means that there are limitations and inefficiencies in the
design of the antecedent parts since they are not distributed
according to the data. According to that, in [15] an iterative
learning approach, called Iterative Learning of Multiple
Univariate Zero-Order T-S Fuzzy Systems (iMU-ZOTS), is
proposed. The major difference between iMU-ZOTS and
GAM-ZOTS is in the iterative learning of the antecedent
part, where instead of MFs being manually designed, iMU-
ZOTS iteratively designs the MFs and selects candidate
input variables where new MFs can be added.

iMU-ZOTS is divided into 2 stages, initialization and
iterative learning. The initialization of the iMU-ZOTS in-
volves applying the GAM-ZOTS method (Algorithm 2),
with 𝑁𝑗 = 2 fuzzy rules for each input variable, 𝑥𝑗 . In this
way, two complementary triangular MFs are defined, and
the consequent parameters are obtained through the GAM-
ZOTS (Algorithm 2).

The iterative learning approach starts by selecting the
candidate input variable, denoted as 𝑥∗𝑗 , where a new fuzzy
rule can be added. This selection is done using a novelty
detection criterion, Criterion 1 (28), through a value between
0 and 1, which facilitates the definition of the threshold for
adding a new fuzzy rule. The novelty measurement on the
𝑖𝑗-th fuzzy rule (𝑖𝑗 = 1,… , 𝑁𝑗) related to 𝑥𝑗(𝑘) is obtained
by:

𝑀𝑖𝑗 (𝑘) = exp(−|𝑥𝑗(𝑘) − 𝜇𝑖𝑗 (𝑘)|), (25)
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Figure 1: Membership functions for 𝑥𝑗 . Taken from [14].

where

𝜇𝑖𝑗 (𝑘) = 𝜇𝑖𝑗 (𝑘 − 1) +
𝑥𝑗(𝑘) − 𝜇𝑖𝑗 (𝑘 − 1)

𝑁𝑖𝑗 (𝑘)
𝑣𝑚𝑖𝑗 (𝑘), (26)

𝑣𝑖𝑗 (𝑘) = 𝜇
𝐴
𝑖𝑗
𝑗
(𝑥𝑗(𝑘)), 𝑚 > 1 is an integer representing the

degree of fuzzification of the clusters.
𝑁𝑖𝑗 (𝑘) = 𝑁𝑖𝑗 (𝑘 − 1) + 𝑣𝑚𝑖𝑗 (𝑘) (27)

indicates the total membership function degrees associated
to the 𝑖𝑗-th MF of 𝑥𝑗 , and 𝑁𝑖𝑗 (0) = 0.

Criterion 1: the novelty detection criterion for 𝑥𝑗 is
defined as follows:

𝑀𝑗,max(𝑘) =
⎧⎪⎨⎪⎩

1, if 𝑁𝑗
max
𝑖𝑗=1

𝑀𝑖𝑗 (𝑘) ≤ 𝑀 𝑗
th

0, otherwise
(28)

Where 𝑀 𝑗
𝑡ℎ is a threshold for 𝑥𝑗 , between zero and one.

𝑀𝑗,max(𝑘) = 0 means that the variable 𝑥𝑗 is not well
represented by the current model, and, on the other hand,
𝑀𝑗,max(𝑘) = 1 is perfectly represented.

To avoid overfitting and reach a complex model struc-
ture, Criterion 2 (29) was defined.

Criterion 2: a minimum distance between the center of
the two nearest MFs must be guaranteed as follows:

|||𝑏𝑗∗,𝑖∗𝑗 − 𝑏𝑗∗,𝑖−𝑗
||| > 𝜂𝑗 , (29)

where 𝑏𝑗∗,𝑖∗𝑗 and 𝑏𝑗∗,𝑖−𝑗 are the centers of MF to be added and
of its nearest MF, respectively, and 𝜂𝑗 is a threshold.

Once Criteria 1 (28) and 2 (29) are met, a new fuzzy rule
𝑅new
𝑗 , and a new MF 𝐴new

𝑗∗ , are added in 𝑥∗𝑗 . Thus, the new
MF, 𝐴new

𝑗∗ , is added and the nearest left and right MFs, 𝐴left
𝑗∗

and 𝐴right
𝑗∗ , respectively, are updated by:

• 𝐴left
𝑗∗ : 1) 𝑐𝑗∗,left = 𝑏𝑗∗,new;

Algorithm 3 Description of iMU-ZOTS learning [15]..
1. Define the inputs, 𝐾 data samples {(𝐱(𝑘), 𝑦(𝑘))}𝐾𝑘=1where 𝐱(𝑘) = [𝑥1(𝑘),… , 𝑥𝑛(𝑘)]𝑇 ; Define their param-

eters;
2. Initialization: for each input variable 𝑥𝑗 : define two

(𝑁𝑗 = 2) MFs and obtain the initial model using the
GAM-ZOTS (Algorithm 2);

3. Iterative learning:
(a) For all points in the training dataset 𝑘 =

1,… , 𝐾:
i. Using (28), the novelty 𝑀𝑗,max(𝑘) is mea-

sured, for input all variables;
ii. If Criteria (28) and (29) are met:

A. Define the new MF, 𝐴new
𝑗 , and update

𝐴left
𝑗∗ and 𝐴right

𝑗∗ ;
B. Obtain all consequent parameters using

the GAM-ZOTS (Algorithm 2 Step 3).
(b) If a fuzzy rule was added in Step 3a, it returns to

Step 3a. If not, the learning process ends.

• 𝐴new
𝑗∗ : 1) 𝑎𝑗∗,new = 𝑏𝑗∗,left, 2) 𝑏𝑗∗,new = 𝑥𝑗(𝑘), and 3)

𝑐𝑗∗,new = 𝑏𝑗∗,right;

• 𝐴right
𝑗∗ ∶ 1) 𝑎𝑗∗,right = 𝑏𝑗∗,new.

Algorithm 3 presents the steps of the iMU-ZOTS model
learning approach.

3. Proposed interpretable digital twin
framework for WWTP monitoring
Wastewater is treated in WWTPs, where the main ob-

jective is to remove the different types of pollutants present
in water used in human activities. Through this treatment,
these structures speed up the process that occurs in nature,
allowing the water to be returned to the environment with-
out posing any danger. WWTPs are large, highly complex
structures where the water treatment process is carried out
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Figure 2: BSM2 data collection points.

in several stages through physical, chemical and biological
processes, and need to operate within the limits imposed
by environmental legislation [19]. The main stages are: pre-
liminary treatment, primary treatment, secondary treatment,
tertiary treatment, and sludge treatment [20]. Some external
factors make the treatment process even more complex, such
as climatic phenomena (rains, storms, droughts), seasonal-
ity, and periods of day and night.

For the development of this work, it is used the Bench-
mark Simulator Model 2 (BSM2), simulates all the steps in
the wastewater treatment process that occurs in a WWTP.
The use of BSM2 is widely accepted by the scientific com-
munity and has already been used in several studies, such
as the following [21, 22, 23, 4]. On BSM2, throughout the
different stages of the treatment process, various variables
can be monitored.
3.1. Framework

According to experts from WWTP who have collabo-
rated in this work, along the waterline of the WWTP, the
main and the most important variables to the prediction case
study investigated in this work are: total suspended solids,
𝑇𝑆𝑆 [g 𝑆𝑆 /𝑚3], ammonia and ammonium, 𝑆𝑁𝐻 [g N/𝑚3],
dissolved oxygen, 𝑆𝑂 [g COD/𝑚3], nitrate and nitrite, 𝑆𝑁𝑂[g N/𝑚3], biological oxygen demand, 𝐵𝑂𝐷 [g /𝑚3], and
chemical oxygen demand, 𝐶𝑂𝐷 [g /𝑚3]. To collect the data,
14 points were placed along the water line, as shown in
Figure 2.

𝑇𝑆𝑆 is predicted at the exit of the primary clarifier, at
point P3, using the data from points P1 and P2 as input.𝑆𝑁𝐻is predicted throughout the water line, at point P3, with P1
and P2 as input, at point P10, with P4 and P6 as input, and
at point P13, with P11 and P12 as input. 𝑆𝑂 is predicted at
point P10, with P4 and P6 as input. 𝑆𝑁𝑂 is predicted at point
P3, with P1 and P2 as inputs, at the outlet of tank 5, at P10,
with P4 and P6 as inputs and at the outlet of the secondary
clarifier, at P13 using P11 and P12 as inputs.𝐵𝑂𝐷 and𝐶𝑂𝐷
are predicted at point P13, using points P11 and P12 as input.
The datasets of the variables to be predicted are built based
on the input and output points, and in the end, there are 10
variables to be predicted distributed among the points on

the WWTP waterline. These variables are: 𝑇𝑆𝑆3, 𝑆𝑁𝐻3
,

𝑆𝑁𝐻10
, 𝑆𝑁𝐻13

, 𝑆𝑁𝑂3
, 𝑆𝑁𝑂10

, 𝑆𝑁𝑂13
, 𝑆𝑂10

, 𝐵𝑂𝐷13 and
𝐶𝑂𝐷13. The subscript value of each variable corresponds
to the point where that variable is being predicted.

For the evaluation of the proposed framework, to predict
each desired variable, 609 days are considered, where the
first 245 days are for the stabilization of the plant. The
sampling frequency is 15 minutes, totalling 58464 samples.

The variables used as input were selected according to
their correlation with the variables to be predicted. The
value of the correlation between the input variables and the
variable to be predicted is then compared with a previously
defined threshold. Input variables with a higher correla-
tion than the defined threshold are selected. The follow-
ing thresholds were defined: 𝑡ℎ𝑟 = [𝑡ℎ𝑟1,… , 𝑡ℎ𝑟𝑚𝑎𝑥] =
[0.3, 0.5, 0.7, 0.85]. In this way, different input variables are
selected according to the comparison of the correlation value
and the threshold value. Thus, 4 datasets were built with
different input variables for each variable to be predicted,
except for the variables 𝑆𝑁𝐻10

and 𝐵𝑂𝐷13, where it was
only possible to build 2 datasets since there were no input
variables with a correlation above the thresholds of 0.7 and
0.85. In all, 36 datasets were built and tested for the different
models. To carry out training and testing, all the datasets
were divided into 70% for training and 30% for testing.
In Algorithm 4, it is presented the setup of the proposed
framework.

To determine the best configuration of each model, in
terms of accuracy and interpretability, different combina-
tions of model parameters were set:

• FCM-LSM: number of clusters 𝑁 = [3, 5, 7, 10], de-
gree of fuzziness 𝜂 = 2, number of iterations 𝑀𝑎𝑥 =
100 and termination condition 𝑖𝑚𝑝 = 0.00001.

• GAM-ZOTS: number of fuzzy rules𝑁 = [2, 3, 5, 7, 10],
maximum number of iterations 𝑙𝑖𝑚𝑖𝑡 = 100, and
termination condition 𝜖 = 0.00001.

• iMU-ZOTS: 𝑀 𝑗
𝑡ℎ = [0.5, 0.7, 0.8, 0.9], 𝜂𝑗 = |𝑥+𝑗 −

𝑥−𝑗 |∕10 (for 𝑗 = 1,… , 𝑛), maximum number of
iterations 𝑙𝑖𝑚𝑖𝑡 = 100, and termination condition 𝜖 =
0.00001.

To obtain the best predictions for each variable, several
tests were performed for the different parameter combina-
tions in each model. The best results were evaluated through
the Mean Squared Error (MSE) metric described by the
following expression:

𝑀𝑆𝐸 = 1
𝐾

𝐾∑
𝑘=1

(𝑦𝑘 − 𝑦̂𝑘)2, (30)

where 𝑦𝑘 and 𝑦̂𝑘 are the real and estimated target at the
instant of time, 𝑘, and 𝐾 is the total number of samples.

4. Results and Discussion
This section presents the results and the respective analy-

ses regarding the accuracy and interpretability of the models.
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Algorithm 4 Setup of the proposed framework.
1. Define the set of variables to be predicted and their

collecting points. In this work 10 (𝑝𝑚𝑎𝑥) variables
were defined: 𝑇𝑆𝑆3, 𝑆𝑁𝐻3

, 𝑆𝑁𝐻10
, 𝑆𝑁𝐻13

, 𝑆𝑁𝑂3
,

𝑆𝑁𝑂10
, 𝑆𝑁𝑂13

, 𝑆𝑂10
, 𝐵𝑂𝐷13, and 𝐶𝑂𝐷13, numbered

from 𝑝 = 1 to 𝑝 = 10, respectively;
2. Define the set of thresholds for the variables selection.

In this work, 𝑚𝑎𝑥 = 4 thresholds 𝑡ℎ𝑟1,… , 𝑡ℎ𝑟𝑚𝑎𝑥were defined;
3. Define the parameters of the models to be learned;
4. For each variable to be predicted, 𝑝 = 1,… , 𝑝𝑚𝑎𝑥:

(a) Read data from the collected points related to
variable 𝑝;

(b) Obtain the correlation between input variables
and variable 𝑝;

(c) For each threshold, 𝑡ℎ𝑟𝑖 = 𝑡ℎ𝑟1,… , 𝑡ℎ𝑟𝑚𝑎𝑥:
i. Select the input variables whose correlation

is higher than the threshold 𝑡ℎ𝑟𝑖;ii. Divide the dataset into training and test;
iii. For each model, 𝑚𝑜𝑑𝑒𝑙 = 1,… , 3 (models

FCM-LSM, GAM-ZOTS, and iMU-ZOTS,
respectively)
A. For each combination of model param-

eters, 𝑚𝑝 = 1,… ,𝐻 :
• Learn the models, FCM-LSM,

GAM-ZOTS and iMU-ZOTS;
• Calculate the MSE of each model.

B. Save the best setup for each model of
variable 𝑝.

(d) Save the best model for variable 𝑝.

Table 1 shows the results of the predictions made by
the various models presented, where it is possible to check
the information from the tests carried out, namely the best
error value for each dataset (“error” columns), the average
error (“mean” columns), and the standard deviation (“std.
dev” columns). The best result for each variable is shown
in bold. Taking into account the MSE error values in Table
1, it can be seen that the FCM-LSM obtained the best error
values for 9 variables, while iMU-ZOTS obtained the best
error value for one variable, 𝑆𝑁𝐻10

. It can therefore be
concluded that FCM-LSM is the method that produces the
lowest MSE error value for almost all variables. The GAM-
ZOTS and iMU-ZOTS methods have higher error values
when compared to FCM-LSM.

The correlation threshold value is an important param-
eter in this study, as it is through it that the input variables
are selected to construct the model. For this study, 4 thresh-
old values were used, and it was found that as this value
increased, the number of variables selected decreased. When
the results obtained are analyzed, it can be seen that the best
results are generally obtained when the threshold value is
minimal, where more input variables are selected.

Table 2 presents the number of rules corresponding to

the MSE results presented in Table 1. In addition to the num-
ber of rules, the average number of rules for each method is
shown and, in the case of iMU-ZOTS, the threshold value,
𝑀𝑡ℎ for which the best results were obtained, is also shown.
In bold are the values of the rules for which the best result
of MSE (in Table 1) was obtained. And, the best results
obtained by the other two methods are underlined.

The analysis of the number of fuzzy rules used by
each method is extremely important because it is through
these that the interpretability of a model can be gauged.
In the context of WWTPs, precise prediction of variables
stands as a linchpin for ensuring their efficient operation.
Inaccuracies in prediction can lead to squandered resources
and compromised water quality. However, while accuracy
remains a critical metric, it doesn’t stand alone in signif-
icance. The crux lies in striking a balance between accu-
racy and interpretability. Complex models, while potentially
accurate, pose challenges in comprehension, particularly
for WWTP operators who require clear insights into the
decision-making process.

The analysis of Table 1 and Table 2 shows that the FCM-
LSM obtained the best error value MSE for most of the
variables, but it has a large number of rules, which makes
it a complex, difficult to interpret, model. Finding a balance
between accuracy and interpretability is necessary to have
efficient and less complex models.

To assess the accuracy and interpretability of the differ-
ent models, the best results obtained by the 3 methods were
analyzed. The results obtained by the methods that did not
obtain the best error value for each variable are also chosen
taking into account the balance between interpretability and
accuracy. A less complex model with fewer rules is chosen
if, at the same time, it has a low error value that is relatively
close to the best value obtained for that variable. These MSE
error values and the rules are shown underlined in Tables 1
and 2.

To make a more detailed analysis of the different meth-
ods and the balance between accuracy and interpretabil-
ity, two variables were selected, 𝑆𝑁𝐻3

and 𝑆𝑁𝑂3
, as case

studied. For the variable 𝑆𝑁𝐻3
, a threshold value of 0.85

was used for the FCM-LSM and GAM-ZOTS methods and
0.5 for the iMU-ZOTS method. For the variable 𝑆𝑁𝑂3

, a
threshold value of 0.85 was used for FCM, 0.7 for GAM-
ZOTS and 0.3 for iMU-ZOTS.

The results of the predictions made by the different
methods for the variable 𝑆𝑁𝐻3

are shown in Figure 3. By
analyzing the figure, it is possible to see that the differences
in forecasting between the different methods are minimal,
with practically no significant difference.

The learned FCM-LSM for 𝑆𝑁𝐻3
describes each of the

3 input variables by 3 fuzzy rules. Figure 4 shows the MFs
for the 3 input variables. The fuzzy rules are described by:

𝑅1 ∶ IF 𝑥1(𝑘) is 𝐴1
1 and 𝑥2(𝑘) is 𝐴1

2 and 𝑥3(𝑘) is 𝐴1
3

THEN 𝑦1(𝑘) = 1+1.37×10−11𝑥1(𝑘)+1.21×10−13𝑥2(𝑘)
+ 4.26 × 10−14𝑥3(𝑘),
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Table 1
Results of the tests carried out by the 3 models. Var. represents the target variable, 𝑛 is the number of input variables selected
and 𝑡ℎ𝑟 is the threshold value. The best result for each variable is shown in bold and the best result of the other models is shown
in underlined.

Var. 𝑡ℎ𝑟 𝑛
FCM-LSM GAM-ZOTS iMU-ZOTS

error mean std. dev error mean std. dev error mean std. dev

𝑇𝑆𝑆3 0.3 18 64.46 65.61 1.24 84.53 91.06 10.65 82.39 82.99 0.41

0.5 12 77.88 78.63 0.56 135.66 139.13 5.47 134.11 135.07 0.66

0.7 9 87.44 87.96 0.55 166.97 171.35 6.35 165.31 167.08 1.19

0.85 8 90.97 91.29 0.47 210.53 215.13 5.32 210.07 210.68 0.41

𝑆𝑁𝐻3
0.3 18 1.82 × 10−18 1.31 × 10−17 1.30 × 10−17 0.14 0.15 0.0037 1.13 × 10−4 3.57 × 10−4 2.662 × 10−4

0.5 16 1.36 × 10−18 1.21 × 10−17 1.29 × 10−17 0.13 0.14 0.0026 1.28 × 10−4 5.031 × 10−4 4.007 × 10−4

0.7 11 6.99 × 10−20 3.73 × 10−19 5.45 × 10−19 0.066 0.07 0.0032 1.87 × 10−8 5.08 × 10−5 1.005 × 10−4

0.85 3 𝟏.𝟎𝟔 × 𝟏𝟎−𝟐𝟑 5.99 × 10−22 1.04 × 10−21 7.90 × 10−12 3.61 × 10−10 6.87 × 10−10 1.29 × 10−12 1.71 × 10−12 4.56 × 10−13

𝑆𝑁𝐻10
0.3 15 0.065 0.069 0.0059 0.043 0.071 0.038 0.038 0.038 4.08 × 10−4

0.5 5 0.053 0.073 0.021 0.059 0.088 0.041 0.058 0.058 1.67 × 10−4

0.7 - - - - - - - - - -

0.85 - - - - - - - - - -

𝑆𝑁𝐻13
0.3 15 0.025 0.028 0.0029 0.028 0.029 0.0024 0.027 0.027 2.68 × 10−4

0.5 6 0.028 0.029 0.0013 0.03 0.032 0.0037 0.031 0.031 1.30 × 10−4

0.7 1 0.077 - - 0.076 0.077 2.49×−4 0.076 0.076 1.33 × 10−5

0.85 1 0.077 - - 0.076 0.077 2.49 × 10−4 0.076 0.076 1.33 × 10−5

𝑆𝑁𝑂3
0.3 13 6.44 × 10−26 1.64 × 10−19 3.27 × 10−19 1.21 × 10−5 1.57 × 10−5 3.65 × 10−6 2.49 × 10−9 4.57 × 10−9 2.96 × 10−9

0.5 10 1.45 × 10−26 1.97 × 10−19 3.90 × 10−19 1.24 × 10−5 1.85 × 10−5 4.47 × 10−6 1.30 × 10−9 1.63 × 10−9 2.71 × 10−10

0.7 7 1.93 × 10−28 8.19 × 10−28 6.09 × 10−28 1.16 × 10−5 1.33 × 10−5 1.31 × 10−6 2.29 × 10−10 2.44 × 10−10 1.49 × 10−11

0.85 4 𝟐.𝟗𝟐 × 𝟏𝟎−𝟐𝟖 4.62 × 10−28 2.80 × 10−28 8.88 × 10−12 1.65 × 10−12 2.11 × 10−8 1.46 × 10−12 1.49 × 10−12 2.28 × 10−14

𝑆𝑁𝑂10
0.3 6 0.14 0.14 0.0043 0.18 0.18 0.0046 0.18 0.18 6.94 × 10−4

0.5 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

0.7 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

0.85 1 0.97 - - 0.97 0.97 8.49 × 10−4 0.97 0.97 2.28 × 10−4

𝑆𝑁𝑂13
0.3 4 0.12 0.13 0.01 0.14 0.14 0.0062 0.14 0.14 1.99 × 10−4

0.5 4 0.12 0.13 0.01 0.14 0.14 0.0062 0.14 0.14 1.99 × 10−4

0.7 1 0.19 - - 0.19 0.19 1.20 × 10−4 0.19 0.19 3.64 × 10−5

0.85 1 0.19 - - 0.19 0.19 1.20 × 10−4 0.19 0.19 3.64 × 10−5

𝑆𝑂10
0.3 4 0.016 0.018 0.0018 0.017 0.019 0.0018 0.017 0.017 1.28 × 10−4

0.5 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

0.7 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

0.85 1 0.032 - - 0.031 0.032 2.24 × 10−4 0.031 0.031 2.28 × 10−5

𝐵𝑂𝐷13 0.3 23 0.003 0.004 5.82 × 10−4 0.005 0.006 0.001 0.005 0.005 1.62 × 10−4

0.5 13 0.004 0.004 1.90 × 10−4 0.006 0.008 0.001 0.006 0.006 1.24 × 10−4

0.7 8 0.004 0.005 7.17 × 10−4 0.008 0.010 0.001 0.007 0.008 4.07 × 10−4

0.85 1 0.097 - - 0.097 0.098 5.70 × 10−4 0.097 0.097 3.95 × 10−4

𝐶𝑂𝐷13 0.3 17 0.27 0.29 0.01 0.39 0.49 0.10 0.41 0.42 0.006

0.5 9 6.75 7.05 0.39 7.49 7.76 0.20 7.28 7.34 0.05

0.7 - - - - - - - - - -

0.85 - - - - - - - - - -

𝑅2 ∶ IF 𝑥1(𝑘) is 𝐴2
1 and 𝑥2(𝑘) is 𝐴2

2 and 𝑥3(𝑘) is 𝐴2
3

THEN 𝑦2(𝑘) = 1+7.66×10−12𝑥1(𝑘)−1.97×10−13𝑥2(𝑘)
− 8.75 × 10−14𝑥3(𝑘),
𝑅3 ∶ IF 𝑥1(𝑘) is 𝐴3

1 and 𝑥2(𝑘) is 𝐴3
2 and 𝑥3(𝑘) is 𝐴3

3

THEN 𝑦3(𝑘) = 1+5.69×10−13𝑥1(𝑘)−1.56×10−13𝑥2(𝑘)
− 1.88 × 10−14𝑥3(𝑘).

The GAM-ZOTS method describes each of the 3 se-
lected input variables by 2 fuzzy rules. Figure 5 shows the

MFs for the 3 input variables. The fuzzy rules for variable
𝑥1 are described by:

𝑅1
1: IF 𝑥1(𝑘) is 𝐴1

1 THEN 𝑦11(𝑘) = −2.85 × 10−6,
𝑅2
1: IF 𝑥1(𝑘) is 𝐴2

1 THEN 𝑦21(𝑘) = 4.10 × 10−6,
for the variable 𝑥2 by:

𝑅1
2: IF 𝑥2(𝑘) is 𝐴1

2 THEN 𝑦12(𝑘) = −1.32 × 10−5,
𝑅2
2: IF 𝑥2(𝑘) is 𝐴2

2 THEN 𝑦22(𝑘) = 2.23 × 10−5,
and for the variable 𝑥3 by:

𝑅1
3: IF 𝑥3(𝑘) is 𝐴1

3 THEN 𝑦13(𝑘) = −24.81,
𝑅2
3: IF 𝑥3(𝑘) is 𝐴2

3 THEN 𝑦23(𝑘) = 30.97.
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Table 2
Fuzzy rule values for the 3 models. Var. represents the target variable, 𝑡ℎ𝑟 the threshold value, 𝑁 the number of fuzzy rules, Mean
rules the average value of the fuzzy rules and 𝑀𝑡ℎ the threshold value of the iMU-ZOTS model. The value of the rules for each
variable for which the best result was obtained is shown in bold and the best value of the other models is shown in underlined.

Var. 𝑡ℎ𝑟
FCM-LSM GAM-ZOTS iMU-ZOTS

𝑁 Mean 𝑁 Mean 𝑁 𝑀𝑡ℎ Mean

rules rules Rules

𝑇𝑆𝑆3 0.3 10

10

7

9.25

7.11 0.5

6.43
0.5 10 10 6.5 0.5

0.7 10 10 6.11 0.5

0.85 10 10 6 0.5

𝑆𝑁𝐻3
0.3 5

3.5

2

2

6.66 0.9

7.16
0.5 3 2 6.5 0.9

0.7 3 2 7.82 0.5

0.85 3 2 7.66 0.9

𝑆𝑁𝐻10
0.3 10

10

10

10

7.93 0.5

7.97
0.5 10 10 8 0.8

0.7 - - - -

0.85 - - - -

𝑆𝑁𝐻13
0.3 10

5.75

7

7.5

8.6 0.5

8.86
0.5 7 3 8.83 0.5

0.7 3 10 9 0.5

0.85 3 10 9 0.5

𝑆𝑁𝑂3
0.3 3

4.5

3

4.25

7.92 0.8

8.51
0.5 3 2 8.1 0.8

0.7 5 2 9 0.9

0.85 7 10 9 0.5

𝑆𝑁𝑂10
0.3 10

4.75

10

7.5

8.33 0.9

8.08
0.5 3 2 8 0.8

0.7 3 2 8 0.8

0.85 3 2 8 0.8

𝑆𝑁𝑂13
0.3 10

8.25

7

7

8.75 0.9

8.88
0.5 10 7 8.75 0.9

0.7 10 7 9 0.7

0.85 3 7 9 0.7

𝑆𝑂10
0.3 10

8.75

10

7.75

8.75 0.8

8.94
0.5 5 7 9 0.5

0.7 10 7 9 0.5

0.85 10 7 9 0.5

𝐵𝑂𝐷13 0.3 10

8.25

10

8

7.35 0.9

5.86
0.5 10 10 6.85 0.8

0.7 10 10 6.25 0.8

0.85 3 2 3 0.8

𝐶𝑂𝐷13 0.3 10

6.5

10

10

7.76 0.5

7.38
0.5 3 10 7 0.7

0.7 - - - -

0.85 - - - -

The best model from the iMU-ZOTS method is de-
scribed by 16 selected input variables by on average 6.5 rules
by input variable. This number of average fuzzy rules is the
sum of the rules for all the variables divided by the number
of variables. This model is composed of a total of 𝑁 = 104
fuzzy rules, where for each the 16 variables, the numbers of
rules is 𝑁1 = 6, 𝑁2 = 7, 𝑁3 = 6, 𝑁4 = 9, 𝑁5 = 8, 𝑁6 = 8,
𝑁7 = 9, 𝑁8 = 6, 𝑁9 = 7, 𝑁10 = 5, 𝑁11 = 3, 𝑁12 = 4,
𝑁13 = 8, 𝑁14 = 8, 𝑁15 = 6, and 𝑁16 = 4. Figure 6 shows
the MFs for the 16 input variables.

The other variable analyzed is 𝑆𝑁𝑂3
. The results of the

predictions of 𝑆𝑁𝑂3
made by the 3 methods are shown in

Figure 7. It can be seen that all the methods obtain good
results, with no major differences between them, which leads
to the conclusion that accuracy can be achieved by any of
them. Therefore, since accuracy can be achieved by any of
the methods, it is necessary to analyze interpretability by
analyzing the number of fuzzy rules used by each method.

The learned FCM-LSM is described by 4 input variables
and 7 fuzzy rules. Figure 8 shows the MFs for the 4 input
variables. The fuzzy rules are described by:
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Figure 3: Prediction results for the variable 𝑆𝑁𝐻3
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(a) Membership functions of 𝑥1.
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(c) Membership functions of 𝑥3.
Figure 4: Membership functions of the FCM-LSM for the
variable 𝑆𝑁𝐻3

.

𝑅1 ∶ IF 𝑥1(𝑘) is 𝐴1
1 and 𝑥2(𝑘) is 𝐴1

2 and 𝑥3(𝑘) is 𝐴1
3

and 𝑥4(𝑘) is 𝐴1
4

THEN 𝑦1(𝑘) = 1−4.28×10−13𝑥1(𝑘)+2.26×10−13𝑥2(𝑘)
+ 4.92 × 10−15𝑥3(𝑘) + 1.67 × 10−12𝑥4(𝑘),
𝑅2 ∶ IF 𝑥1(𝑘) is 𝐴2

1 and 𝑥2(𝑘) is 𝐴2
2 and 𝑥3(𝑘) is 𝐴2

3

and 𝑥4(𝑘) is 𝐴2
4

THEN 𝑦2(𝑘) = 1+7.88×10−15𝑥1(𝑘)+3.03×10−14𝑥2(𝑘)
+ 3.29 × 10−17𝑥3(𝑘) − 1.50 × 10−13𝑥4(𝑘),
𝑅3 ∶ IF 𝑥1(𝑘) is 𝐴3

1 and 𝑥2(𝑘) is 𝐴3
2 and 𝑥3(𝑘) is 𝐴3

3

and 𝑥4(𝑘) is 𝐴3
4

THEN 𝑦3(𝑘) = 1−1.75×10−13𝑥1(𝑘)+4.85×10−14𝑥2(𝑘)
+ 1.79 × 10−15𝑥3(𝑘) + 4.23 × 10−13𝑥4(𝑘),
𝑅4 ∶ IF 𝑥1(𝑘) is 𝐴4

1 and 𝑥2(𝑘) is 𝐴4
2 and 𝑥3(𝑘) is 𝐴4

3

and 𝑥4(𝑘) is 𝐴4
4
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(a) Membership functions of 𝑥1.
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(b) Membership functions of 𝑥2.
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Figure 5: Membership functions of the GAM-ZOTS method
for the variable 𝑆𝑁𝐻3

.

THEN 𝑦4(𝑘) = 1+1.33×10−15𝑥1(𝑘)−3.34×10−14𝑥2(𝑘)
− 1.02 × 10−16𝑥3(𝑘) + 3.10 × 10−13𝑥4(𝑘),
𝑅5 ∶ IF 𝑥1(𝑘) is 𝐴5

1 and 𝑥2(𝑘) is 𝐴5
2 and 𝑥3(𝑘) is 𝐴5

3

and 𝑥4(𝑘) is 𝐴5
4

THEN 𝑦5(𝑘) = 1−4.29×10−14𝑥1(𝑘)+1.31×10−13𝑥2(𝑘)
+ 1.68 × 10−15𝑥3(𝑘) + 9.22 × 10−13𝑥4(𝑘),
𝑅6 ∶ IF 𝑥1(𝑘) is 𝐴6

1 and 𝑥2(𝑘) is 𝐴6
2 and 𝑥3(𝑘) is 𝐴6

3

and 𝑥4(𝑘) is 𝐴6
4

THEN 𝑦6(𝑘) = 1−2.97×10−13𝑥1(𝑘)+3.37×10−13𝑥2(𝑘)
+ 5.68 × 10−15𝑥3(𝑘) + 2.03 × 10−12𝑥4(𝑘),
𝑅7 ∶ IF 𝑥1(𝑘) is 𝐴7

1 and 𝑥2(𝑘) is 𝐴7
2 and 𝑥3(𝑘) is 𝐴7

3

and 𝑥4(𝑘) is 𝐴7
4

THEN 𝑦7(𝑘) = 1−5.02×10−13𝑥1(𝑘)+3.79×10−13𝑥2(𝑘)
+ 7.09 × 10−15𝑥3(𝑘) + 3.01 × 10−12𝑥4(𝑘).

The GAM-ZOTS method describes each of the 7 se-
lected input variables by 2 fuzzy rules. Figure 9 shows the
MFs for the 7 input variables. The fuzzy rules of GAM-
ZOTS for the variable 𝑥1 are described by:

𝑅1
1: IF 𝑥1(𝑘) is 𝐴1

1 THEN 𝑦11(𝑘) = 0.02,
𝑅2
1: IF 𝑥1(𝑘) is 𝐴2

1 THEN 𝑦21(𝑘) = −0.06,
for the variable 𝑥2 by:

𝑅1
2: IF 𝑥2(𝑘) is 𝐴1

2 THEN 𝑦12(𝑘) = 0.03,
𝑅2
2: IF 𝑥2(𝑘) is 𝐴2

2 THEN 𝑦22(𝑘) = −0.13,
for the variable 𝑥3 by:
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(g) Membership functions of 𝑥7.

200 400 600 800
x8(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
8

A2
8

A3
8

A4
8

A5
8

A6
8
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(i) Membership functions of 𝑥9.

2000 4000 6000 8000 10000 12000 14000 16000
x10(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
10

A2
10

A3
10

A4
10

A5
10

(j) Membership functions of 𝑥10.

10000 20000 30000 40000 50000 60000
x11(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
11

A2
11

A3
11

(k) Membership functions of 𝑥11.

1000 2000 3000 4000 5000 6000 7000 8000
x12(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
12

A2
12

A3
12

A4
12

(l) Membership functions of 𝑥12.

10 20 30 40 50 60 70
x13(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
13

A2
13

A3
13

A4
13

A5
13

A6
13

A7
13

A8
13

(m) Membership functions of 𝑥13.

2 4 6 8 10 12 14 16
x14(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
14

A2
14

A3
14

A4
14

A5
14

A6
14

A7
14

A8
14

(n) Membership functions of 𝑥14.

500 1000 1500 2000 2500
x15(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
15

A2
15

A3
15

A4
15

A5
15

A6
15

(o) Membership functions of 𝑥15.

10000 20000 30000 40000 50000 60000
x16(k)

0.0

0.2

0.4

0.6

0.8

1.0 A1
16

A2
16

A3
16

A4
16

(p) Membership functions of 𝑥16.
Figure 6: Membership functions of the iMU-ZOTS method for the variable 𝑆𝑁𝐻3

.

𝑅1
3: IF 𝑥3(𝑘) is 𝐴1

3 THEN 𝑦13(𝑘) = −0.05,
𝑅2
3: IF 𝑥3(𝑘) is 𝐴2

3 THEN 𝑦23(𝑘) = 0.18,
for the variable 𝑥4 by:

𝑅1
4: IF 𝑥4(𝑘) is 𝐴1

4 THEN 𝑦14(𝑘) = 0.04,
𝑅2
4: IF 𝑥4(𝑘) is 𝐴2

4 THEN 𝑦24(𝑘) = −0.01,
for the variable 𝑥5 by:
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Figure 8: Membership functions of the FCM-LSM for the
variable 𝑆𝑁𝑂3

.

𝑅1
5: IF 𝑥5(𝑘) is 𝐴1

5 THEN 𝑦15(𝑘) = −0.03,
𝑅2
5: IF 𝑥5(𝑘) is 𝐴2

5 THEN 𝑦25(𝑘) = 0.07,
for the variable 𝑥6 by:

𝑅1
6: IF 𝑥6(𝑘) is 𝐴1

6 THEN 𝑦16(𝑘) = −0.03,
𝑅2
6: IF 𝑥6(𝑘) is 𝐴2

6 THEN 𝑦26(𝑘) = 0.11,
and for the variable 𝑥7 by:

𝑅1
7: IF 𝑥7(𝑘) is 𝐴1

7 THEN 𝑦17(𝑘) = −0.12,
𝑅2
7: IF 𝑥7(𝑘) is 𝐴2

7 THEN 𝑦27(𝑘) = 0.33.
Finally, the iMU-ZOTS model is described by 13 se-

lected input variables and by an average of 7.92 fuzzy rules

per input variable. This average number of fuzzy rules is the
sum of the number of rules for all the variables divided by
the number of variables. This model is made up of a total of
𝑁 = 103 fuzzy rules, namely 𝑁1 = 9, 𝑁2 = 9, 𝑁3 = 9,
𝑁4 = 9, 𝑁5 = 5, 𝑁6 = 4, 𝑁7 = 10, 𝑁8 = 7, 𝑁9 = 8,
𝑁10 = 10, 𝑁11 = 10, 𝑁12 = 7 and 𝑁13 = 6. Figure 10
shows the membership functions for the 13 input variables.

After analyzing the results obtained for the above two
target variables, it can be seen that although the FCM-LSM
has a lower error value than the other methods, the difference
in predictions is insignificant. In addition, it can be seen that
FCM-LSM obtains the best results, but with more complex
rules compared to the other methods. A model with a high
number of rules or with several variables on the antecedent
part becomes complex and difficult to interpret by the op-
erators, who in these cases of WWTPs need to understand
the models easily to make the right decisions throughout
the wastewater treatment process. An interpretable system
allows the actions taken in a WWTP to be explained and
easily adjusted to requirements.

For the variable 𝑆𝑁𝐻3
, the FCM-LSM obtains an error

value of MSE=1.06 × 10−23 with 3 associated fuzzy rules.
GAM-ZOTS obtains an error value of MSE=7.90 × 10−12,
7.46 × 1013% higher than the FCM-LSM error, with two
univariate fuzzy rules per variable. iMU-ZOTS has an MSE
value of 1.28×10−4, 1.21×1021% higher than the FCM-LSM
error and 6.5 fuzzy rules per variable. Since the forecast
made by the 3 methods is identical (see Figure 3), the choice
of the best method involves the one with the least complexity,
which for this variable is GAM-ZOTS. For this variable in
particular, FCM-LSM would also be a possible right choice
since it has the lowest error and a low number of fuzzy rules.

In the case of the 𝑆𝑁𝑂3
variable, FCM-LSM obtains an

error value of MSE=2.92× 10−28, and 7 fuzzy rules. GAM-
ZOTS obtains an error value of MSE=1.16 × 10−5, 3.97 ×
1024% higher than the FCM-LSM error and 2 fuzzy rules
per variable. iMU-ZOTS has an error value of MSE=2.49×
10−9, 8.53 × 1020% higher than the FCM-LSM error and
7.92 fuzzy rules per variable. An analysis of Figure 7 shows
that the differences in the prediction of this variable by
the different methods are insignificant, which means that
the most appropriate method for this variable should be
chosen based on the least complex model. In the case of
this variable, GAM-ZOTS is the one with the best balance
between accuracy and interpretability, allowing for accurate
predictions that are easy for operators to understand.

5. Conclusions
The main aim of this work is to create an interpretable

digital twin of the most relevant variables on the waterline
of a WWTP. Through digital twins, it is possible to create
a replica of these treatment plants, allowing variables to be
monitored throughout the process. This makes it possible to
understand the system’s behavior better and helps operators
make the right decisions. The paper studied three fuzzy-
based models for the digital twin, focusing on the accuracy
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Figure 9: Membership functions of the GAM-ZOTS method for the variable 𝑆𝑁𝑂3

.

and interpretability of these models. Several datasets were
constructed for each target variable using different sets of
input variables. These datasets were used to learn each one
of the three models, which use different combinations of
model parameters, and in the end, the best results from
each algorithm were selected for each variable. From the
results, it was found that the model that obtained the best
accuracy results for most of the variables has a more complex
structure than the other models, despite being the model with
the best error result. To make a more detailed analysis of
the predictions made by each model, 2 variables, as case
studies, were selected. It was found that the differences in
the error obtained by the three models were minimal and not
very significant. Analyzing the fuzzy rules of each model
showed that there was a less complex and more interpretable
model than the one that obtained the best error value. It can,
therefore, be concluded that the choice of the best model for
predicting each variable must take into account not only the
accuracy but also the interpretability and complexity of each
model. As the complexity of the model increases, it becomes
more difficult to understand and interpret. For the variables
analyzed, the GAM-ZOTS method showed the best balance
between accuracy and interpretability.
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Appendix B

Fuzzy rules from iMU-ZOTS for SNH3

The fuzzy rules for the variable x1 are described by:

R1
1: IF x1(k) is A

1
1 THEN y11(k) = −0.04,

R2
1: IF x1(k) is A

2
1 THEN y21(k) = −0.01,

R3
1: IF x1(k) is A

3
1 THEN y31(k) = −0.001,

R4
1: IF x1(k) is A

4
1 THEN y41(k) = 0.04,

R5
1: IF x1(k) is A

5
1 THEN y51(k) = 0.05,

R6
1: IF x1(k) is A

6
1 THEN y61(k) = 0.09.

for the variable x2 by:

R1
2: IF x2(k) is A

1
2 THEN y12(k) = −0.14,

R2
2: IF x2(k) is A

2
2 THEN y22(k) = −0.08,

R3
2: IF x2(k) is A

3
2 THEN y32(k) = −0.05,

R4
2: IF x2(k) is A

4
2 THEN y42(k) = −0.02,

R5
2: IF x2(k) is A

5
2 THEN y52(k) = 0.06,

R6
2: IF x2(k) is A

6
2 THEN y62(k) = 0.09,

R7
2: IF x2(k) is A

7
2 THEN y72(k) = 0.14.

for the variable x3 by:

R1
3: IF x3(k) is A

1
3 THEN y13(k) = −0.13,

R2
3: IF x3(k) is A

2
3 THEN y23(k) = −0.06,

R3
3: IF x3(k) is A

3
3 THEN y33(k) = −0.008,

R4
3: IF x3(k) is A

4
3 THEN y43(k) = 0.05,

R5
3: IF x3(k) is A

5
3 THEN y53(k) = 0.01,

R6
3: IF x3(k) is A

6
3 THEN y63(k) = −0.21.

for the variable x4 by:

R1
4: IF x4(k) is A

1
4 THEN y14(k) = −0.01,

R2
4: IF x4(k) is A

2
4 THEN y24(k) = −0.002,

R3
4: IF x4(k) is A

3
4 THEN y34(k) = 0.002,

R4
4 IF x4(k) is A

4
4 THEN y44(k) = 0.004,

R5
4: IF x4(k) is A

5
4 THEN y54(k) = 0.002,

R6
4: IF x4(k) is A

6
4 THEN y64(k) = 9.89× 10−4,

R7
4: IF x4(k) is A

7
4 THEN y74(k) = −0.008,

R8
4: IF x4(k) is A

8
4 THEN y84(k) = −0.026,

R9
4: IF x4(k) is A

9
4 THEN y94(k) = −0.05.

75



Appendix B. Fuzzy rules from iMU-ZOTS for SNH3 76

for the variable x5 by:

R1
5: IF x5(k) is A

1
5 THEN y15(k) = −0.005,

R2
5: IF x5(k) is A

2
5 THEN y25(k) = −0.008,

R3
5: IF x5(k) is A

3
5 THEN y35(k) = −7.29× 10−4,

R4
5: IF x5(k) is A

4
5 THEN y45(k) = 0.001,

R5
5: IF x5(k) is A

5
5 THEN y55(k) = −1.02× 10−4,

R6
5: IF x5(k) is A

6
5 THEN y65(k) = −4.72× 10−5,

R7
5: IF x5(k) is A

7
5 THEN y75(k) = 0.003,

R8
5: IF x5(k) is A

8
5 THEN y85(k) = −0.01.

for the variable x6 by:

R1
6: IF x6(k) is A

1
6 THEN y16(k) = −0.003,

R2
6: IF x6(k) is A

2
6 THEN y26(k) = 0.002,

R3
6: IF x6(k) is A

3
6 THEN y36(k) = 0.001,

R4
6: IF x6(k) is A

4
6 THEN y46(k) = −3.74× 10−4,

R5
6: IF x6(k) is A

5
6 THEN y56(k) = −0.001,

R6
6: IF x6(k) is A

6
6 THEN y66(k) = −0.003,

R7
6: IF x6(k) is A

7
6 THEN y76(k) = 4.31× 10−4,

R8
6: IF x6(k) is A

8
6 THEN y86(k) = −0.01.

for the variable x7 by:

R1
7: IF x7(k) is A

1
7 THEN y17(k) = 0.03,

R2
7: IF x7(k) is A

2
7 THEN y27(k) = 0.02,

R3
7: IF x7(k) is A

3
7 THEN y37(k) = 0.01,

R4
7: IF x7(k) is A

4
7 THEN y47(k) = 0.004,

R5
7: IF x7(k) is A

5
7 THEN y57(k) = −0.008,

R6
7: IF x7(k) is A

6
7 THEN y67(k) = −0.01,

R7
7: IF x7(k) is A

7
7 THEN y77(k) = −0.01,

R8
7: IF x7(k) is A

8
7 THEN y87(k) = −0.02,

R9
7: IF x7(k) is A

9
7 THEN y97(k) = −0.02.

for the variable x8 by:

R1
8: IF x8(k) is A

1
8 THEN y18(k) = 0.36,

R2
8: IF x8(k) is A

2
8 THEN y28(k) = 0.15,

R3
8: IF x8(k) is A

3
8 THEN y38(k) = 0.01,

R4
8: IF x8(k) is A

4
8 THEN y48(k) = −0.12,

R5
8: IF x8(k) is A

5
8 THEN y58(k) = −0.11,

R6
8: IF x8(k) is A

6
8 THEN y68(k) = 0.03.

for the variable x9 by:

R1
9: IF x9(k) is A

1
9 THEN y19(k) = 0.06,

R2
9: IF x9(k) is A

2
9 THEN y29(k) = 0.03,

R3
9: IF x9(k) is A

3
9 THEN y39(k) = 0.01,

R4
9: IF x9(k) is A

4
9 THEN y49(k) = −0.02,

R5
9: IF x9(k) is A

5
9 THEN y59(k) = −0.04,

R6
9: IF x9(k) is A

6
9 THEN y69(k) = −0.06,

R7
9: IF x9(k) is A

7
9 THEN y79(k) = −0.09.
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for the variable x10 by:

R1
10: IF x10(k) is A

1
10 THEN y110(k) = −5.88,

R2
10: IF x10(k) is A

2
10 THEN y210(k) = −2.49,

R3
10: IF x10(k) is A

3
10 THEN y310(k) = −0.87,

R4
10: IF x10(k) is A

4
10 THEN y410(k) = 1.22,

R5
10: IF x10(k) is A

5
10 THEN y510(k) = 7.70.

for the variable x11 by:

R1
11: IF x11(k) is A

1
11 THEN y111(k) = −22.82,

R2
11: IF x11(k) is A

2
11 THEN y211(k) = 2.01,

R3
11: IF x11(k) is A

3
11 THEN y311(k) = 29.42.

for the variable x12 by:

R1
12: IF x12(k) is A

1
12 THEN y112(k) = −3.24,

R2
12: IF x12(k) is A

2
12 THEN y212(k) = −1.15,

R3
12: IF x12(k) is A

3
12 THEN y312(k) = 0.49,

R4
12: IF x12(k) is A

4
12 THEN y412(k) = 4.16.

for the variable x13 by:

R1
13: IF x13(k) is A

1
13 THEN y113(k) = −24.83,

R2
13: IF x13(k) is A

2
13 THEN y213(k) = −15.74,

R3
13: IF x13(k) is A

3
13 THEN y313(k) = −9.84,

R4
13: IF x13(k) is A

4
13 THEN y413(k) = −2.43,

R5
13: IF x13(k) is A

5
13 THEN y513(k) = 4.47,

R6
13: IF x13(k) is A

6
13 THEN y613(k) = 10.79,

R7
13 IF x13(k) is A

7
13 THEN y713(k) = 16.44,

R8
13: IF x13(k) is A

8
13 THEN y813(k) = 30.97.

for the variable x14 by:

R1
14: IF x14(k) is A

1
14 THEN y114(k) = 0.002,

R2
14: IF x14(k) is A

2
14 THEN y214(k) = 2.47× 10−4,

R3
14: IF x14(k) is A

3
14 THEN y314(k) = −0.001,

R4
14: IF x14(k) is A

4
14 THEN y414(k) = 1.48× 10−4,

R5
14: IF x14(k) is A

5
14 THEN y514(k) = 1.83× 10−4,

R6
14: IF x14(k) is A

6
14 THEN y614(k) = 7.01× 10−4,

R7
14: IF x14(k) is A

7
14 THEN y714(k) = 0.005,

R8
14: IF x14(k) is A

8
14 THEN y814(k) = −0.003.

for the variable x15 by:

R1
15: IF x15(k) is A

1
15 THEN y115(k) = −0.03,

R2
15: IF x15(k) is A

2
15 THEN y215(k) = −0.01,

R3
15: IF x15(k) is A

3
15 THEN y315(k) = −0.002,

R4
15: IF x15(k) is A

4
15 THEN y415(k) = 0.01,

R5
15: IF x15(k) is A

5
15 THEN y515(k) = 0.01,

R6
15: IF x15(k) is A

6
15 THEN y615(k) = 0.03.

and for the variable x16 by:

R1
16: IF x16(k) is A

1
16 THEN y116(k) = 31.46,

R2
16: IF x16(k) is A

2
16 THEN y216(k) = 7.33,

R3
16: IF x16(k) is A

3
16 THEN y316(k) = −4.38,

R4
16: IF x16(k) is A

4
16 THEN y416(k) = −41.19.
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Appendix C

Fuzzy rules from iMU-ZOTS for SNO3

The fuzzy rules for the variable x1 are described by:

R1
1: IF x1(k) is A

1
1 THEN y11(k) = 0.001,

R2
1: IF x1(k) is A

2
1 THEN y21(k) = 9.25× 10−4,

R3
1: IF x1(k) is A

3
1 THEN y31(k) = 1.05× 10−4,

R4
1: IF x1(k) is A

4
1 THEN y41(k) = −7.01× 10−4,

R5
1: IF x1(k) is A

5
1 THEN y51(k) = −0.001,

R6
1: IF x1(k) is A

6
1 THEN y61(k) = −0.002,

R7
1: IF x1(k) is A

7
1 THEN y71(k) = −0.02,

R8
1: IF x1(k) is A

8
1 THEN y81(k) = −0.003,

R9
1: IF x1(k) is A

9
1 THEN y91(k) = −0.004.

for the variable x2 by:

R1
2: IF x2(k) is A

1
2 THEN y12(k) = −7.10× 10−4,

R2
2: IF x2(k) is A

2
2 THEN y22(k) = −3.59× 10−4,

R3
2: IF x2(k) is A

3
2 THEN y32(k) = −6.45× 10−5,

R4
2: IF x2(k) is A

4
2 THEN y42(k) = 2.24× 10−4,

R5
2: IF x2(k) is A

5
2 THEN y52(k) = 4.72× 10−4,

R6
2: IF x2(k) is A

6
2 THEN y62(k) = 6.66× 10−4,

R7
2: IF x2(k) is A

7
2 THEN y72(k) = 8.59× 10−4,

R8
2: IF x2(k) is A

8
2 THEN y82(k) = −0.001,

R9
2: IF x2(k) is A

9
2 THEN y92(k) = 6.72× 10−4.

for the variable x3 by:

R1
3: IF x3(k) is A

1
3 THEN y13(k) = 4.85× 10−4,

R2
3: IF x3(k) is A

2
3 THEN y23(k) = 4.35× 10−5,

R3
3: IF x3(k) is A

3
3 THEN y33(k) = −2.29× 10−4,

R4
3: IF x3(k) is A

4
3 THEN y43(k) = −4.50× 10−4,

R5
3: IF x3(k) is A

5
3 THEN y53(k) = −6.24× 10−4,

R6
3: IF x3(k) is A

6
3 THEN y63(k) = −7.36× 10−4,

R7
3: IF x3(k) is A

7
3 THEN y73(k) = −7.68× 10−4,

R8
3: IF x3(k) is A

8
3 THEN y83(k) = −7.98× 10−4,

R9
3: IF x3(k) is A

9
3 THEN y93(k) = −8.46× 10−4.

for the variable x4 by:
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R1
4: IF x4(k) is A

1
4 THEN y14(k) = −0.001,

R2
4: IF x4(k) is A

2
4 THEN y24(k) = −1.31× 10−4,

R3
4: IF x4(k) is A

3
4 THEN y34(k) = 3.99× 10−4,

R4
4: IF x4(k) is A

4
4 THEN y44(k) = 8.42× 10−4,

R5
4: IF x4(k) is A

5
4 THEN y54(k) = 0.001,

R6
4: IF x4(k) is A

6
4 THEN y64(k) = 0.001,

R7
4: IF x4(k) is A

7
4 THEN y74(k) = 0.002,

R8
4: IF x4(k) is A

8
4 THEN y84(k) = 0.002,

R9
4: IF x4(k) is A

9
4 THEN y94(k) = 0.002.

for the variable x5 by:

R1
5: IF x5(k) is A

1
5 THEN y15(k) = 0.001,

R2
5: IF x5(k) is A

2
5 THEN y25(k) = −0.001,

R3
5: IF x5(k) is A

3
5 THEN y35(k) = −0.003,

R4
5: IF x5(k) is A

4
5 THEN y45(k) = 1.02× 10−4,

R5
5: IF x5(k) is A

5
5 THEN y55(k) = 0.009.

for the variable x6 by:

R1
6: IF x6(k) is A

1
6 THEN y16(k) = 0.15,

R2
6: IF x6(k) is A

2
6 THEN y26(k) = 0.06,

R3
6: IF x6(k) is A

3
6 THEN y36(k) = −0.03,

R4
6 IF x6(k) is A

4
6 THEN y46(k) = −0.40.

for the variable x7 by:

R1
7: IF x7(k) is A

1
7 THEN y17(k) = −6.58× 10−5,

R2
7: IF x7(k) is A

2
7 THEN y27(k) = −2.02× 10−5,

R3
7: IF x7(k) is A

3
7 THEN y37(k) = −2.41× 10−5,

R4
7: IF x7(k) is A

4
7 THEN y47(k) = 1.07× 10−5,

R5
7: IF x7(k) is A

5
7 THEN y57(k) = −7.77× 10−7,

R6
7: IF x7(k) is A

6
7 THEN y67(k) = 6.01× 10−6,

R7
7: IF x7(k) is A

7
7 THEN y77(k) = 1.93× 10−5,

R8
7: IF x7(k) is A

8
7 THEN y87(k) = 1.73× 10−5,

R9
7: IF x7(k) is A

9
7 THEN y97(k) = 4.33× 10−5,

R10
7 : IF x7(k) is A

10
7 THEN y107 (k) = −1.82× 10−5.

for the variable x8 by:

R1
8: IF x8(k) is A

1
8 THEN y18(k) = −0.002,

R2
8: IF x8(k) is A

2
8 THEN y28(k) = −0.001,

R3
8: IF x8(k) is A

3
8 THEN y38(k) = −4.77× 10−4,

R4
8: IF x8(k) is A

4
8 THEN y48(k) = 0.001,

R5
8: IF x8(k) is A

5
8 THEN y58(k) = 0.001,

R6
8: IF x8(k) is A

6
8 THEN y68(k) = 0.002,

R7
8: IF x8(k) is A

7
8 THEN y78(k) = 0.004.

for the variable x9 by:
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R1
9: IF x9(k) is A

1
9 THEN y19(k) = 0.001,

R2
9: IF x9(k) is A

2
9 THEN y29(k) = 4.58× 10−4,

R3
9: IF x9(k) is A

3
9 THEN y39(k) = 1.36× 10−4,

R4
9: IF x9(k) is A

4
9 THEN y49(k) = −3.86× 10−4,

R5
9: IF x9(k) is A

5
9 THEN y59(k) = −6.72× 10−4,

R6
9: IF x9(k) is A

6
9 THEN y69(k) = −9.54× 10−4,

R7
9: IF x9(k) is A

7
9 THEN y79(k) = −0.001,

R8
9: IF x9(k) is A

8
9 THEN y89(k) = −0.001.

for the variable x10 by:

R1
10: IF x10(k) is A

1
10 THEN y110(k) = −4.82× 10−4,

R2
10: IF x10(k) is A

2
10 THEN y210(k) = −1.82× 10−4,

R3
10: IF x10(k) is A

3
10 THEN y310(k) = 8.89× 10−5,

R4
10: IF x10(k) is A

4
10 THEN y410(k) = 3.25× 10−4,

R5
10: IF x10(k) is A

5
10 THEN y510(k) = 4.98× 10−4,

R6
10: IF x10(k) is A

6
10 THEN y610(k) = 6.51× 10−4,

R7
10: IF x10(k) is A

7
10 THEN y710(k) = 7.57× 10−4,

R8
10: IF x10(k) is A

8
10 THEN y810(k) = 8.15× 10−4,

R9
10: IF x10(k) is A

9
10 THEN y910(k) = 8.39× 10−4,

R10
10: IF x10(k) is A

10
10 THEN y1010(k) = 9.47× 10−4.

for the variable x11 by:

R1
11: IF x11(k) is A

1
11 THEN y111(k) = −0.17,

R2
11: IF x11(k) is A

2
11 THEN y211(k) = −0.06,

R3
11: IF x11(k) is A

3
11 THEN y311(k) = 0.002,

R4
11: IF x11(k) is A

4
11 THEN y411(k) = 0.06,

R5
11: IF x11(k) is A

5
11 THEN y511(k) = 0.13,

R6
11: IF x11(k) is A

6
11 THEN y611(k) = 0.20,

R7
11: IF x11(k) is A

7
11 THEN y711(k) = 0.27,

R8
11: IF x11(k) is A

8
11 THEN y811(k) = 0.34,

R9
11: IF x11(k) is A

9
11 THEN y911(k) = 0.41,

R10
11: IF x11(k) is A

10
11 THEN y1011(k) = 0.48.

for the variable x12 by:

R1
12: IF x12(k) is A

1
12 THEN y112(k) = −0.001,

R2
12: IF x12(k) is A

2
12 THEN y212(k) = 0.002,

R3
12: IF x12(k) is A

3
12 THEN y312(k) = 8.95× 10−4,

R4
12: IF x12(k) is A

4
12 THEN y412(k) = 0.004,

R5
12: IF x12(k) is A

5
12 THEN y512(k) = 0.001,

R6
12: IF x12(k) is A

6
12 THEN y612(k) = −9.85× 10−4,

R7
12: IF x12(k) is A

7
12 THEN y712(k) = −0.009.

and for the variable x13 by:

R1
13: IF x13(k) is A

1
13 THEN y113(k) = −0.15,

R2
13: IF x13(k) is A

2
13 THEN y213(k) = −0.05,

R3
13: IF x13(k) is A

3
13 THEN y313(k) = 0.06,

R4
13: IF x13(k) is A

4
13 THEN y413(k) = 0.24,

R5
13: IF x13(k) is A

5
13 THEN y513(k) = 0.30,

R6
13: IF x13(k) is A

6
13 THEN y613(k) = 0.40.
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