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Abstract

In 2020, prostate cancer (PCa) was the fifth major cause of cancer mortality in individuals

assigned male at birth (AMAB). The current strategy to combat PCa is regular screening for

early detection, since the cancer is often asymptomatic during early stages, where chances of

survival are greater. However, the current clinical management of PCa relies on an observational,

population-based paradigm, which does not enable to adapt clinical care to relatively latent, less

aggressive tumours from fast-growing, life-threatening ones. Hence, patients frequently undergo

over- or undertreatment, resulting in an unnecessary loss of quality of life.

Despite the considerable progress in PCa grading, diagnosis, and treatment strategies the

design of patient-specific optimal management plans is very limited nowadays. However, the

use of mathematical oncology techniques can personalize PCa care by optimizing therapeutic or

monitoring regimens in silico and, hence, contribute significantly to solve the problem of over-

and under-treatment.

In this context, this thesis presents a mathematical model to explore the roles of the prostate’s

ductal structure in the progression of PCa during its early stage, and how this leads to the

formation of different Gleason patterns (GPs), which characterize PCa aggressiveness and are

central to the identification of high-risk disease. The model leverages the phase-field method to

represent the tumour and the prostatic ducts, along with a set of reaction-diffusion equations to

describe the dynamics of key substances driving the development of the disease (e.g., nutrient,

matrix metalloproteinases (MMPs)). In this work, we perform a computational study in a 2D

tissue patch in which we explore how variations of the model parameters change PCa dynamics,

with particular focus to tumour branching and the degradation of the extracellular matrix (ECM)

that makes up the ductal structure.
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Resumo

Em 2020, o cancro da próstata (PCa) foi a quinta principal causa de mortalidade por cancro

em indivíduos designados homem ao nascer (AMAB). A estratégia atual para combater o PCa

é a triagem regular para deteção precoce, uma vez que o cancro é frequentemente assintomático

nas fases iniciais, onde as chances de sobrevivência são maiores. No entanto, atualmente o

tratamento clínico do PCa baseia-se num paradigma observacional baseado na população, que

não permite adaptar os cuidados clínicos a tumores relativamente latentes e menos agressivos

em comparação com aqueles de rápido crescimento e potencialmente fatais. Como resultado, os

pacientes são frequentemente submetidos a tratamentos excessivos ou insuficientes, resultando

numa perda desnecessária de qualidade de vida.

Apesar dos consideráveis avanços na classificação, diagnóstico e estratégias de tratamento

do PCa, atualmente o desenvolvimento de um plano de tratamento otimizado e específico para

cada paciente permanece limitado. No entanto, a utilização de técnicas da oncologia matemática

pode personalizar o tratamento do PCa ao otimizar planos terapêuticos ou de monitorização

in silico, contribuindo significativamente para resolver o problema do tratamento excessivo ou

insuficiente.

Neste contexto, esta tese apresenta um modelo matemático para explorar os papéis da estru-

tura ductal da próstata na progressão do PCa durante a sua fase inicial e a consequente formação

de diferentes padrões de Gleason (GPs), que caracterizam a agressividade do PCa e são funda-

mentais para a identificação de doença de alto risco. O modelo utiliza o método de phase-field

para representar o tumor e os ductos prostáticos, bem como um conjunto de equações de reação-

difusão para descrever a dinâmica de substâncias-chave que impulsionam o desenvolvimento da

doença (e.g., nutrientes, metaloproteinases da matriz (MMPs)). Neste trabalho, realizamos um

estudo computacional num patch de tecido 2D em que exploramos como variações nos parâmet-

ros do modelo alteram a dinâmica do PCa, focandomo-nos particularmente na ramificação do

tumor e na degradação da matriz extracelular (ECM) que compõe a estrutura ductal.
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to use a metaphor

at a time like this

would be obscene.
Philip Hodgins
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Chapter 1
Introduction

Understanding cancer biology and behaviour is critical for creating effective cancer preventive

and treatment strategies. Mathematical models have become a significant tool in cancer research,

aiding treatment outcome predictions and elucidating underlying mechanisms. This chapter will

provide an outline of the thesis’ objectives (Section 1.1), motivation (Section 1.2), state of

the art in mathematical modelling of prostate cancer (PCa) research (Section 1.3), and lastly

a thesis overview (Section 1.4).

1.1 Objectives

This work is part of a larger research whose goal is to develop a phase-field mathematical

model of the early development of PCa aims at providing insights into the mechanisms underlying

tumour growth, which can aid in the development of personalized treatment plans, in order to

minimize over- and undertreatment.

The purpose of this thesis is to build a PCa model to investigate the early phases of tumour

development, the establishment of distinct Gleason Patterns (GPs), and provide insight into

how different parameters affect the growth and progression of the tumour.

1.2 Motivation

In 2020, PCa was the second most commonly diagnosed cancer and the fifth major cause of

cancer mortality in individuals assigned male at birth (AMAB), with an approximate 1.4 million

new diagnoses and 375 000 deaths globally [1]. Worrisomely, after two decades of reduction,

cancer incidence for PCa rose by 3% yearly from 2014 to 2019, according to the American

Cancer Society, which estimates 288 300 new cases and 34 700 deaths in 2023, in the USA alone

[2].

Prevention and routine screening for early detection are the present strategies used to battle
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PCa, since there is a favourable survival rate for localized PCa. Conversely, the likelihood of a

precise prognosis declines in later stages, namely because of difficulty in diagnosing metastatic

events in PCa progression [3].

However, the notion that cancer screening increases the probability of eliminating and treat-

ing cancer lesions is an ambiguous one, with multiple studies reaching contradictory conclusions

on whether serum prostate-specific antigen (PSA) screening is beneficial, since it was first in-

troduced in 1991 [4]. Distinguishing between true positives and false positives often implies

individuals to undergo potentially dangerous procedures such as biopsies, as well as treatment

for less aggressive, slow-growing tumours. Thus, PSA screening has been suggested to be a main

driver of overdiagnosis and overtreatment, resulting in an unnecessary loss of quality of life [5].

Despite the considerable progress in PCa grading, diagnosis and treatment strategies made,

more research is needed to fully understand the fundamental mechanisms of cancer progression

and GP formation, if we want to decrease mortality rates.

To address the current excesses and deficiencies in PCa patient treatment and gain insight

in the underlying biology of its pathological progression, mathematical oncology offers the possi-

bility to investigate PCa growth mechanisms and optimal treatment planning in silico. Indeed,

it has been argued that PCa is an ideal choice for implementing tissue-scale mathematical

modelling. The prostate gland is small, and has a relatively simple geometry, facilitating the

development of a mathematical model that accurately represents gland geometry and tumour

growth. Additionally, PCa is a slow-growing cancer, which allows for the collection of com-

parably larger patient-specific longitudinal data than for other tumours. Then, these larger

datasets are a pivotal asset that can be used for model calibration as well as for validation of

model predictions. In particular, PSA levels have been extensively used to calibrate and validate

mathematical models of PCa growth and treatment response, as this biomarker is ubiquitously

used in the management of the disease [6]. All these features contribute to the possibility to

study the tumour’s growth in isolation as well as its interactions with the surrounding tissue.

Nevertheless, it is important to keep in mind that existing models are still simplifications of a

complex biological system whose mechanisms are yet to be fully deciphered.

1.3 State of the art

To date, modelling efforts have made use of a wide scope of model types and methodologies

(based on biophysical, statistical, and empirical formulations) to explore certain essentials about

the development of PCa and the effectiveness of its treatments.

From initial observation-driven approaches to data-validated models, as a consequence of
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technological advances and increasing availability of clinical and experimental data, the field of

computational oncology in PCa has been steadily advancing, with numerous studies utilizing

mathematical models and simulations to improve our understanding of the disease [7].

Yorke et al. (1993) [8] is attributed with the first mathematical model of PCa progression,

which is based on Gompertzian growth to explore the metastasis process and how it affects

treatment efficacy. Mathematical models featuring multiple cell types such as this pioneering

work became popular [9, 10, 11, 12, 13, 14, 6], since describing interactions between the different

sub-population of cells proved to be a great tool for not only studying tumour growth, but also

exploring different types of hormonal therapy. Because this type of therapy is the benchmark of

treatment for metastatic PCa, several models have been created in an effort to grasp how different

drugs influence tumorigenesis. Particularly, kinetic-type models have successfully replicated

drug effects on the dynamics of androgen based on pharmacokinetics models [15, 16, 17, 18].

Such models may offer limited computational tractability and have been further developed over

time, addressing issues of complexity using multi-level fitting to facilitate parameter estimation

[19] or simplifications [20] as well as by adding compartments to study multi-drug therapy

[21]. Immunotherapy has also been explored in the setting of mathematical modeling of PCa,

including studies in: combination therapy [22], effectiveness of dosage and treatment [23] or even

prediction of treatment failure time [24].

As previously mentioned, an important clinical parameter frequently used in model validation

is serum PSA, as it is the most common biomarker for PCa growth [25, 26, 27, 6, 28]. But are

serum PSA levels a robust and accurate way to track tumour progression and malignancy?

Different models have explored this question, as well as other alternative PSA metrics (such as

PSA relative velocity), or combining PSA with other supplementary clinical measurements (like

patient Gleason score (GS)) [29, 30, 31, 32].

The majority of mathematical models describing PCa growth and treatment response only

account for the temporal dynamics of these phenomena by leveraging one or several ordinary

differential equations. However, there is a dearth of spatially-resolved mathematical models rep-

resenting the mechanisms underlying PCa progression and the effects of therapies. Importantly,

spatial, memory-based, and stochastic models will be helpful in identifying spatial patterns in

tumour growth and interplay, including the metastatic processes, as more data, particularly

imaging data, becomes available [7].

In general, the development of the mathematical models outlined in this section signifies

an improvement in our knowledge of PCa and its management. Specifically, these models can

provide insight into the biological processes involved in PCa progression and treatment efficacy

3



and, therefore, they can also contribute to create more efficient methods for diagnosis, prognosis,

and therapy by employing mathematical and computational techniques to capture the intricate

dynamics of tumour growth and invasion. Hence, in order to enhance patient outcomes, the

state of the art in PCa computational oncology is centred on creating personalized, predictive

models that use data from multiple sources (e.g., PSA, medical imaging).

1.4 Thesis overview

After this introduction, Chapter 2 of this thesis presents a summary of current information

that serves as the framework for the research described in this work. This chapter discusses the

characteristics of the prostate, and the molecular mechanisms of PCa as well as its standard

diagnosis and treatment. In Chapter 3, we propose a continuous model that simulates the growth

patterns of localized PCa using a phase-field approach based on nutrient dynamics.

Then, Chapter 4 provides the results of a computational study of the model and a discussion

of the main findings. Finally, Chapter 5 summarizes the thesis and its contributions, as well as

future study directions. For the reader’s convenience, the bibliography is included at the end of

this document.
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Chapter 2
Biological Background

In the present chapter we focus on the biological context that provides the basis for the

work presented herein. We begin with an overview of the cancer mechanisms (Section 2.1),

the prostate and its anatomy, histology, and physiology, as well as common pathologies of the

human prostate (Section 2.2). Next, we focus on the mechanisms involved in the development

of PCa itself, its diagnosis, and its grading depending on the architectural structure of the

tumour (Section 2.3). Finally, we explore the mechanisms involved in the progression of PCa,

with special focus on the roles of matrix metalloproteinases (MMPs) and the Notch signalling

pathway (Section 2.4).

2.1 Understanding cancer

Cancer is usually characterized by an aberrant, excessive level of net proliferation that stems

from an imbalance of cell proliferation and death processes. Simply put, tumour cells do not

respond to the control mechanisms put in place by the host tissue. Most often, this process of

carcinogenesis occurs due to accumulation of genetic alterations, such as a genetic mutation or

epigenetic modification taking place in the cell’s DNA, and leading to the overexpression of an

oncogene (which promotes cell cycle progression) or, equally, the underexpression of a tumour

suppressor gene (TSG, which inhibits the cell cycle). Additionally, some genetic alterations

may enable precancerous and cancerous cells to bypass DNA repair mechanisms, which makes

the cell and its descendants to be more susceptible to the acquisition of further mutations

and epigenetic changes which may enable them to become enable it “immortal” due to the

imbalance between growth and inhibitory signals. Less commonly, these mutations can arise

not from direct genetic alteration of a cell or group of cells, but from induction of changes in

gene expression, for example, due to microenvironmental signals or even viral infection [33].

Furthermore, carcinogenesis can be and is often exacerbated by external factors such as the

individual’s lifestyle and their environment (like exposure to carcinogenics) (see [34]). Thus,
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the hallmarks of cancer (Figure 2.1) include self-sufficiency in growth signals, insensitivity to

growth-inhibitory signals, evasion of programmed cell death (apoptosis), limitless replicative

potential, sustained angiogenesis, and tissue invasion and metastasis, which is the process where

the tumour grows and spreads to nearby tissues and organs [35].

There are several hundred distinct neoplastic malignancies from a histology perspective,

which are divided into six main categories: carcinoma, sarcoma, myeloma, leukaemia, lym-

phoma, and mixed types. We focus on carcinomas, which are the most common type of cancers

(80% to 90% of all cancer cases), and develop in epithelial tissues (i.e. tissue that lines the

inner or outer surfaces of the body). Adenocarcinomas, which develop in an organ or gland,

and squamous cell carcinomas, which arise in the squamous epithelium, are the two main kinds

of carcinomas. The majority of carcinomas develop in glands or organs capable of secretion,

including the prostate [36].

Figure 2.1: The hallmarks of cancer. Adapted from [35].

2.2 The prostate

2.2.1 Anatomy, histology and physiology of the human prostate

The human prostate is a small glandular organ, whose geometry is often described as an

inverted cone. The volume of the prostate in young healthy individuals is usually 21 cc, but its

volume increases with age and may reach and exceed 100 cc in elderly individuals. It is located

just below the urinary bladder and in front of the rectum, surrounding the urethra, with the
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seminal vesicles located bilaterally at the base of the gland (Figure 2.2) [37]. McNeal et al.

[38, 39] first described the anatomy of the prostate, dividing it into an anterior fibromuscular

stroma (AFS) zone and three glandular zones: peripheral zone (PZ), transition zone (TZ), and

central zone (CZ). As portrayed in Figure 2.3, the PZ is the largest zone, making up 70% of

tissue in the prostate, and is where most PCas develop. In most young individuals, the TZ

makes up around 5% of the prostate and is situated close to the prostatic urethra. However,

benign prostatic hyperplasia (BPH), an exceedingly frequent pathology in older men, causes the

TZ to expand significantly in the majority of older individuals. Tumours can also develop in the

TZ, and there is evidence that there are physiological distinctions between these and the ones

that develop in the PZ. The CZ makes up 25% of the prostatic tissue in healthy individuals and

surrounds the ejaculatory ducts. Finally, the AFS is a thick, non-glandular band that forms the

anterior surface of the prostate [40]. [41, 42]

Figure 2.2: Diagram of a sagittal cross-section of the pelvis showing

the anatomic position of the prostate. Provided by Cancer Research UK

[41].

The glandular tissue is arranged into tubuloalveolar units, which are composed of acini

and ducts that are lined by the epithelial cells. Histologically, the human prostate presents

two main cell types: stromal and epithelial. Additionally, there are three types of epithelial

cells: basal, luminal and neuroendocrine, which form the prostatic ducts and are embedded

in the fibromuscular stroma (Figure 2.4) [43, 44, 45]. Secretory luminal cells, a differentiated

androgen-dependent cell type that produces prostatic secretory proteins, are the most common
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Figure 2.3: Zonal anatomy of the human prostate. Public Domain

image adapted from [42].

cell type. The basal cells, which make up a continuous layer in the human prostate that lies

between luminal cells and the basal lamina, are the second main epithelial cell type. Basal cells

lack secretory capabilities.

The primary function of the prostate is the secretion of fluid which becomes part of the

semen. Indeed, the majority of the seminal fluid is composed of secretions produced by the

prostate and the seminal vesicles. Acid phosphatase, amylase, zinc, fibrinolysin, and PSA are

all present in the mildly acidic secretions of the prostate [37].

Figure 2.4: Schematic representation of a prostatic duct showing

bilayered epithelium composed of the luminal layer and the basal layer

consisting of small cuboidal cells. Adapted from [43].
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2.2.2 Pathology of the human prostate

Prostatitis, BPH, and PCa are the most prevalent prostate diseases. Prostatitis, which is

the inflammation of the prostate gland, is the third most prevalent urogenital condition in males

and in people AMAB after BPH and PCa [46, 47]. Prostatitis, in contrast to these two disorders

which primarily affect older people, affects individuals of all ages, but especially those in the

middle age group. Additionally, there are several subtypes of prostatitits, namely acute bacterial

prostatitis (ABP), chronic bacterial prostatitis (CBP), chronic prostatitis/chronic pelvic pain

syndrome, and asymptomatic inflammatory prostatitis (AIP) [48].

BPH, as previously established, refers to the nonmalignant growth of the prostate that occurs

in the TZ. The histologic prevalence of BPH is approximately 10% for men in their 30s, 20%

for men in their 40s, 50% to 60% for men in their 60s, and 80% to 90% for men in their 70s

and 80s. Thus, this disorder occurs as an age-related phenomenon in virtually all individuals

AMAB [49, 50]. Lastly, PCa is the most serious prostate pathology, and will be discussed more

extensively in the following section.

2.3 Prostate cancer

The vast majority of PCa cases are adenocarcinomas, which means that the tumour originates

from the glandular cells of the prostate. It is typically a disease that affects older individuals

AMAB, with 6 out of 10 cases being identified in patients 65 or older with a mean age of

approximately 66 at the time of cancer diagnosis [51]. The probability of acquiring PCa rises

with age, from 0.005% in individuals under the age of 39 to 2.2% in those between 40 and 59,

and 13.7% in those between 60 and 79 [52]. In 2020, it was responsible for approximately 1.4

million new diagnoses and 375 000 deaths across the world [1].

2.3.1 Origin and progression

For a disease as common as PCa, relatively little is known about its aetiology. Despite this,

some risk factors have been suggested such as: age, ethnicity, family history, genetics, obesity,

diet, hormones, smoking, alcohol, and some medications. Excluding ethnicity and age, none of

these factors have been definitively established as contributing factors [52].

On a cellular level, PCa is characterised by a dysfunctional differentiation of the normal

epithelial lineage, resulting in luminal hyperproliferation, loss of the basal cell layer, breakdown

of the basal lamina, immune cell infiltration and stromal reactivity [53]. The cellular origin

of PCa is a heavily debated topic: although the most reported PCa is acinar adenocarcinoma
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(arising from the prostate gland secretory luminal lineage), it has been proposed that while

luminal cells are favoured as cells of origin in many contexts, basal cells can also give rise to

tumours after differentiating into luminal cells. Furthermore, a smaller subset of PCa develops

from the neuroendocrine cell lineage, originating what is called small cell-carcinoma [45, 54].

Currently, there are two hypotheses for the development of the dysfunctional differentiation

at PCa onset [53]: (i) the stochastic model, and (ii) the cancer stem cell (CSC) model. In

the stochastic model, there must be an event that affects the expression of an oncogene or a

TSG in one cell, ensued by mitosis that produces an equally mutated cell. PCa then results

of the accumulation of genetic defects in the descendants of the starting cell [55]. The CSC

hypothesis postulates that only a small subpopulation of cancer cells within a tumour has the

capacity to generate the tumour. This pool of cells, CSCs, is capable of self-renewal, and is

highly proliferative, meaning it would be responsible for the dysregulated differentiation from

which PCa originates. It is thought that these models are not mutually exclusive, and perhaps

play different roles at different stages of PCa development [53, 56].

The exact molecular mechanisms underlying prostate carcinogenesis and progression remain

elusive. Even so, there seems to be a multistage developmental progression from healthy tissue to

preneoplastic lesions (Figure 2.5), which the lead to full-fledged invasive adenocarcinoma of the

prostate and eventually androgen-independent lethal disease. The preneoplastic conditions in-

clude proliferative inflammatory atrophy (PIA) and proliferative inflammatory neoplasia (PIN).

The proposed model hypothesises that some form of inflammatory damage is responsible for

PIA, which has been demonstrated to mix with regions of PIN and malignant tissue, connecting

and reinforcing the idea of a sequential development of carcinogenesis [57, 58, 59, 60].

Figure 2.5: Progression pathway for human PCa, and the different molecular processes

associated. Adapted from [43].
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2.3.2 Diagnosis

Because PCa often produces little to no symptoms in its early stages, currently the strategy

used to tackle PCa is prevention and screening (recommended to men and people AMAB over

age fifty [45]) to optimize early detection and possible treatment [61]. Since PCa is a heteroge-

neous disease (from small latent tumours to metastatic cancer), it is important that clinicians

can determine the aggressiveness, the location and extension of the cancer in order to guide

treatment.

Typically, PCa is diagnosed via digital rectal examination (DRE), evaluation of PSA level in

blood, and transrectal ultrasound (TRUS) guided biopsy, which is considered the gold standard

method of diagnosis because it provides histopathological confirmation of the disease. The DRE

involves a doctor inserting a gloved finger into the rectum to feel the prostate for firm lumps

or other abnormalities. Suspicious DRE results are associated with higher risk of clinically-

significant prostate cancer (CSPC) in patients with high PSA values, and the test has less

significancy in patients with normal PSA levels [62]. The PSA test is a blood test that measures

the serum level of this prostate activity biomarker, which is associated with an increased risk

of PCa. Still, PSA is not cancer-specific, with abnormal values of PSA also being attributed to

other pathologies such as BPH and prostatitis. While the standard threshold for PSA level is

considered to be 4.0 ng/mL, urologists must take into consideration the context of the patient,

like age, race, comorbidities and family history [63]. If screening tests suggest the presence of

PCa, a TRUS-guided biopsy is usually performed, where small tissue samples are collected from

the prostate and examined under a microscope to confirm the presence of cancer. If the presence

of cancer cells is confirmed, a pathologist will then determine the tumour’s aggressiveness, by

microscopic observation of the prostatic tissue architecture [63].

Novel complementary screening and diagnosis methods are being researched, such as mea-

suring the blood levels of matrix metalloproteinases (MMPs), which are enzymes that play a

role in the breakdown of the extracellular matrix (ECM) [64]. MMP levels have been shown to

be positively correlated with GS, which, in turn, is associated the aggressiveness of the cancer

[64, 65, 66]. Medical imaging, such as ultrasound, magnetic resonance imaging (MRI) [67], or

Choline C-11 positron emission tomography (PET) scan simultaneously with a low-dose com-

puterized tomography (CT) scan, may also be used to detect PCa.

Gleason grading system

The Gleason grading system (Figure 2.6) was created in 1966 by pathologist Donald Gleason,

and since adopted worldwide. This system aims at estimating the prognosis of PCa patients
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by stratifying PCa based on its microscopic structure into groups of increasing aggressiveness

[68, 69]. [70]

Figure 2.6: Schematic depiction of the different Gleason Patterns.

Reproduced from [70].

Looking at PCa in haematoxylin and eosin-stained histology (H&E) slides histopathologists

can identify five architectural GPs (also known as Gleason grades), corresponding to different

levels of neoplastic progression. Each pattern is labelled with a number from 1 to 5, with higher

patterns corresponding to more aggressive cancers and worse prognosis [71]. Then, the GS is

calculated by summing the most and the second most prevalent patterns identified in the biopsy

tissue, meaning that the GS ranges from 2 (1+1) to 10 (5+5). A summary description of each

grade is presented in Table 2.1.

The Gleason grading system has been extensively shown to correlate with prognostic and

therapeutic outcomes, even more so after the 2005 International Society of Urologic Pathology

(ISUP) conference, which resulted in a Modified Gleason System, characterized by more detailed

descriptions [72]. However, being a subjective evaluation, it has been proved that there exists

high intra and inter-observer variability when grading PCa, as well as a lack of granularity

[73, 74]. This means that if a patient showed a GS of 7, it often was not distinguished between

being a result of a 3+4 score or a 4+3 score, despite these scores having different prognosis.

To address the limitations of GS, a new grading system was developed, Grade Groups (Table

2.1), and accepted in the 2014 ISUP Consensus Conference on Gleason Grading of Prostatic

Carcinoma as it proved that would prevent overtreatment. Currently, Gleason Grade Groups

are used in conjunction with the Gleason grading system [75].
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Table 2.1: Summary description of the Gleason grades & Grade Groups. From [69,

72].

Grade Description

1 Simple round glands, close-packed in rounded masses with

well-defined edges

2 Simple rounded glands, loosely packed in vague, rounded masses

with loosely defined edges

3A Medium sized single glands of irregular shape and irregular

spacing with ill-defined infiltrating edges

3B Very similar to 3A, but small to very small glands, which must

not form significant chains or cords

3C Papillary and cribriform epithelium in smooth, rounded cylinders

and masses; no necrosis

4A Small, medium, or large glands fused into chords, chains, or

ragged, infiltrating

4B Very similar to 4A, but with many large clear cells, sometimes

resembling ”hypernephroma”

5A Papillary and cribriform epithelium in smooth, rounded masses,

more solid than 3C and with central necrosis

5B Anaplastic adenocarcinoma in ragged sheets

Grade Group Description

Grade group 1 Only individual discrete well-formed glands

Grade group 2 Predominantly well-formed glands with lesser component of

poorly formed/fused/cribriform glands

Grade group 3 Predominantly poorly formed/fused/cribriform glands with lesser

(>5%) component of well-formed glands

Grade group 4 Only poorly formed/fused/cribriform glands, or predominantly

well-formed glands and lesser component lacking glands, or

predominantly lacking glands and lesser component of well-formed

glands

Grade group 5 Lack gland formation (or with necrosis) with or without poorly

formed/fused/cribriform glands
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3D architecture

It is important to study the 3D architectures of the different GPs, since the same grade

observed in the H&E histology slides can correspond to vastly different 3D architectures of the

tubuloalveolar structure. These architectures are illustrated in Figure 2.7 and were described

by Leenders et al. naming them based on their physical attributes. GP3 has tubules with local

interconnections and may form a continuous network with both fused GP4 (with increased inter-

connections) and poorly formed GP4 (showing reduced tubular diameter and size). Additionally,

the poorly formed GP4 architecture may also evolve into the GP5 cords architecture which shows

even more decreased tubular diameter and size, until lumens disappear. The glomeruloid GP4

architecture is defined by intraluminal protrusions of epithelial cells in a background of GP3

tubules and can be deemed as the intermediate condition between the two structural groups

represented in Figure 2.7: the structures in which most tumour cells are in contact with the

stroma (i.e., GP3, fused GP4, poorly formed GP4, glomeruloid GP4, and cords GP5), and the

ones where most of these cells are not in contact with the stroma (i.e., cribriform GP4 and solid

GP5). Furthermore, cribriform GP4 and solid GP5 (with or without comedonecrosis) present

serpentine layers of epithelial cells [76, 77, 78]. Interestingly, if a patient has GP4, the pre-

dominant architectural pattern present (i.e., fused, poorly formed, glomeruloid, or cribriform) is

associated with substantially distinct prognosis [79]. In particular, the presence of a cribriform

pattern has been shown to be a good predictor for metastasis after radical prostatectomy and

for biochemical recurrence, having poorer prognostic outcomes when compared to other GP4

architectures [80, 81, 82].

2.3.3 Morphoregulatory factors

PCa is characterized by the gradual proliferation and infiltration of malignant cells within

the prostate gland’s tubuloalveolar structures. While genetic changes in the epithelium are often

the driving force in adenocarcinomas, atypical paracrine interactions also play a determinant role

in PCa [83]. Hence, PCa growth mechanisms entail complex interactions between cancer cells,

the surrounding stromal microenvironment, and numerous signalling pathways. Importantly,

these mechanisms contribute to the deformation and alteration of the prostate gland’s natural

tubuloalveolar architecture during PCa progression, as outlined in the previous section.

The prostatic stroma is composed not only of stromal cells, smooth muscle and ECM, but

also of nerves and blood vessels. Combined with the different subtypes of epithelial cells and

biochemical milieu of the tissue, these components form the prostate microenvironment and

influence cancer progression [84]. Despite the fact that the stromal-epithelial interactions and
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Figure 2.7: Schematic overview of the Gleason growth patterns in PCa, their 3D

architecture, and corresponding H&E slides. Adapted from [73, 78].

15



molecular pathways involved in PCa carcinogenesis are similar to those involved in regular

embryological development, these mechanisms are not as well understood in cancer as they are

in normal embryogenesis. Specifically, pubertal prostates, PCa, and BPH gene expression profiles

revealed shared gene expression patterns between the three cases. These findings emphasize the

necessity of studying developmental pathways in BPH and PCa, as well as the possibility that

numerous developmental pathways could be suitable targets for BPH and PCa therapy [85].

There are many morphoregulatory pathways in prostate ductal development that may con-

tribute to the progression of PCa. These pathways have been shown to be essential for pathways

which are essential for prostatic development initiation, budding, branching and differentiation

[86]. Additionally, PCa progression has also been shown to be mediated by several other biologi-

cal processes, such as the influence of the ECM in cell migration and proliferation, angiogenesis,

and mechanisms involved in growth, invasion, and metastasis [87], like the ones regulated by

MMPs. For the purposes of this work, we will focus individually on the Notch pathway and the

roles of MMPs in PCa progression.

Matrix Metalloproteinases

Malignant tumours are distinguished by their ability to disrupt matrix barriers, allowing

for invasion of adjacent tissues, intravasation, extravasation, and metastasis [88]. These phe-

nomena are possible due to proteolytic systems capable of hydrolysing basic ECM components.

Although several proteases have been linked to cancer spread, a particular family of enzymes

known as MMPs have been the subject of considerable anticancer research [89]. These enzymes

are zinc-dependent endopeptidases, they are named after their reliance on metal ions for catal-

ysis and their capacity to destroy ECM structural proteins, and the are involved in typical

hallmarks of cancer. In a paracrine way, cancer cells are able to stimulate surrounding host

cells to produce MMPs, which can then be bounded on the cancer cell surface and used by

them to induce the ECM degradation [90]. In humans, the MMP family consists of 23 enzymes

that can be subdivided into six groups: collagenases (which degrade types I, II, and III colla-

gen), gelatinases (which degrade type IV collagen), stromelysins (which degrade proteoglycans),

matrilysins (which degrade several other ECM proteins), MT-MMP (which are membrane-type

MMPs also capable of digesting ECM molecules), and other MMPs. For an overview on MMPs,

the interested reader is referred to [91]).

MMP dysregulation boosts PCa progression into metastasis by disrupting the processes of

morphogenesis, tissue repair, epithelial to mesenchymal transition (EMT), and angiogenesis [64].

Angiogenesis is the complex process of formation of new blood vessels and capillaries. In the
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context of cancer, this process is mediated by growth factors released by cancer cells in regions of

hypoxia or inflammation, such that the newly-formed blood vessels and capillaries facilitate the

diffusion of nutrients and oxygen to those areas. During this process, the sprouting of endothelial

cells to initiate the formation of the new blood vessel or capillary is mediated by MMPs, which

enable the dismantlement of pre-existing endothelial-lined vessels. Additionally, angiogenesis is

fundamental for tumour branching [92].

In the context of cancer, the role of MMPs is not only due to their direct action, but

also to changes in the expression of their main regulators, which are termed tissue inhibitors

of metalloproteinases (TIMP-1, TIMP-2, TIMP-3, and TIMP-4). Generally, in PCa, MMP

activity is dysregulated due to an upregulation of MMPs and a loss of TIMP activity. MMPs are

thought to be more active during the later stages of PCa given that they show higher expression

in tumours with higher GS. Increased expression of MMP-2, -3, -7, -9, -13, -14, -15, and -26 has

been reported in serum and tissue samples from PCa patients and is associated with advanced

or metastatic stages, whereas MMP-1 expression is linked to lower grade carcinomas and a

decreased incidence of invasion. In particular MMP-2 and -9 have been extensively researched,

with studies indicating a link between increased activity and higher GS. The interested reader

is referred to [64] for a summary of reported activity of MMPs in PCa).

Given the importance of MMP activity in cancer progression, these small enzymes could

make excellent therapeutic targets. Because it was assumed that MMPs have a harmful role

in tumour growth, synthetic matrix metalloproteinase inhibitors (MMPIs) have been developed

and tested. However, due to toxicity at higher doses, this first-generation of these drugs failed in

phase III studies [93]. MMP involvement in cancer progression has since been found to be less

"black-and-white", with research revealing that some MMPs may have anti-cancer effects and,

hence, emphasizing the importance of determining their activities in specific cellular contexts.

Notch Signalling Pathway

Notch signalling is initiated through the interaction between a cell surface receptor (Notch-

1, -2, -3, -4), and its corresponding ligands found on neighbouring cells (Delta-like1, 3, 4 or

Jagged-1, -2). Upon binding of the Notch receptor to its transmembrane ligand, the receptor

undergoes proteolytic cleavage mediated by members of the A disintegrin and metalloprotease

(ADAM) family as well as γ-secretase. Consequently, the Notch intracellular domain (NCID)

fragment is released and translocated to the nucleus, where it exerts its regulatory influence on

gene transcription [94].

The intricate and dynamic Notch pathway governs a diverse array of cellular activities, and
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plays a fundamental role in normal prostate development. Furthermore, dysregulation of this

pathway has been implicated in the initiation and progression of PCa, including tumour devel-

opment, invasion, metastasis, and angiogenesis [95, 96]. Nevertheless, the functional significance

of Notch signalling in PCa is controversial. While the literature agrees on the involvement of

the Notch pathway in prostate development, different research groups regularly reach conflict-

ing conclusions when researching its significance in PCa. Activation of this signalling cascade

inhibited cancer growth in multiple studies [97, 98, 99], but others provided data that directly

contradicted this impact [100, 101].

The "Goldilocks effect" could explain why both Notch pathway inhibition and activation

suppress tumour progression. Moderate Notch signalling may promote growth, whereas high

or low levels of pathway activation may inhibit growth, explaining these differences [102]. For

example, in a study by Qing et al. (2020) that aimed to investigate Notch genes as potential

biomarkers and drug targets using multidimensional analysis of multiple databases, it was high-

lighted how ambiguous this pathway is, having seemingly roles both as a tumour suppressor

and a tumour promotor. Interestingly, from a clinical point of view, the authors found a posi-

tive correlation between GS and Notch-1 and Notch-4 expression, and that higher expression of

Notch-1, Notch-3, and Notch-4 seemingly cause poor prognosis for PCa patients [103].

Therefore, more research needs to be conducted to unravel the mechanisms involved for the

development of novel therapies targeting the Notch pathway in cancer in general, and in PCa,

in particular.
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Chapter 3
Methods

This chapter describes the computational model proposed in this master thesis. First, Sec-

tion 3.1 provides a brief overview of the phase-field method. Then, Section 3.2 presents the

mathematical model used for the work presented herein, and we delve into the specifics of how

the tumour, nutrient, prostatic ducts, and ECM degradation are simulated.

3.1 The phase-field method

Phase-field models constitute a powerful computational framework for studying various phys-

ical phenomena. This modeling approach originated in the field of Physics, in the context of

non-equilibrium systems in materials science. For example, the first applications of the phase-

field method aimed at describing phase transitions and microstructural evolution, in the materi-

als science field [104, 105]. Nevertheless, phase-field models have since extended to other fields,

such as cell movement [106], dendritic growth [107], and tumour growth [108].

The main idea of this approach is that the state of the entire system is represented contin-

uously by the order parameter, ϕ. The order parameter is a scalar field that varies between

0 and 1 (or -1 and 1), where ϕ = 0 and ϕ = 1 each represent a different phase, while inter-

mediate values correspond a smooth interface between the two phases (Figure 3.1). Then, the

spatiotemporal dynamics of the order parameter (i.e., the phase-field) are described by a set of

unique PDEs. Thus, computer simulations of phase-field models enable the visualization of the

evolving interfaces under different parameter settings [109, 110].

Taking into consideration that the mathematical framework of the phase-field model enables

the description of complex spatial patterns and the evolution of interfaces, and that modern

imaging techniques allow for tumour evolution tracking, it is reasonable to think that this

modelling approach is well-suited for investigating and predicting spatio-temporal dynamics of

tumours. Specifically, solid tumour growth can be seen as a moving boundary problem between

healthy and cancerous tissue [111].
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Figure 3.1: Profile of order parameter (ϕ) on a line across

the domain of a two-phase microstructure.

3.2 Mathematical model

The model presented herein is an extension of the model developed by Lorenzo et al. [6],

whose purpose was to define a tissue-scale, patient-specific computational framework that de-

scribes localized PCa growth. The model developed in this master thesis further includes the

effect of the local geometry of prostatic ducts as well as the effect of MMP-mediated ECM

degradation in PCa dynamics.

3.2.1 Tumour

We leverage the phase-field method to describe PCa growth as a moving boundary problem.

Hence, we define an order parameter ϕ that jointly represents cancerous (ϕ=1) and healthy

tissue (ϕ=0), while intermediate values define the evolving tumor interface (e.g., ϕ = 0.5).

ϕ =


0, healthy tissue

1, tumorous tissue
(3.1)

The derivation of the PCa growth model starts by defining a free energy function. We choose

a Ginzburg-Landau free energy given by
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E[ϕ] =
∫

Ω

(
F (ϕ) + ε2

2 (∇ϕ)2
)
dr, (3.2)

where Ω denotes the spatial domain of the system, ϕ is the order parameter, and r is a position

vector. The second term in the integrand of Eq (3.2) represents the surface energy, which is

governed by the interface width ϵ. Additionally, F(ϕ) is a double-well potential, which is a

function with two energy minima (0 and 1) that is provided by

F (ϕ) = 16ϕ2(1 − ϕ)2. (3.3)

To describe PCa growth, we will use an Allen-Cahn phase-field formulation [112]. Hence, our

model explains the temporal change of the order parameter in terms of the functional derivative

of the free energy with respect to the order parameter, an interface relaxation time τ , and a

series of reaction terms globally denoted by R(ϕ, σ) that depend on the order parameter ϕ and

the local nutrient concentration σ. Thus, we can write the general formulation of our model of

PCa growth as

∂ϕ

∂t
= −1

τ

δE

δϕ
+R(ϕ, σ), (3.4)

To calculate the functional derivative of the free energy with respect to the order parameter,

we first define

δE = E[ϕ+ δϕ] − E[ϕ] =
∫
δE

δϕ
δϕdr, (3.5)

where

E[ϕ+ δϕ] = E[ϕ] + δE =
∫ (

F (ϕ+ δϕ) + ε2

2 (∇(ϕ+ δϕ))2
)
dr

≈
∫ (

F (ϕ) + dF

dϕ
δϕ+ ε2

2
(
(∇ϕ)2 + 2∇ϕ · ∇δϕ

))
dr

=
∫ (

F (ϕ) + ε2

2 (∇ϕ)2
)
dr +

∫ (
dF

dϕ
δϕ+ ε2∇ϕ · ∇δϕ

)
dr.

(3.6)

Consequently, by reintroducing the final expression from Eq (3.6) back into Eq. (3.2), we

obtain
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δE =
∫ (

dF

dϕ
δϕ+ ε2∇ϕ · ∇δϕ

)
dr

=
∫ (

dF

dϕ
− ε2∇2ϕ

)
δϕdr.

(3.7)

Finally, from Eqs. (3.5) and (3.7) we get

δE

δϕ
= dF

dϕ
− ε2∇2ϕ (3.8)

By bringing Eq. (3.8) back in to Eq. (3.5)), setting Dϕ = ϵ2

τ , and introducing the formulation

of the reaction terms for the model used herein, we arrive at the PDE describing PCa growth

∂ϕ

∂t
= Dϕ∇2ϕ− 1

τ

dF (ϕ)
dϕ

+ χσϕ−Aϕ. (3.9)

In Eq. (3.9), the term dF (ϕ)
dϕ is obtained straightforwardly from the double-well potential in

(3.3) as

dF (ϕ)
dϕ

= 64ϕ(ϕ− 1)
(
ϕ− 1

2

)
(3.10)

Additionally, the first reaction term in the right-hand side of Eq. (3.9) describes tumor cell

proliferation as a nutrient-driven process governed by the proliferation rate χ and that depends

linearly on the presence of cancer cells (ϕ) and the local nutrient concentration (σ). The second

reaction term represents tumor cell apoptosis, which depends linearly on the order parameter

(ϕ) and an apoptosis rate A. While the formulation of the proposed phase-field follows that

of Lorenzo et al. [6], notice that the proliferation rate further depends on the order parameter

instead of only on the local nutrient concentration.

3.2.2 Nutrient

While the proliferation of the tumour is a complex process where growth factors, androgen

hormones, nutrients, and oxygen play a part, for the sake of simplicity we assume that tumour

growth depends on the concentration of a generic nutrient, σ. We model the spatiotemporal

dynamics of this generic nutrient with a reaction-diffusion PDE given by

∂σ

∂t
= Dσ∇2σ + s− δϕ− γσ. (3.11)
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In Eq. (3.11), the diffusion of the nutrient is governed by a diffusivity Dσ and it occurs

from the local blood vessels and capillaries present in the prostate to the tissue. Hence, notice

that the nutrient is not equally and readily available at all points of tissue. The first reaction

term in the right-hand side of Eq. (3.11) represents the nutrient supply (s), which is modeled

as discrete circular sources based on the average vascular density and diameter of blood vessels

and capillaries in the prostate [113]. The last two terms respectively represent the consumption

of nutrient by the tumor at a rate δ and the natural degradation of the nutrient at a rate γ.

Additionally, it is also assumed that convection has a negligible contribution to glucose transport

(i.e., that the bulk fluid flow on the movement of glucose is assumed to being insignificant

compared to diffusion).

Given that the nutrient diffusion is much faster than tumor development (i.e., Dσ ≫ Dϕ),

Eq. (3.11) can be evaluated at equilibrium (a change added to the model implemented by

Morais [114]). This assumption further facilitates the numerical resolution of the model during

computer simulations by reducing the computational resources and time.

3.2.3 Prostatic ducts

As discussed in the 3D architecture subsection, tumour growth influences the underlying

ductal structure that makes up the prostate gland, and vice-versa. This process is not com-

pletely understood, although there are mechanisms known to contribute to it, as seen in the

morphoregulatory factors section. To study the ducts’ influence in tumour progression we

introduce a new order parameter ψ that is dependent on the local morphology, such that ψ =

0 represents the duct and ψ = 1 corresponds to the neighboring stroma around the duct.

First, we need to extend the PDE governing PCa growth to include the effect of local

morphology described by the new order parameter ψ. Towards this end, we extend the free

energy introduced in Eq. (3.2) as follows:

E[ϕ] =
∫

Ω

(
F (ϕ) + F (ψ)

η
+ µτG(ϕ, ψ) + ε2

2 (∇ϕ)2 + ε2

2
(∇ψ2)
η

)
)
dr. (3.12)

In Eq. (3.12), the parameter η lowers the energy associated with the duct’s interface, overall

reducing the surface tension contribution to the system. Furthermore, parameter µ regulates

the influence of the duct. For higher values of µ, more energy is needed for the tumour to invade

the tissue, such that its development will be more restricted within the duct geometry. For lower

values of µ, the opposite holds true. Additionally, the term G(ϕ, ψ) is given by
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G(ϕ, ψ) = ψ2(2ψ − 3)ϕ2(2ϕ− 3)
2 . (3.13)

Equation (3.13) is null when ϕ = 0 and ψ = 1, and also when ψ = 0. Thus, it reduces

the system’s energy when the tumour is inside of a duct, while increasing it when the tumour

is outside of the duct. Following the same approach that rendered the PDE governing PCa

dynamics from the free energy functional (i.e., Eqs. (3.3) and (3.9)), respectively), we can now

use the extended free energy in Eq (3.12) to obtain the new model of PCa dynamics accounting

for the underlying duct architecture as

∂ϕ

∂t
= Dϕ∇2ϕ− 1

τ

dF (ϕ)
dϕ

+ χσϕ−Aϕ− ηµ
dG(ϕ, ψ)

dϕ
, (3.14)

where,

dG(ϕ, ψ)
dϕ

= 3ψ2(2ψ − 3)ϕ(ϕ− 1). (3.15)

Leveraging the same mathematical derivation followed to obtain the phase-field model gov-

erning PCa growth, we can also derive the PDE that describes the spatiotemporal changes to

the duct architecture. This procedure requires using the functional derivative of the free energy

with respect to order paramter ψ, and results in the following PDE:

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

(3.16)

where τD is the interface relaxation time, which is related to the mobility of the duct’s wall. The

lower the value of τD, the faster the duct deforms while the tumour is expanding. For higher

values of τD and µ, the tumour will thus grow inside the duct, which will be rigid.

Because the duct’s wall (or interface) introduces a surface-like energy that causes an interface

contraction, Paiva [115] added a new term to counteract this effect, which is dependent on the

curvature, as follows,

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

+Dψ
τ

τD
ĉ|∇ψ|, (3.17)

where the interface curvature, ĉ, is given by,

ĉ = −∇ · n̂, (3.18)
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with n̂ being the normal vector to the contour surfaces of ψ, and thus defined n̂ = ∇ψ/|∇ψ|.

This addition proposed by Biben et al. [116] as a phase-field approach for vesicle dynamics,

guarantees that the interface movement is consequence of any imposed force and not of the

interface surface tension.

3.2.4 ECM degradation

In order to study and simulate the changes of the normal tissue organization of the prostate

during tumour growth that leads to the formation of different GPs, we need to model the

ECM breakdown of the prostatic ducts, which allows the branching of the ductal structure,

and tumour invasion of the tissue. To achieve this, we assume that this degradation process is

primarily driven by the action of MMPs, which will act at the interface between the tumour

and ECM. We will introduce a new non-dimensional variable CM that represents the effect of

the MMPs in degrading the ECM.

A singular source

Let us first assume that MMPs have a unique source, from which they diffuse into the

prostatic tissue nearby. To model this case, we introduce a reaction-diffusion PDE that governs

the spatiotemporal dynamics of local MMP concentration as follows

∂CM
∂t

= DCM
∇2CM + α(r⃗) − ζCM , (3.19)

where α(r⃗) is the production term for the MMPs, and ζ is the degradation coefficient. Here,

the source of MMPs is considered to have a circular shape that will move to be at the interface

between the tumour and the duct.

Given that MMPs degrade prostatic tissue, we can extend the phase-field model describing

prostatic tissue architecture (i.e. Eq. (3.17)) as follows

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

+ λ
τ

τD
ĉ|∇ψ| − f(CM )ψ, (3.20)

where the MMP-driven degradation function f(CM ) is defined as a standard Hill function given

by

f(CM ) = βCnM
kn + CnM

. (3.21)
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Multiple sources

To simulate the diffusion of MMPs from multiple sources, we look at the work developed by

Travasso et al. [117, 118] on binary and ternary phase separation of polymeric mixtures. While

this work describes the process of phase separation in an immiscible ternary A/B/C mixture,

where all components separate simultaneously with a reversible chemical reaction between A

and B (with forward and reverse reaction rate coefficients Γ+ and Γ−), we are only interested

in the equations that describe the separation in a binary blend. This model is characterized by

the order parameter ρ, and has solutions that resemble small circular domains in an hexagonal

lattice that will be used to model MMP sources in the tumour. The reaction between the two

constituents A and B is,

A
Γ+

⇄
Γ−

B, (3.22)

and the spatiotemporal dynamics of the two constituents is as follows

∂ρ

∂t
= Mρ∇2ωρ −

(
Γ+ + Γ−

)
ρ+

(
Γ− − Γ+

)
. (3.23)

Eq. (3.23) describes a lamellar phase, when Γ+= Γ−, and an hexagonal lattice of small

circular domains when Γ+ ≫ Γ− or when Γ+ ≪ Γ−, which is what is pretended. Setting r = Γ−

Γ+

and Γ0 = Γ+ + Γ− we get

∂ρ

∂t
= Mρ∇2ωρ − Γ0ρ+ Γ0

(
r − 1
r + 1

)
, (3.24)

where Mρ is the mobility of the order parameter ρ. The chemical potential, ωρ, is given by,

ωρ = δF (ρ)
δρ

, (3.25)

where the free energy functional, F(ρ), is given by,

F (ρ) =
∫
dr
[
f(ρ) + 1

2(∇ρ)2
]
. (3.26)

Finally, the local free energy, f(ρ), takes the form

f(ρ) = −ρ2

2 + ρ4

4 , (3.27)
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from which we get

ωρ = δF (ρ)
δρ

=⇒ ωρ = f ′ (ρ) − (∇2ρ). (3.28)

Lastly, to facilitate the creation of MMP domains we add a new fluctuating term to Eq.

(3.24). Let X represent a random variable uniformly distributed in the interval [0, 1],

∂ρ

∂t
= Mρ∇2ω − Γ0ρ+ Γ0

(
r − 1
r + 1

)
+ (X − 0.5) 10

cosh2
(

(ρ+0.5)
0.2

) . (3.29)

Eq. (3.24) will be used to simulate MMP production sites inside the tumour. With this aim,

Γ0 will be set to a low value inside the tumour and to a large value outside (Figure 3.2).

Figure 3.2: Representation of the evolution of the hexagonal lattice

of small circular domains, effectively degrading the ECM of the duct (in

black) and invading the stroma (in yellow).

We can manipulate this hexagonal pattern-producing system to simulate the appearance and

consequent diffusion of MMPs, that will then degrade the ECM of the duct. This is done by

altering equation (3.19), in by modulating the production term, α, in a way that makes this

production dependent on the order parameter ρ, like so,

∂CM
∂t

= DCM
∇2CM + αg(ρ) − ζCM , (3.30)

with

g(ρ) = 0.5
(

tanh
(
ρ− 0.7

0.2

)
+ 1

)
. (3.31)

At which point we can alter equation (3.20), multiplying the last term by the order parameter

ψ, ensuring that the hexagonal pattern (now our sources of MMPs), only develop inside the duct,

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

+ λ
τ

τD
ĉ|∇ψ| − f(CM )ψ. (3.32)
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Chapter 4
Results & Discussion

In the present chapter we present the obtained results, starting by clarifying the initial con-

ditions used in our model (Section 4.1). We then explore the mechanisms of proliferation of

the tumour (Section 4.1.1), how the characteristics of the prostatic ducts influence the mor-

phology of the structure (Section 4.1.2), and finally we discuss how the curve-dependent term

affects the system (Section 4.1.3). Lastly, we provide and analyze the results of introducing a

singular (Section 4.1.4), and multiple (Section 4.1.5) sources of MMPs.

4.1 Initial Conditions

Figure 4.1: Initial conditions. Tumour (ϕ), nutrient (σ) and duct (ψ), when t = 1 d.

The simulations were run on a 1510 µm x 1510 µm 2D computational domain, with a spacing

between points of 15.1 µm. We assume periodic boundary conditions (PBCs) and the values for

the different parameters were taken from the work of Lorenzo et al. [6, 119]. In table 4.1 we

present the values for the different parameters used in the model.

Initially, the tumour is represented by a circle with a radius of 72.48 µm. The nutrient is

heterogeneously distributed in the space, and diffuses from blood vessels represented as squares

with 24.4 µm side, with a vascular density of 59.9 [113], i.e. 59.9% of the space is covered by the

blood vessels. Eq. (3.11), governs the nutrient distribution inside the blood vessels, while the
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rest of the space has a baseline value for the nutrient production of 0.5 g·L−1d−1. We consider

the prostatic duct to have a diameter of 151 µm [76, 77]. In our 2D simulation, we can see the

tumour inside the prostatic duct, in the nutrient-containing tissue (Figure 4.1). This is the basis

of the model, given by Eqs. (3.11), (3.14), and (3.16).

Table 4.1: Parameter values.

Parameter Description Value

Dϕ = Dσ = Dψ Diffusivity of the phase-field 900 µm2 · d−1

τ Interface relaxation time 3.65 d

χ Nutrient-driven growth 2.8 g · L−1 · d−1

A Apoptosis rate 1.6438 d−1

s Nutrient supply 5.5 ± 2.75 g · L−1 · d−1

δ Nutrient consumption rate 2.75 g · L−1

γ Nutrient decay rate 2.76 d−1

τD Interface relaxation time* — d

µ Duct’s resistance to infiltration* —

η Tumour vs. duct interface ratio 10

α MMP production coefficient 1 d−1

ζ MMP degradation coefficient 0.2 d−1

k MMP concentration where f(CM ) = 0.5 0.2

n Hill coefficient 15

β ECM degradation rate 85

Γ0 Γ+ + Γ− 0.5

r Γ−

Γ+ 3

*varying values

4.2 Proliferation of the tumour

Tumour growth will depend on the cell’s proliferation rate, the apoptosis rate coefficient,

and on their nutrient availability. With a fixed nutrient distribution and apoptosis rate for the

cells, we can see how the tumour proliferation rate affects the tumour’s ability to survive.

Logically, the higher the value of the proliferation rate the faster the tumour grows and

spreads. While the initial shape for the tumour is a circle, as it grows we see the edges of the
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tumour become more rugged. This is due to the heterogeneity of the nutrient supply which

drives growth along the gradients of σ resulting in this shape instability. This effect can be

visualized in Figure 4.2, and even more clearly in Figure 4.3, which shows the percentage of

area occupied by the tumour for different values of χ over time. We observe that there is a

minimum threshold which allows for tumour growth (approximately χ = 2.4 for the parameters

used), otherwise the tumour shrinks. With this, we will set χ = 2.8 for the following simulations,

allowing for a steady growth of the tumour mass.

Figure 4.2: Tumour growth for each χ value tested. A corresponds to the initial

condition, with B, C, D, E , F and G, corresponding to the state of the tumour at t = 500 d

for different values of χ (2.2, 2.3, 2.4, 2.5, 2.8, 3.1, respectively).
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Figure 4.3: Percentage of the simulated region occupied by the

tumour mass for different values of χ, over time.

4.3 Tumour growth affects duct morphology

As discussed before, the morphology of the ductal structure is affected by the process of

tumourigenesis, and vice-versa, through a plethora of biochemical processes which are yet to

be understood in their entirety. When tumour growth initiates inside a prostatic duct the

morphology of the tissue gradually changes from healthy prostatic acini with empty lumens,

giving rise to PIN (characterised by luminal cell hyperplasia), and eventually leading to invasive

carcinoma, giving rise to the different GPs (consequence of tumour-promoting changes in the

microenvironment).

The proliferation of the tumour will thus either naturally deform the ductal structure, or it

will cause the lumens to be entirely invaded by the tumour without being significantly deformed.

This process was simulated by Eqs. 3.11, 3.14, and 3.17, and by varying the two parameters

responsible for the tumour-duct interaction, τD and µ. As clarified before, the value of µ regulates

the permeability of the tumour in the tissue, while the value of τD describes the mobility of the

duct’s walls. (Table 4.2).

With this, Figures 4.4 and 4.5 show the evolution of tumour growth inside a duct for different

values of τD (10, 30, and 50), and for values of µ of 2 and 0.2. For the higher value of µ =

2 resistance to infiltration is substantial, which means that the tumour cannot freely leave the

duct, and follows the direction of the duct (Figure 4.4). When we lower this value, we see that
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Table 4.2: Effects of µ and τD on the duct dynamics.

Low High

µ Tumour less restricted to duct Tumour more restricted to duct

τD Flexible duct Rigid duct

the tumour is less restricted to the duct, and thus is able to grow outside the duct’s domain

(Figure 4.5, bottom row). This effect is exacerbated as we increase the value of τD i.e., as we

increase the rigidity of the duct (comparing the bottom right and bottom left images of Figure

4.5, for example).

Figure 4.4: Growth of a tumour restricted to the interior of a duct and its

deformation for different values of τD, and a fixed value of µ. From top to bottom

row, t = 1, t = 100 d, t = 400 d, t = 700 d, t = 1000 d
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On the other hand, the decrease of the mobility of the duct’s walls influences the morphology

of the tumour for µ = 2, with the tumour growing within the path imposed by the duct, and not

leaving it. As τD increases, the tumour is gradually more constricted and unable to meaningfully

distort the duct (Figure 4.4, left column).

Comparing tumour morphology for both cases it is clear that the higher freedom of movement

related to lower µ and τD facilitates the invasion of the stroma, as the duct is malleable and less

energy is required for the tumour to leave the imposed path. The complete restriction of the

tumour to the duct can only be achieved when setting both these parameters to higher values.

Figure 4.5: Growth of a tumour restricted to the interior of a duct and its

deformation for different values of τD, and a fixed value of µ. From top to bottom

row, t = 1, t = 100 d, t = 400 d, t = 700 d, t = 1000 d
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4.4 Implications of the curvature-dependent term

The curvature-dependent term added to the model by Paiva [115], first proposed by Biben

et al. [116] cancels the surface tension between the duct and the tissue. This term will be

important to permit the development of new ducts.

To address how necessary the addition of this term was we sought to determine how signifi-

cant was the influence of surface tension. To this effect, we simulated a circular domain of tissue

to study its evolution under the influence of surface tension (Figure 4.6).

Figure 4.6: Circular tissue domain

The phase-field for the order parameter ψ was then calculated over time, for two cases:

• With the curve-dependent term:

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

+Dψ
τ

τD
ĉ|∇ψ|

• Without the curve-dependent term:

∂ψ

∂t
= Dψ

τ

τD
∇2ψ − 1

τD

dF (ψ)
dψ

− ηµ
τ

τD

dG(ϕ, ψ)
dψ

What is expected is that this term acts a stabilizing force on the interface by counteract-

ing the surface tension introduced by the duct’s wall that works towards minimizing the area

of the interface, while maintaining an hyperbolic tangent profile (which implies that the inter-

face between the phases changes smoothly and gradually as it moves). Therefore, without the

curvature-dependent term, the circular shape would decrease in size over time, as the system

minimizes the interface area.
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Looking at the percentage of the area occupied by the tissue over time (Figure 4.7), it is

clear that the curvature-dependent term does in fact contribute to stop a decrease of the circle’s

area, when compared to the results of the simulation without this term.

Figure 4.7: Percentage of the simulated region occupied by

the circle, over time.

4.5 Singular source of MMPs

In this section, we present the results of our simulation with a focus on the influence of a

singular source of MMPs for ECM degradation, and investigate how the presence of an MMP

source affects tumour progression, duct deformation, and branching behavior.

The system is now simulated by Eqs. (3.11), (3.14), and (3.20). We introduce a new

equation (Eq. (3.19)) which models the dynamics of MMP concentration, including a production

coefficient α(r⃗), which represents the MMP source and a degradation coefficient, ζ.

The degradation of the ECM of the duct itself is achieved by the last term in Eq. (3.20), which

modulates the degree of degradation based on the MMP concentration using a Hill function.

The MMPs diffuse from a circular region located specifically at the interface of the duct, and

follow the movement of the interface as the system evolves and the tumour grows and deforms

the duct. As the MMPs diffuse into the ECM, they degrade it, allowing the tumour to invade

the tissue and causing the duct to deform.

The simulation results demonstrate that the introduction of the singular source for ECM

degradation successfully impacts the system’s behavior. In Figures 4.8 and 4.9, we show the

results of the simulation, where the MMPs are produced and diffused from the circular source,
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creating regions of ECM degradation. The tumour takes advantage of these regions, invading

the degraded ECM and spreading further into the stroma. The ECM degradation leads to a

restructuring of the ducts’ architecture, causing them to deform under the influence of tumour

growth.

Figure 4.8: Growth of a tumour mass (ϕ) restricted to the interior of a duct

(ψ) whose ECM is being degraded by the action of MMPs (CM) for high

MMP degradation. From left to right: tumour (ϕ), nutrient (σ), duct (ψ), and

MMP concentration (CM ) evolution.

The production and degradation coefficients (α(r⃗) and ζ) dictate the evolution of the CM ,

and need to be appropriately balanced to maintain steady values, otherwise the source of MMPs

will be more diffuse in nature (Figure 4.10), leading to a degradation of the duct that is less

focused, such as the one reproduced in Figures 4.8 and 4.9.

While the production and degradation coefficients dictate the evolution of the CM , it is the

last term in Eq. (3.20) that dictates how the ECM of the duct is degraded, namely parameters n

and k of the Hill function, which were chosen based on the values of the concentration of MMPs,

as well as the ECM degradation rate β.

Parameters τD and µ also affect how fast the formation of the new branch happens, as seen

in Figures 4.8 and 4.9 since the malleability of the duct and the ease with which the tumour can

escape it influence the path taken by the tumour as it grows. If the tumour is more restricted

to the inside (Figure 4.8), as the ECM gets degraded the tumour will grow into this new path of
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Figure 4.9: Growth of a tumour mass (ϕ) restricted to the interior of a duct

(ψ) whose ECM is being degraded by the action of MMPs (CM) for high

MMP degradation. From left to right: tumour (ϕ), nutrient (σ), duct (ψ), and

MMP concentration (CM ) evolution.

Figure 4.10: Growth of a tumour mass (ϕ) restricted to the interior of a

duct (ψ) whose ECM is being degraded by the action of MMPs (CM), for

low MMP degradation. From left to right: tumour (ϕ), nutrient (σ), duct (ψ),

and MMP concentration (CM ) evolution.

less resistance more easily, as opposed to a more malleable duct (Figure 4.9), where the tumour

can more easily grow and deform the duct.
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Overall, Eq. (3.20) is an interesting way to modulate ECM degradation, being able to

reproduce mechanisms driving tumour invasion, duct deformation, and branching behaviour

that take place in tumourigenesis, altering the normal architectural structure of the tissue.

It also allows parameter tweaking that could potentially simulate different GP formation as

observed in clinical samples.

4.6 Multiples source of MMPs

In this section, we explore the system’s evolution when considering the diffusion of MMPs

from multiple sources, represented by the hexagonal lattice of small circular domains. These

sources act as catalysts for the degradation of the ECM in the ducts, leading to duct deformation

and the formation of multiple branches. We contrast this scenario with the previous approach

of using a singular MMP source.

The results presented in this section were simulated by Eqs. 3.11, 3.14 and 3.32 which

describe the dynamics of the duct’s deformation and branching under the influence of MMP

diffusion and degradation. The dynamics of MMP concentration are now governed by Eq. (3.30),

with the production coefficient being modulated by Eq. (3.31), which in turn is dependent on

the order parameter ρ (Eq. (3.29)), responsible for the appearance of small circular domains in

an hexagonal lattice (our circular sources of MMPs).

In the same way as the previous case, the production and degradation coefficients influence

the evolution of the CM , and it is the last term in Eq. (3.32) that determines how the ECM of

the duct is degraded.

Unlike the single source scenario, the sources of MMP, multiply over time inside the tumour

and act at the interface of the duct. Parameter Γ0 played a crucial role in determining the

appearance of the hexagonal lattice of small circular domains inside the tumour, since it depends

on the value of ϕ. When ϕ = 1, Γ0 was selected such that the hexagonal pattern emerged, and

the subsequent MMP diffusion within the ducts initiated the degradation process .

Figures 4.11, and 4.12, show the evolution of the system over time, where MMP action

breakdowns the ECM allowing the tumour to deform the duct and invade the stroma, allowing

the formation of not only one, but multiple branches over time.

Tumour progression and duct deformation is influenced by various parameters, such as duct

mobility, the duct’s resistance to infiltration, MMP production, and degradation.

Once again, the mobility of the ducts influenced the overall deformation pattern and branch-

ing behaviour, with a lower value of τD allowing for more substantial deformation and branching

(Figure 4.12) when compared to a higher value (Figure 4.11).
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In our simulations, we observed that the presence of multiple MMP sources significantly

influenced the system’s behavior compared to a single source scenario. The simultaneous degra-

dation of the ECM from various points within the duct led to more complex and irregular

patterns of branching, resulting in a greater tumor invasion into the surrounding stroma.

Figure 4.11: Growth of a tumour mass (ϕ) restricted to the interior of a duct (ψ)

whose ECM is being degraded by the action of MMPs (CM). From left to right:

tumour (ϕ), nutrient (σ), duct (ψ), MMP concentration (CM ), and order parameter ρ

evolution.
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Figure 4.12: Growth of a tumour mass (ϕ) restricted to the interior of a duct (ψ)

whose ECM is being degraded by the action of MMPs (CM). From left to right:

tumour (ϕ), nutrient (σ), duct (ψ), MMP concentration (CM ), and order parameter ρ

evolution.
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Chapter 5
Conclusion

The 2D phase-field model described in this work is an extension of the work from Lorenzo

et al. [6]. A set of reaction-diffusion equations are used in the proposed model to describe the

dynamics of important components driving the development of the disease (such as nutrient

and MMPs), and the phase-field method is used to depict the tumour and the prostatic ducts.

With a focus on tumour branching and the deterioration of the ECM that makes up the ductal

structure, we examined how alterations in the model parameters affect PCa dynamics.

While there are improvements to be made to the model developed, it was possible to simulate

the evolution of tumourigenesis in PCa, and how parameters such as the proliferation rate

affected the growth of the tumour. We also explored how the parameters that governed the

duct dynamics (namely the duct’s resistance to infiltration, µ, and the interface relaxation time,

τD) affected the morphology of the tissue, specifically the interaction between duct and tumour.

Additionally, we sought to understand how and if the curvature-dependent term used to calculate

the order parameter ψ significantly altered the system’s evolution.

We presented new equations that model the dynamics of MMPs (a singular source and multi-

ple sources), responsible for degrading the ECM of the duct. The results of our simulations show

potential for this approach at reproducing the branching process and GP formation, revealing

the complexity of tumour growth and its interaction with the underlying ductal structure.

The singular source equation for ECM degradation permitted to modulate the formation of

a single branch, thus altering the architecture of the system. The MMP source introduced a

localized ECM degradation, providing a pathway for the tumour to invade the healthy tissue.

The ability to model multiple sources of MMP that act to degrade the duct’s ECM could be

a valuable tool for studying tumour behaviour under more realistic conditions, and by adjusting

the parameters, we can further reproduce the impact of specific factors on tumour invasion and

branching, as well as the formation of different GPs.

The formation of new ducts was achieved by introducing localized MMP production, specif-

ically by adding circular sources that acted at the interface of the duct. On the other hand, a
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generalized MMP production by all the tumor cells resulted in a faster invasion of the tumour

since ultimately all of the ECM was being degraded, and the tumour grew into a rounded shape

inside the duct, without forming new ducts or adopting an irregular morphology. This indicates

that there must be cell specialization in tumour behaviour, namely cell specialization responsible

for MMP dynamics and ECM degradation, to expand the duct network, as observed in several

prostate adenocarcinoma GP5 phenotypes.

Moreover, we propose that the Notch signalling pathway may play a significant role in the

development of these GPs in PCa. The relevance of Notch signaling in other tumours, and in

particular in the process of angiogenesis, supports the idea that it may also influence the creation

of additional ducts in PCa. Further investigations into the Notch pathway’s potential impact

on tumour morphology and GPs could offer valuable insights into PCa progression.

5.1 Future work

The 2D phase-field model presented lays the foundation for further improvements and ex-

ploration. While the current model provided valuable insights into tumour branching and ECM

degradation within the prostatic ducts, there are several avenues for future research and en-

hancements to be pursued.

Firstly, refining the model’s parameters would be an improvement to the model, in order for

the results to better align with clinical observation. Secondly, to better represent the complexity

of the prostatic ductal system, future work can focus on extending the model to include a network

of ducts. This enhancement would enable a more realistic depiction of the tumour’s interaction

with the intricate ductal structure and its impact on branching and tumour growth.

A step further would be to transition from a 2D model to a 3D one, since it would offer a

more comprehensive visualization of tumour growth and GP formation in a closer representation

of actual physiological conditions.
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