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Resumo

A deteção de objectos tem uma variedade de aplicações: pode ser usada para auxiliar na agricultura,

na deteção de cancro, condução autónoma, robótica ou a identificar intrusos numa propriedade

privada. A deteção de objetos tem tido um sucesso significativo com imagens RGB. Contudo, a

deteção nestes dados é prejudicada em condições de fraca luminosidade e exige um uso substancial

de memória. Uma solução consiste no uso de imagens térmicas, uma vez que requerem menos

espaço e são mais adaptáveis a ambientes de luminosidade variável. Deste modo, esta tese explora a

aplicação de YOLOv5 num dataset térmico de ambiente interior - o dataset-alvo - com transferência

de conhecimento e fine-tuning que correspondem a duas estratégias de aprendizagem profunda que

se debruçam sobre a falta de dados e redução do tempo de treino, usando conhecimento aprendido

anteriormente em datasets similares e que serão posteriormente aplicados num dataset-alvo. Neste

estudo, um dataset-alvo é sujeito a fine-tune com quatro modalidades pré-treinadas: dois datasets

RGB (COCO e a versão RGB do dataset-alvo), um dataset térmico (FLIR) e, por fim, a versão

cinzenta do dataset-alvo. Os resultados foram comparados a um treino Controlo que se refere

aos resultados de treino do dataset-alvo. Os fine-tunes do dataset-alvo são submetidos a várias

condições: diferentes taxas de aprendizagem, técnicas de augmentação de dados, congelamento de

camadas e uso de diferentes optimizadores (ADAM e SGD). Esta investigação concluiu que pré-

treino do COCO atingiu o maior valor de mAP@0.5 independentemente das condições de treino,

ultrapassando o formato RGB do dataset-alvo e o FLIR. Este estudo sugere que isto pode acontecer

porque a sua dimensão e informação diversificada levam a uma maior generalização. Apesar de

outros parâmetros terem impacto e ajudarem a melhorar os resultados, o tamanho do dataset e a

diversidade que contém foram as variáveis com a maior influência.

Palavras-chave: detecção de objectos, transferência de conhecimento, aprendizagem pro-

funda, YOLO, imagens térmicas.



Abstract

Object detection has a wide range of applications: it can be used to assist in agriculture, to help

detect a mass for cancer diagnosis, enable autonomous driving, robotic perception, or help against

home intruders. Object detection has shown significant success with RGB data. However, this

type of data does not operate well in poor lighting conditions and demands a substantial amount

of storage. One solution could be the use of thermal images, which require less space and are

more adaptable to varying luminosity conditions. Therefore, this thesis explores the application of

YOLOv5 with transfer learning and fine-tuning in a thermal indoor dataset (the target dataset),

which correspond to deep learning strategies that help tackle the lack of data information and reduce

training costs by using knowledge learned previously from similar datasets and applying it to a target

dataset. In this study, the target dataset is fine-tuned with four pre-training modalities: two RGB

datasets (COCO and the RGB format of the target dataset), one thermal dataset (FLIR), as well

as the Grayscale format of the target dataset. The results are compared to the training results of

Control, which refers to training the target dataset from scratch. The target dataset is fine-tuned

in a variety of conditions, including varying learning rates, data augmentation techniques, freezing

layers, and SGD and ADAM optimizers. This investigation concluded that using COCO for the

pre-training of the model achieves the highest mAP@0.5 independently of its training conditions,

surpassing the RGB format of the target dataset and FLIR. This study suggests that it may be

because its dimension and diverse information lead to a greater generalization. Although the other

parameters have an impact and can help enhance results, the dataset size and the amount of diversity

it contains were the variables with the most influence.

Keywords: Object detection, transfer learning, deep learning, YOLO, thermal images.
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1 Introduction

In recent years, the rapid advancement of artificial intelligence, computer vision, pattern recogni-

tion, and deep learning (DL) technologies have led to a new era for artificial perception systems,

revolutionizing the way such systems have an impact on real-world applications. Object detection

- the field responsible for the localization and classification of objects from images or videos -, the

theme explored in this thesis, is one of the most notorious areas belonging to computer/machine

vision and has gained significant attention from the AI/ML community as well as from the robotics

and intelligent vehicles community. 2D and 3D sensory-based object detection has a wide range

of applications, including security surveillance [48], robotic vision applied to agriculture [46], but

also in medicine allowing for more rapid diagnosis [56], enabling autonomous driving [1], or even

the task of license plate recognition [5]. Object detection has through the years, undergone massive

development.

With the development of DL models, these complex and large architectures have been applied

to object detection. Right now, the most developed state-of-the-art (SOTA) object detectors have

DL models as their backbone to extract, localize, and classify objects.

Object detection can be applied to various types of data. It has a wide application in RGB

images and video frames, but more recently it has been studied the application of object detection

in thermal images that are used in a wide range of scenarios such as the detection of animals for

population control purposes [52] and the detection of fire [47], as well as human detection for space

managing [12] or detection of intruders in private properties [68].

1.1 Motivation

Object detection is very important since we are going towards a society that seeks automation for

repetitive and dangerous tasks, and with the continuous exponential evolution of our algorithms

and capacity, we have been able to open new opportunities for robots and other robotic systems

to engage in more complex and demanding action. Object detection allows that. The growing use

cases related to object detection can be explained because not only the algorithms (and respective

tools) are more accessible but, on the other hand, the technology that permits the capture of images

and videos (sensors or cameras) is becoming more affordable [51]. Computers power i.e., hardware

1 of 60



CHAPTER 1. INTRODUCTION

capability, has also become more powerful [53].

Whilst object detectors have been improving their performance in RGB, achieving high accu-

racies [77][79], some problems have yet to be explored when these algorithms are applied solely to

thermal images. So, why consider working with thermal images when RGB images have already

delivered promising results? In situations with low visibility and inconsistent conditions, thermal

cameras are shown to be the best option. Besides, in day-to-day use, the utilization of RGB imagery

consumes substantial storage as opposed to thermal images. There have been works on image fusion

that combine color and thermal [36], which have great performances in tackling the problem of poor

visibility; however, they do not solve the substantial need for storage. Also, pairs of RGB and ther-

mal images might not always be available since they require equipment for two different modalities,

and there might exist a temporal misalignment between them that compromises the performance.

Having said that, it is important to continue research that focuses on thermal imagery, paired with

transfer learning techniques to improve the generalization of these approaches.

Object detection has diverse domains such as edge detection [57], face detection [74], or pedes-

trian detection [54] [78]. This work will tackle object detection applied to human detection in an

indoor environment through thermal imagery. With that, in this thesis we intend to explore a field

that has yet a lot to unfold.

1.2 Objectives

This work aims to investigate the performance of YOLOv5 in human detection applied to thermal

images in indoor scenarios. In a nutshell, the main objectives can be outlined as:

• Contribute with a new annotated thermal dataset;

• Study the performance of YOLOv5 with thermal imagery;

• Study the performance of YOLOv5 in fine-tuning a thermal dataset with different pre-trained

datasets, such as RGB, FLIR, Grayscale, and COCO, and compare with its baseline (i.e. no

transfer learning);

• Study the impact of frozen layers, data augmentation, and the difference between the appli-

cation of SGD and ADAM optimizers;

• Determine the optimal training conditions for implementing YOLOv5 on thermal images.

1.3 Thesis outline

This thesis is organized to start with a broad view of object detection before narrowing towards

the main objectives of this work. It starts in Chapter 2 with the state-of-the-art (SOTA) exploring
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CHAPTER 1. INTRODUCTION

the object detection applications and problems, the various algorithms, and their performances.

It continues with a summary of the problem of object detection applied to thermal images and

the various techniques, as well as the application of transfer learning in DL. Finally, it finishes by

discussing relevant related work that explores the various works in the domain of human detection

and thermal imaging. In Chapter 3, this study deepens into the methodology by explaining the

datasets used and studied, evaluation metrics, as well as YOLOv5’s architecture, hyperparameters,

and experiment design. Chapter 4 corresponds to the presentation of the results through tables and

figures depicting the values of precision, recall, mAP@0.5, mAP@0.5:0.95, and F1-score through the

various scenarios studied and respective discussion. Finally, Chapter 5.1 summarizes the work and

conclusions taken from it, while also discussing some possible future research directions.
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2 State of The Art

This Chapter offers a comprehensive overview of the current SOTA in the field of object detection.

It goes into various architectural approaches, presenting a chronological progression of developments

that have culminated in the current state of the field, mainly in thermal imaging. It is intended to

start with a broad perspective, develop into a more detailed exploration and provide insights into

the evolution of object detection techniques and some of the related works.

2.1 General view of object detection

Object detection is a field from computer vision and robotic perception with many applications,

from autonomous driving [1] to healthcare diagnosis [56], where it facilitates autonomous early

cancer detection. Moreover, with the emergence of Deep Neural Networks (DNNs) and their high

accuracy in multiple tasks paired with the development of GPU power, the interest in this field has

grown in the past few years since its capabilities have been demonstrated [27].

Object detection encompasses two core tasks: localization and classification. First, the algorithm

has to find an object and then classify it. Both of these tasks are difficult because they highly depend

on the quality of the camera or sensor, the light conditions, blur, pose, the number of objects, and

how overlaid they are. These are some of the challenges addressed by recent research in the field of

object detection with DL, where the pipeline traditionally is organized in three stages: informative

region selection, feature extraction, and classification [78].

SOTA object detectors use predominantly DNNs, and their backbone is mainly Convolution

Neural Networks (CNNs) whose main task is related to the extraction of features. Their complex

architectures are able to learn a higher quantity of features with high complexity [27]. There are two

types of object detectors: one-stage and two-stage. Two-stage detectors have two steps: propose

candidate object bounding boxes and then extract the features from the candidates; while the one-

stage detectors do it directly from the input images [27]. Object detection faces some challenges,

such as rotated images, scale, and occlusion of objects, among others, that diminish the models’

performance.

The history of object detection starts with hand-crafted techniques like Viola Jones Detectors

[71] and HOG (Histogram of Oriented Gradients) Detector [9]. The first one used the sliding window
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method and differing scales of an image to find a human face. The second was extremely important

to work on feature invariance and non-linearity, mainly in pedestrian detection. However, in 2010,

the object detection field introduced CNNs that rapidly demonstrated the capability to learn more

complex features. As a result, in 2014, the researchers in [17] proposed Regions with CNN (RCNN).

CNNs (represented in Figure 2.1) are a type of DL algorithm specifically used for the tasks of

classification [8] and regression [78] that leverage the extraction of features of different levels from

an input image [53]. CNNs were created to solve some of the challenges presented in classification

problems with images related to the amount of weight each neuron in hidden layers would receive.

According to [19], CNNs are based on three main ideas:

1. Sparse interactions: reduction of parameters’ storage and computation power required by

only connecting the neurons to a small and meaningful window of the input image through

the use of kernels and filters. This boosts efficiency.

2. Parameter sharing: closely related to sparse interaction, parameter sharing allows for the

detection of patterns in different parts of the input. By using the same weights and biases for

the calculations across the input, it is possible to detect invariance, and, thus, features. The

network does not need to learn from scratch in every position, which saves memory space.

3. Equivariant representations: is related to the idea that a variation of the input will

necessarily create the same variation in the output. This permits the detection of the same

features in different parts of the output.

There are also three stages in a typical CNN:

1. Convolution Stage: stage where multiple convolutions are applied to the input data. It

consists of a set of operations called convolution that will slide over the input to capture

different features and patterns. The output is a set of linear activations.

2. Detector Stage: the linear activations from the previous stage will go through an activation

function. This stage allows the network to detect more complex features and find relationships

between data.

3. Pooling Stage: in this stage, only the essential information is kept by downsampling. It

performs a series of calculations that allows the retention of the maximum value in each small

window considered, lowering the necessity of high memory requirements and computation

costs.
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Figure 2.1: CNN’s basic architecture. Based on [19].

In the next sections, in this thesis it will be explored SOTA on object detectors.

2.1.1 Object detectors

Generic object detectors can be categorized into two groups [78]: region proposal-based frameworks

and regression/classification approaches. On the first one, it is possible to find two-stage detector-

type algorithms, like RCNN or Faster RCNN [78]. Two-staged detectors consider the classical

object detection pipeline: first, they generate region proposals, followed by the classification of each

proposal into classes. On the second one, there are algorithms like YOLO [58] and SSD [42], which

are considered one-stage detectors. The types of detectors are illustrated in Figure 2.2.

Figure 2.2: Types of object detection detectors referred to in this chapter. Adapted from [1].

In 2014, the Region-based Convolutional Neural Network (RCNN) [17], which is pictured in

Figure 2.4a, was proposed as an algorithm that uses selective search (region proposal algorithm

that generates proposals of regions based on pixel intensities), chooses and extracts 2000 region

proposals from an image, and uses them as inputs. All these regions can have different sizes and
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ratios that will be later normalized to the same dimensions.

Shortly after the publication of RCNN, Spatial Pyramid Pooling Networks (SPPNet) [22], rep-

resented in Figure 2.3, was presented and allowed for the first time to submit any image to the

CNN that did not require a fixed size. Because of this, the algorithm was able to generate a feature

map from an entire image, which made the algorithm faster. However, it has some drawbacks; for

example, it only fine-tunes the last layers, and the training is multi-staged. All of these were solved

by Fast-RCNN [16]. Fast-RCNN, depicted in Figure 2.4b, is an RCNN and SPPNet improvement as

it does not use the regions as inputs but uses the image they derive from instead. The feature map

that results will create the region proposal [1]. Fast-RCNN increased the VOC07 average precision

(of around 20 classes) from 58.5% to 70%, even though the detection speed remained low [79].

Figure 2.3: SPPNet’s architecture. Taken from [22].

Feature Pyramid Networks (FPN) were introduced in 2017 in [38] and have been the basis for a

lot of algorithms even today, such as YOLO, Mask-RCNN [21] and RetinaNet [39]. FPN allowed for

building high-level semantics at all scales by introducing communication not only vertically but also

horizontally with a top-down architecture that uses lateral connections that are illustrated in Figure

2.5b. This communication increased generalization as the new feature maps generated considered

information from both low-level and high-level features.

However, due to the continuous slow speed and complexity, a new group of object detectors

was created: one-stage detectors or Regression/Classification-based detectors. They are a group of

architectures created to diminish the high computational costs associated with scanning an entire

region. The main difference is that the algorithms locate and classify directly from the pixels
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without the need to create region proposals. They scan the entire image only once. Some of the

most famous object detectors in this category are YOLO (You Only Look Once) and SSD (Single

Shot Multibox Detector).

YOLO is an object detection algorithm presented in 2016 with the concept of "You Only Look

Once" that looks at object detection as a single regression problem from the cells to create a bound-

ing box and predict class probabilities. Since then, there have appeared around eight more refined

versions of YOLO that compete with the best detectors. After the third version, YOLO stopped

being developed by its original creator, Joseph Redmon, for ethical reasons [29]. Consequently,

YOLOv4 [6] was already developed by Alexey Bochkovsky and later versions were developed by

Ultralytics [28]. In this thesis the focus will be on YOLOv5; this architectural design incorporates

numerous elements from preceding algorithms, which will be further discussed in section 3.3.

(a) RCNN’s architecture taken from [17]. (b) Fast-RCNN’s architecture taken from [16].

Figure 2.4: RCNN and Fast-RCNN’s architectures.

SSD (illustrated in Figure 2.5a), emerges as an alternative to YOLO [78] and uses the VGG16

architecture as its backbone. To be able to predict the offsets for the bounding boxes at different

scales and ratios, SDD adds feature layers at the end of the network (similar to YOLO). This

algorithm receives already extracted feature maps, then calculates the confidence for every image

and picks the top 200 predictions per input. It seeks to enhance detection speed, by refraining from

re-sampling pixels or features for bounding box hypotheses. [43].

(a) SSD’s architecture taken from [42]. (b) FPN’s architecture taken from [38].

Figure 2.5: Architecture of two of the SOTA detectors described.

In [67] all versions of YOLO until 2023 are reviewed since 2018. Observing the table, YOLOv5
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has one of the best performances with 55.8%, only outdone by Scaled-YOLOv4 by 0.2 percentage

points and YOLOv7 by two percentage points. The results can be seen in Table 2.1.

Table 2.1: YOLO versions and their performance. Adapted from [67].

Version Date mAP@0.5

YOLOv3 2018 36.2

YOLOv4 2020 43.5

YOLOv5 2020 55.8

Scaled-YOLOv4 2021 56.0

YOLO-R 2021 55.4

YOLO-X 2021 51.2

YOLOv6 2022 52.5

YOLOv7 2022 56.8

YOLOv8 2023 53.9

YOLO-NAS 2023 52.2

In [15] the authors also compare YOLOv5 with more recent versions such as YOLO-X, YOLO-

R, and YOLOv7 during a live tracking of players during a football match. YOLOv7 has major

changes, such as the introduction of multiple heads in its architecture: a lead head that releases the

result and an auxiliary head that helps with middle-layer training. Observing the results among

the various versions, YOLOv5 has close SOTA results, only outstanding in terms of FPS (frame per

second) rate, and is close in accuracy to YOLOv7, even though this one outperforms the versions

already mentioned.

2.2 Thermal imaging

Thermal imaging has a wide range of uses, from military [31] to medicine [56], from disease detection

in animals [52] to safety by detecting people’s positions in underground mines [37]. Several literature

reviews have been done to explore thermal imaging applications [11] [65] [10].

In [10] it is possible to find an extensive list of infrared datasets available publicly. Among them

are two famous large thermal datasets: Teledyne FLIR ADAS Thermal Dataset (FLIR dataset)

and the KAIST Multispectral Pedestrian dataset [7]. However, they are only outdoor datasets [61].

Exclusive indoor datasets, like TIMo [59] are scarce; the majority are mixed with outdoor images,

such as the ASL-TIR dataset [55].

Thermal cameras are known as long-wavelength infrared (LWIR) cameras and are capable of

detecting electromagnetic radiation between 8 to 12 µm. This radiation comes from the body
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temperature of an object, forming an image in a temperature spectrum. In the case of humans, since

the body temperature is constant independently from the environment, they are easily distinguished

from the background. Thermal images present some advantages, e.g., they are not dependent on

illumination variations or weather conditions [65] and can operate well in the dark. Since thermal

cameras are the few that can manage to operate in variations of lighting, they are widely used to

detect the presence of people usually in poor background conditions [3]. Another advantage is the

computational cost associated with it and the amount of memory needed to store it: thermal images

do not have as much information and detail as RGB images, which can be more adequate in certain

contexts.

However, this type of image presents some challenges; for instance, when a body with a high

temperature is around a reflective surface, its image is also reflected, which might confuse object

detector algorithms as they are with the same level of brightness and shape [3]. Hot air due to the

sun is also a cause of blur in the middle of the day or when the camera is being used for long lengths

of time and its temperature increases as well, affecting the capacity to detect thermal images. These

also offer less detail relative to visible-light cameras and have lower resolutions; they can perform

poorly in environments where there’s low thermal contrast between people and their surroundings

[34].

Multiple techniques have been applied in human detection with thermal images, such as back-

ground subtraction [64], saliency maps [14], as well as HOG [33]. Later, with the development of

DNN models and their success with RGB images, these architectures started to be used for object

recognition in thermal images; however, they have not attained the same SOTA levels relative to

their RGB counterparts [65].

Specifically for object detection in [2], several object detectors were developed and tested, such

as Faster RCNN [49], EfficientDet [32] (illustrated in Figure 2.7) and Domain Adaption Framework

[50]. The method that achieved the highest mAP@0.5 was Faster RCNN with 77.1%, applied to

the FLIR dataset. Domain Adaptation Framework achieved 67.36%.

Domain Adaptation Framework [69] is a technique based on transfer learning between RGB

images and thermal images. It transfers low-level features through a method called generative

adversarial network (GAN) and, in [50], it is applied to the KAIST Multi-Spectral and FLIR

datasets. Still, in the domain adaptation, it was introduced a multi-stage block-wise architecture in

EfficientDet, which increased the accuracy and efficiency of object detection in thermal images and

also stands on the approach of transferring information learned with RGB imagery to be applied in

the thermal domain.

Additionally, some works incorporate both DL techniques as well as the previously mentioned

classical methods, such as utilizing saliency maps to enhance human detection by accentuating

distinct regions within thermal images that may be different in color, orientation, or depth. Training
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with Fast RCNN in [14] the detection in the KAIST Multispectral Pedestrian dataset has achieved

a mAP@0.5 of 0.655, but with the saliency map technique, it went up to 0.676. An example of

saliency maps applied to thermal images can be seen in Figure 2.6.

Figure 2.6: Example of saliency maps extracted from thermal images for human detection. Taken

from [14].

Figure 2.7: Adapted EfficientDets’s architecture. Taken from [32].

2.3 Transfer-learning

Usually, DNNs require a large quantity of data, and there may be specific cases when that quantity

of information is not available, the dataset is very small, or there simply is not enough data for

training. Additionally, it is also time-consuming. Transfer learning is introduced as an approach

to address the concept that the knowledge acquired by a model during training of a dataset can

be applied to a similar target dataset [18]. In a lato sensu perspective, it is quite similar to the

logic of how a human thinks: once a person learns about what a car is, they are able to recognize

different models, trucks, buses, and pedestrians. In transfer learning, the model learns the features

that represent a certain object or class and is later able to use them in similar situations that has

never seen before. This process has enabled training time to be saved since the model does not have

to start from scratch.
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This technique is studied [76] to work well for detecting generic features since moving deeper

into the architecture means that the features also become highly specific [62] i.e., that there’s a

certain degree of generality in the initial layers that can be utilized for various datasets.

According to [66] there are four types of DTL (deep transfer learning): instances-based DTL

[73], mapping-based DTL [45], network-based DTL [70] and adversarial-based DTL [44]. These

methods are illustrated in Figure 2.8. Instances-based DTL is related to the use of a specific

weight adjustment strategy. This means that it selects a few instances from the base dataset as

enhancements for the training set in the target one by attributing appropriate weight values to the

selected instances. Mapping-based DTL corresponds to the mapping of instances from the base

dataset in addition to the target domain into a new data space. It stands on the idea that these

instances together, even though they originate from two different datasets, may exhibit greater

similarity in the new data space. Adversarial-based DTL refers to the introduction of GAN to

find transferable representations for both base and target datasets. Finally, Network-based DTL

involves the reuse of part of the pre-trained network in the base dataset, including its structure and

parameters, and incorporating it into the DNN to be used in the target dataset.

(a) Instances-based DTL. (b) Mapping-based DTL.

(c) Network-based DTL. (d) Adversarial-based DTL.

Figure 2.8: Illustrations of the various DTL methods. Based on [66].

This last one, also known as model-based DTL, is one of the methods studied and applied in

this thesis and embraces strategies like fine-tuning, frozen CNN layers, and progressive learning.

Network-based DTL, particularly fine-tuning that consists of training in a similar dataset to the
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target dataset and fine-tuning on the target dataset, is one of the most commonly used methods due

to how easy it is to apply, reduces training costs and does not require the researchers to have a large

target dataset [25]. The most popular models to transfer learning with are VGG-Net, Alex-Net,

and ResNet since they have already been trained in the dataset ImageNet [63]. In fine-tuning, it

is possible to find works like [72] where it is pre-trained a model with images of detected pulses

from multiple areas detected by UAV swarms and use YOLO-MobileNet, Fast RCNN, and Cascade

RCNN to fine-tune it, achieving improvements in the results.

The freezing of CNN layers is also a very popular method and consists of the process of fixing

layers in a pre-trained model and subsequently fine-tuning solely lateral fully connected layers. The

CNN layers extract the feature, while the fully connected layers have the task of classification. Then

the model will proceed to be fine-tuned on the target data. It is used in [75], where the model is

first pre-trained with ImageNet, and then they proceed to transfer the learned information to the

target model, freezing all the layers except for the last three that will be trained. This method is

also studied in Chapter 4.

2.4 Related work

This section explores related works in the areas of object detection in thermal images, focusing on

transfer learning and fine-tuning. For the detection of objects in thermal images, multiple works

explored how knowledge learned from previous datasets, particularly RGB datasets, could be used.

In [35] the researchers study the transfer learning of all layers and the impact of retraining

a variable number of layers on datasets of different sizes. They used the Caffe framework, 1000

ImageNet, Keras and CIFAR-10. They concluded that it is preferable to freeze only the first few

layers for large datasets; on the other hand, models had better performance when more layers

were transferred and frozen in small target datasets. In this sense, authors in [48] use YOLOv5 to

monitor activities caught in UAV (Unmanned Aerial Vehicle) images through drones. The problem

considered is related to the detection of the small size of the objects in a dataset that includes RGB

images with the respective pairs of TIR (thermal infrared). The main goal is to infer which model

(if RGB, TIR, or a mix of both, with or without transfer learning) is the best to solve the question

considered. Analyzing the results of the seven scenarios applied to the TIR test set, it was observed

that both YOLO-TIR and YOLO-RGBT (the complete dataset with RGB plus TIR images) with

transfer learning performed the best.

Since thermal images are better suited for poor light conditions, the authors in [26], consider the

detection of people in thermal videos and images recorded at night in different weather conditions

(rain, fog, and clear) in a forest scene. They use the original version of YOLO trained with COCO;

however, the authors note that due to the disparities between thermal and RGB images, YOLO
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was not able to achieve a reasonable mAP@0.5 with a result of only 23%. On RGB images, this

value achieves 90%. On the other hand, when YOLO is pre-trained with an RGB dataset with the

addition of thermal images, the AP value achieves 97% even at various distances.

The same authors of the previously cited paper studied in [34] various detection algorithms used

for RGB images in a thermal dataset created to simulate different illegal movements in different

weather conditions (fog and rain). They proceeded to compare the performance of Faster RCNN,

SSD, Cascade RCNN, and YOLOv3. The results showed that YOLOv3 pre-trained with the COCO

dataset could still recognize and perform well in the thermal dataset of around 3000 images due to

the resemblance of RGB images compared to thermal images. YOLOv3 has also performed well on

tests with external image sets, and the best results were related to the combination of all sets used

in the mentioned paper. It also showed good generalization.

Also, in [20] the authors focus on a work similar to this thesis: real-time detection of humans

in infrared images. They fine-tuned YOLOv3 with a model pre-trained with COCO, achieving a

mAP@0.5 of 89.28% on the validation set. They conclude that fine-tuning increases the accuracy in

the same validation set relative to YOLOv3 without fine-tuning and that it is important to detect

small objects.

In [61] the researchers, to tackle the lack of indoor thermal datasets, created one composed of

only indoor thermal images called THS-DATA and adapted YOLOv5. The images were submitted

to a variety of pre-training methods to fine-tune them with the THS-DATA, to diminish the reliance

on the amount of training data available they preformed the following setps: i) Pretraining on each

RGB channel; 2) Pretraining RGB images converted to Grayscale; 3) Pretraining on RGB images

converted to Grayscale, but increased the contrast between people and the background. The results

showed that training with each channel separately (i) and converting to Grayscale (ii) had the best

performance in comparison to simulated images where the contrast was increased (iii).

In summary, these related works demonstrate the importance of transfer learning and fine-tuning

object detection models for thermal imaging, not only to address the problem of a lack of data but

also to improve performance results. Additionally, various studies use RGB datasets, mainly COCO,

to pre-train the models that will be used to train thermal datasets.
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3 Methodology

In this Chapter, the goal is to explain the research design, the datasets used for experiments, and the

conditions and parameters associated with them, as well as explore in detail YOLOv5’s architecture

and the metrics that are going to be used to evaluate the results.

3.1 Datasets

The dataset used to support the experimental part and the respective results of this thesis was

created at the Department of Electrical and Computer Engineering of the University of Coimbra

by a team of researchers from the Institute of Systems and Robotics (ISR) with a mobile robot

that also operates in indoor environments (Figure 3.2). It is composed of 757 RGB and thermal

pair images for training and 525 pair images for testing, making a total of 2564 images. The pairs

are calibrated; however, they present a slight temporal mismatch due to hardware limitations. The

separation between testing and training is essential to make sure the model does not overfit during

training.

The thermal images that compose the target dataset were taken using an LWIR camera, Flir

Boson 640-512 pixels, professional grade with shutter, Lens 50º 8.7mm, 60fps. The RGB images

were taken with an Ximea MQ013CG-E2. All of the images have a shape of 640×512x3 pixels and

have no augmentations applied to them. The cameras can be seen in Figure 3.3.
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(a) Test set image from the RGB dataset. (b) Test set image from the thermal dataset.

Figure 3.1: Datasets created at DEEC and studied.

The environment includes both images with high and low luminosity (where thermal images

are more useful), which creates a contrast between them. It can also be observed that there is a

considerable amount of movement in some of the corridors, as represented in Figure 3.1.

Figure 3.2: Mobile robot created and used to capture and collect the images inside the department

DEEC-UC.
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Figure 3.3: Close look at the cameras attached to the robot that captured the images.

After the collection, it was necessary to annotate and label the images from both the RGB and

the thermal datasets. The annotation process was carried out using a computer vision annotation

tool called CVAT which can be seen in Figure 3.4.

(a) RGB. (b) Thermal.

Figure 3.4: Example of two images from the RGB and thermal datasets during the annotation

process.

For transfer-learning purposes, the model studied, and which will be described in section 3.3,

was pre-trained with the RGB version created by the ISR’s members, a Grayscale format (Figure

3.6a) converted from the RGB dataset, and also with two external datasets: Teledyne FLIR ADAS

Thermal Dataset (that will be addressed as FLIR in this thesis for facilitation purposes) [60] and

MS COCO [40], both very well known and very common. The MS COCO 2017 dataset (Figure

3.6b) has 80 classes and more than 200k images in different and complex situations, with varying

sizes. The pre-trained weights derived from the MS COCO dataset were provided by Ultralytics
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[28].

On the other hand, it was created two versions of pre-train with the FLIR dataset: a multi-class

FLIR that will be referred to as FLIR, and a one-class FLIR, that will be referred to as FLIR*. This

means that FLIR was trained with all the original classes (Table 3.1) considered by the authors,

while FLIR* was trained considering only the "person" class. Examples of these two versions can

be observed in Figure 3.5.

FLIR comprises a total of 26,442 video frames, but it also includes RGB images. Since only

the thermal images are required, a selection of 13,000 images was used. FLIR considers 15 label

categories (the labels can be seen in Table 3.1). The thermal images were taken with a Teledyne

FLIR Tau 2 640x512, 13mm f/1.0 (HFOV 45°, VFOV 37°) camera. There is an RGB version of this

dataset, but we chose to take only the thermal images so we could compare the performance.

Table 3.1: Classes considered in FLIR.

FLIR’s original classes

Person Traffic light Bus Scooter

Bike Fire Hydrant Train Stroller

Car Street Sign Truck Dog

Motorcycle Skateboard Other Vehicle -

(a) Image from the test set from FLIR*. (b) Image from the test set from FLIR.

Figure 3.5: Examples of images after undergoing detection using the model during both the

training and testing phases with FLIR and FLIR*.

18 of 60



CHAPTER 3. METHODOLOGY

(a) Grayscale image. (b) MS COCO image.

Figure 3.6: Example images from two out of the six scenarios tested.

3.2 Research Design and experimental setup

The studies considered in this thesis were conducted using the device’s specifications detailed in

Table 3.2, as well as Jupyter Notebook, using the PyTorch framework.

Table 3.2: Details about the device used to run the model.

Processor AMD Ryzen 9 5900X 12-Core Processor

GPU NVIDIA GeForce RTX 3090, 24576MiB

Installed RAM 32.0 GB

System type 64-bit operating system, x64-based processor

To be able to assess how YOLOv5 performs in the detection of people in thermal images of

indoor environments, it was evaluated different scenarios: one Control scenario corresponding to

the training from scratch with the in-house thermal dataset (the target dataset) and five pre-trained

scenarios where the models are then used to fine-tune the model of our target dataset. The datasets

used for pre-training are described in the previous section and correspond to RGB, COCO, FLIR,

FLIR*, and Grayscale.

Preparations steps:

1. Organization of the thermal dataset in training, validation, and testing. Train and test were

already defined; validation corresponds to about 10% of the training set.

2. Download and organization of the FLIR dataset and corresponding labels, since it was nec-

essary to convert the .json format to YOLO Darknet label format to be compatible with the

YOLOv5 algorithm.
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3. Train from scratch FLIR, FLIR*, RGB, and Grayscale datasets to take the weights to use as

pre-training with training parameters defined in Table 3.3, with the difference that they were

only trained with alearning rate of 0.01.

After these steps of preparation were finished, the model was fine-tuned with the pre-training

weights of the datasets mentioned above, considering the training parameters in Table 3.3. The

research steps are described further.

Table 3.3: Training parameters considered through all the training scenarios.

Batch 32 Weight decays 0.0005

Epoch 200 Box Loss Gain 0.05

Initial learning rate 0.1; 0.01; 0.001 Class BCE positive weight 1.0

Final learning rate 0.1 Object BCE positive weight 1.0

Class Loss Gain 0.3 Object Loss Gain 0.7

IoU training threshold 0.20 - -

Implementation and model-learning steps:

1. Training the target dataset by fine-tuning the model in the same pre-training conditions

described in Table 3.3, including the three learning rates described (0.1, 0.01, and 0.1) without

freeze;

2. Repetition of the previous step, with the conditions considered in Table 3.3 but additionally

the backbone of the model is frozen (the first ten layers);

3. Assess the two best results between steps 1 and 2 and test them, as well as, on the RGB

scenario, the constant decrease of frozen layers with a step of 2. The conditions in Table 3.3

remain, except that the learning rate considered is only 0.01 since it was the one associated

with the best results;

4. Repetition of step 1 with data augmentation. The values considered for the augmentation

parameters are described in Tables 3.4 and 3.5. The conditions considered are the same as

described in Table 3.3;

5. Test of optimizers SGD and ADAM with the same conditions considered in Table 3.3, consid-

ering only the learning rates 0.01 and 0.001, in scenarios Control, RGB, COCO and FLIR*.

It was chosen to introduce high probability values on the augmentation parameters to evaluate

how the algorithm performs under considerable changes in the dataset conditions. However, it is

important to note that, during augmentation, the dataset does not increase in size (number of

examples/instances).
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Table 3.4: Hyperparameters used for augmentation.

Hyperparameter Values Hyperparameter Values

Hue 0.015 Fliplr 0.5

Saturation 0.7 Mosaic Augmentation 1.0

Brightness 0.4 Mixup 0.1

Translation 0.1 Scale 0.9

Table 3.5: Augmentation parameters table.

Hue Parameter that controls the

value of hue.

Scale This parameter controls the scal-

ing of the image. Values below 1

decrease its size and above 1 in-

crease it.

Saturation Parameter that controls the

saturation of the image.

Mixup This parameter controls the prob-

ability of applying mixup aug-

mentation using two images to

create a new image.

Brightness Parameter that controls the

brightness or value of the im-

age. It affects how light or dark

the image appears.

Fliplr This parameter controls the prob-

ability of flipping the image

horizontally.

Mosaic

Augmen-

tation

Corresponds to the prob-

ability of applying mosaic

augmentation.

Translation This parameter controls image

translation.

3.3 Model Architecture

YOLOv5 arrived a month after YOLOv4, hence the two versions have many similarities. However,

YOLOv5 came to prove that it has higher accuracy and efficiency [24].

After the first version of YOLO, several versions appeared: YOLOv4, YOLOv5, YOLOv6,

YOLOv7, and so on. YOLOv5 is one of the most used due to its accuracy and user-friendliness; it

is also faster and requires less computational power. It is an extension of the famous YOLOv3 and

is designed to be used with PyTorch.

YOLOv5 has five versions: nano, small, medium, large, and extra-large, whose use depends on

the type of dataset, device, and task to which is going to be applied. What distinguishes them is
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the width and depth of the layers, as well as their use. For instance, although YOLOv5x has the

best performance, it comes with a cost in speed [67]. This thesis it will be used the medium version,

YOLOv5m. The parameters corresponding to YOLOv5m can be seen in Table 3.6.

Table 3.6: YOLOv5m’s version 7.0 parameters.

Number of layers Number of parameters GFLOPS

YOLOv5m 212 20856975 47.9

3.3.1 Overview of YOLOv5

YOLOv5 has also introduced new features such as adaptive anchor boxes and mosaic augmenta-

tion. In previous versions of YOLO, there was a pre-defined set of anchor boxes that were usually

empirically defined from larger datasets, but adaptive anchor boxes enable these anchors to be de-

fined according to the target dataset, allowing the model to have a more accurate starting point

[13]. Mosaic augmentation consists of randomly combining four images of the dataset to create one

single image. This way it increases the variety and challenges the model, as seen in Figure 3.7.

Figure 3.7: Example of the application of mosaic augmentation during the training process with

FLIR* dataset at a learning rate of 0.01 without freeze.

YOLO components are all integrated into one single neural network, where the input is a certain

number of images given by matrix (3.1). [
n,w, h, x

]
(3.1)

22 of 60



CHAPTER 3. METHODOLOGY

That corresponds to the number of images, width, height, and depth of the image (e.g., RGB is

composed of three channels, i.e., the depth of the image is three), respectively.

Each image is divided into an SxS grid. If an object is detected in one of the grid cells, that cell

is the one to, first, detect such an object and, second, to predict it. The output of each grid cell is

a vector described in matrix 3.2.



Pc

Bx

By

Bw

Bh

C1

C2


(3.2)

Where,

• Pc − either 0 if no object is detected or 1 if otherwise;

• Bx, By − center position x and y of the grid cell where the object was detected;

• Bw, Bh − the width and height of the bounding box surrounding the object;

• C1, C2 − classification classes. If one object or more are detected in the grid cell these values

are between 0 and 1, whether they are classified as C1 and/or C2. Consists of a conditional

probability where P(Classi|Object).

The prediction of the bounding box position, as well as the center, are given by equations (3.3),

(3.4), (3.5), (3.6).

Bx = σ(tx) + cx (3.3)

By = σ(ty) + cy (3.4)

Bw = pwe
tw (3.5)

Bh = phe
th (3.6)

Where cx and cy correspond to the coordinates of the grid cell on the image; tx and ty represent

the predicted offset for the center x-coordinate and y-coordinate; and pw and ph represent the factors

used to adjust the predicted width and height of the anchor box.

Each vector value consists of a confidence value, reflecting the probability of detection and re-

spective localization of an object. Each grid cell predicts confidence scores regarding their respective
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bounding boxes. These confidences are given by equation (3.7). The confidence scores for predicting

the classes in the bounding boxes are given by equation (3.8). This equation considers the prob-

ability of a certain class existing and the suitability between the bounding box and the object it

surrounds. The intersection over union is described in equation (3.9) and it is detailed in section

3.4 therefore:

Pr(Object) ∗ IoU (3.7)

Pr(Object) ∗ IoU truth
pred ∗ Pr(Classi|Object) = Pr(Classi) ∗ IoU truth

pred (3.8)

Intersection =
Intersected Area

Union Area
(3.9)

On every cell of the grid mentioned above where the center of the object is detected, in each

scale computed by the network, three bounding boxes will be generated associated with a middle

point responsible for classifying the object. These bounding boxes are adjusted from the anchors

and will be later used to choose the actual bounding box.

Figure 3.8: Illustrative example of three anchors being generated by a grid cell where the center

of the cat was detected. Photo credits: Manja Vitolic.

The bounding box that will detect the object, will be selected through the use of Non-Maximum

Surpression (NMS), a post-processing technique that will sort the bounding boxes by their confidence

values and use Intersection over Union (IoU) - explained in detail in section 3.4 -, to compare the

amount of overlaying between them. If it is above a certain defined threshold, NMS will discard the

bounding box with less confidence.
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3.3.2 Detailed architecture

Exploring in detail the YOLOv5 network, whose architecture can be seen in detail in Figures 3.9

and 3.10, it consists of three blocks:

• Backbone: New CSP-Darknet53 structure, that derives from the Darknet architecture of

other YOLO versions.

• Neck: the structures used are SPPF (Spatial Pyramid Pooling Fast) and New CSP-PAN.

• Head: YOLOv5 used YOLOv3 Head.

Usually, the backbone of an object detector is a CNN that extracts features and creates feature maps

of images in different qualities and scales (low-level features in earlier stages and high-level features

in deeper layers). It is the main body of the network and is extremely important for accuracy. In

YOLOv5, the backbone corresponds to New CSP-Darknet53 (derived from Cross Stage Partial),

the same backbone as YOLOv4, with a slight variation in the first layers, which start with a Stem

- first layers that process the raw input so it can be more suitable for feature extraction, helping to

save memory and processing time [67].

The New CSP-Darknet53 will receive an input that will be divided into two different paths:

one that will go directly through a transition and another that will go through a dense block. The

outputs of these paths will be concatenated and go through another transition layer. This backbone

addresses the repeating gradient information in large models and integrates gradient change into

feature maps to improve inference speed, accuracy, and model size by decreasing the parameters.

This is represented by the C3 block in Figures 3.9 and 3.10.

From the backbone, the output will be feature maps that will go through the neck that connects

the backbone and head. It is used to combine image features and improve semantic and spatial

information across different scales. The neck comprises SPPF (Figure 3.10) and New CSP-PAN.

The first one is an optimized version done by the authors of YOLOv5 that doubles the time. SPP

[22], the base of SPPF, aims to permit an image of any size as input by generating a fixed-length

representation through pooling to be fed into fully connected layers (that are the ones to require

fixed-size inputs). Another advantage of SPP is the fact it only needs to run once to scan the

image, which increases the speed of the process [67]. This algorithm allows for the extraction of

important spatial features for context and helps detect objects at different scales. The modification

introduced by the authors of [28] consists of calculating three max-poolings with different kernels

and paddings. SPPF applies a single max-pooling operation to the input that will be implemented

three times, and the output of the first max-pooling operation becomes the input to the second,

and so on. The final output is produced by concatenating the original input with the outputs of all

three max-pooling operations.
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In the neck, it is also possible to find the New CSP-PAN which is an adaptation of PAN (Path

Aggregation Network) [41] whose goal is to facilitate the gradient and information flow through a

bottom-up pathway since low-level features are essential for large instance identification.

The head of YOLOv5 is the same as its precedent models, such as YOLOv3 and YOLOv4.

This means that it will generate three output feature maps corresponding to three different ratios,

allowing it to detect small and large objects. The expression used to calculate the feature map is

given by equation (3.10),

c = (5 + ncls)× 3 (3.10)

where c corresponds to the feature map generated, ncls corresponds to the number of classes, and

the number three is related to the number of bounding boxes predicted. The architecture of the

algorithm can be seen in figures 3.9 and 3.10.
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Figure 3.9: YOLOv5’s architecture based on [28] and [30].
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Figure 3.10: YOLOv5’s architecture details based on [28] and [30].

3.3.3 Loss, learning rate, activation and optimization functions

The default that corresponds to the Sigmoid Linear activation function (SiLU), was chosen for the

activation function, which is mathematically defined in equation (3.11),

silu(x) = x× σ(x) (3.11)

where σ(x) is the logistic sigmoid. For the optimization function, in this thesis it was opted for

SGD (Stochastic Gradient Descent) as it is commonly used for SOTA articles and chosen by the

algorithm’s authors as the default. SGD adjusts the model’s parameters using a random subset of

the training data during iterations, increasing the randomness.

It was also tested the ADAM (Adaptive Moment Estimation) optimizer as well, represented by

equation (3.12) since it is also very used and usually chosen as the default optimizer because it

converges faster.

wt+1 = wt − αmt (3.12)

Where,

mt = βmt−1 + (1− β)[
δL

δwt
] (3.13)

β corresponds to momentum that is set to β = 0.937 and α corresponds to the One-Cycle learning

rate. In this thesis, when the learning rate is mentioned it is always the initial learning rate (lr0).

The maximum learning rate (lrf ) is set to 0.1, corresponding to the default value. It is used a
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learning rate scheduling method called One Cycle where the initial learning rate is low and will

increase step-by-step to the maximum learning rate. Then, the learning rate will decrease again, in

the second part of training.

For the loss it was used Binary Cross-Entropy (BCE) with Logits Loss predefined in Pytorch

and it is defined as found in equation (3.14). This loss function combines a sigmoid layer and the

normal BCE Loss function and is considered to be more numerically stable [4].

l(x, y) = L = {l1, ..., lN}T , ln = −wn[yn · logσ(xn + (1− yn) · log(1− σ(xn))] (3.14)

where,

• c corresponds to the number of classes;

• n corresponds to the number of the sample in the batch;

• pc corresponds to the weight of the positive answer for the class considered.

3.4 Evaluation Metrics

In this thesis the evaluation and comparison of the results were based on precision, recall, mAP@0.5:@0.95

and F1 score. Precision, equation (3.15), consists of the ratio of actual positives relative to all the

samples classified as positive,

Precision =
TP

TP + FP
(3.15)

where TP corresponds to True Positives and FP corresponds to False Positives. Recall (equation

(3.16)) is a sensitivity metric that tells the ratio of the number of correct positives out of all of

them,

Recall =
TP

TP + FN
. (3.16)

The mean average precision (mAP ), expressed as in equation (3.17), is the ratio between pre-

cision and recall and is one of the most famous parameters for object detection to evaluate perfor-

mance.

mAP =
1

N

q∑
q=1

Average Precision(q) (3.17)

where N is the number of objects and q is a given object. This concept is related to IoU which

is calculated as the ratio of the areas of intersection and union of the predicted and ground truth

bounding boxes, as exemplified in Figure 3.11. IoU determines if a bounding box is a true positive,

false positive, or false negative. There are different IoU thresholds to calculate mAP: 0.5:0.05:0.95,
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0.5 and 0.95. The first one enables incremental changes in the threshold during evaluation and

is used to assess the localization accuracy [79], the others only calculate the percentage described

above. In this thesis it is used mAP@0.5 and mAP@0.5:0.95.

Figure 3.11: IoU visualization [67].

The threshold established by IoU will determine if something is detected:

• IoU > 0.5: True Positive;

• IoU < 0.5: False Positive (wrong detection).

If there is no intersection, no object is detected. The F1-score (equation (3.18)) corresponds to the

harmonic mean between precision and recall and ranges between 0 and 1, where 1 represents high

precision and recall values. F1 penalizes extreme values of these two metrics [23]. In YOLOv5, the

average F1-score for the class is calculated for each threshold.

F1 = 2× Precision×Recall

Precision+Recall
=

2× TP

2× TP + FP + FN
(3.18)

It was taken the arithmetic average of the values while analyzing the results. It is defined as in

equation (3.19),

x̄ =
x1 + x2 + ...+ xn

n
=

1

n

n∑
1

xi (3.19)

where n corresponds to the number of elements considered.
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4 Experimental results

This Chapter reports the experimental results and the evaluation metrics; they are precision, recall,

mAP@0.5, mAP@0.5:0.95, and F1-score (described in section 3.4), calculated on the test set.

In section 4.1 it is presented the fine-tuning results for all learning rates considered with and

without freeze, with no augmentation, for all the scenarios used for pre-training: Control, RGB,

FLIR*, FLIR, and Grayscale (Gray). The conditions used to pre-train and subsequently fine-tune

can be seen in Table 3.3 in Chapter 3. This section corresponds to research steps 1 and 2.

In section 4.2 it is analyzed three of the scenarios’ performances regarding variation of the

number of frozen layers, so it will be evaluated how the model responds in different frozen layer

conditions.

In section 4.3, it is demonstrated the evolution with augmentation (the parameters considered

can be seen in Table 3.5) in comparison with no augmentation, as well as their respective graphics

to help visualization. Finally, this Chapter finishes with section 4.4 where it evaluates how the

different optimizers - SGD and ADAM - impact some of the scenarios.

In Appendix .1 it is possible to see some qualitative results of the detections obtained.

4.1 Results on human detection using YOLOv5

Tables 4.1, 4.3 and 4.5 correspond to the results with learning rates of 0.01, 0.001 and 0.1, re-

spectively. Whereas Tables 4.2, 4.4 and 4.6 correspond to the results of their respective learning

rates, but with ten layers frozen, corresponding to the backbone. Every table has a Control, that

corresponds to the baseline for each learning rate. Control has no frozen layers because it is not

pre-trained (i.e., it is trained from scratch with the target dataset).

To be able to compare tables between each other, the average values for each metric were

computed; however, to guarantee the outliers did not weigh on the decision, the average of the three

best test results on each table were also taken (that corresponds to average-3).

Based on Table 4.1, that shows the results without freeze and with a learning rate of 0.01, it has

been found that such configuration outperforms all the other ones in all metrics, including average

and average-3. The two best scenarios in this table are COCO (Figure 4.1a) and FLIR* (Figure

4.1b).
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Comparing the performance measures in tables 4.1 and 4.3 to 4.2 and 4.4, which give the results

with and without freeze, it is possible to see that freezing the layers reduces the performance and

decreases all the metric parameter values: mAP@0.5, mAP@0.5:0.95, F1-score, precision, and recall.

On the other hand, comparing Tables 4.5 and 4.6, which correspond to the results without and with

freeze with a learning rate of 0.1, it was obtained mixed results: COCO and FLIR improved the

performance when layers were frozen (relative to the results of the same learning rate but without

freeze), while the remaining scenarios follow the tendency of the decrease in performance (observed

in the previous comparisons). For this reason, section 4.2 evaluates the impact of frozen layers on

three scenarios: COCO, FLIR*, and RGB.

In four out of the six reported results, the model pre-trained with Grayscale data outperforms

its RGB counterpart, even though the results exhibit a high degree of similarity. In comparison to

the Control scenario, both RGB and Grayscale demonstrate similar performance levels. However,

it is noteworthy that in Table 4.4 and Table 4.6, both RGB and Grayscale models fall short on

performance achieved in contrast to the Control scenario. Among these tables, RGB performs the

worst in Table 4.1 and Table 4.2, while the Control scenario performs the worst in Table 4.3. The

sole exception to this trend occurs in Table 4.5, where the FLIR model generates the least favorable

results, nonetheless it is very closely aligned with those of the Control scenario.

It is evident that utilizing a large RGB dataset leads to better results compared to using a

thermal dataset. COCO’s substantial size - which greatly the next-largest dataset used in this study

- results in significant improvements in model generalization. A broader generalization means more

diverse samples, which helps the model learn a broader range of features and patterns. However,

even though FLIR* had good results, its lower performance can also be due to the fact that numerous

images did not contain people (even though this is also true for COCO, but the dataset much larger,

as stated before), and a portion of them were very similar to each other, having less diversity.

This last observation can give some hints as to why the RGB scenario frequently has one of

the weakest performances, althouth typically still retains valuable feature information and is usu-

ally an option for pre-training. Linking that to the fact that the Control scenario also frequently

underperforms, this suggests that the dataset might be insufficient in terms of size or information,

compromising the model’s ability to learn. It is possible to see that, even though the FLIR dataset

has limitations and is an outdoor thermal dataset, - which takes into account very different context

situations - it improved the results significantly compared to RGB and Control therefore, it is most

likely large enough to contain sufficient information relative to the scenarios mentioned.

In this section, it is also possible to compare the results between FLIR and FLIR*. It is apparent

that the results are similar; however, FLIR* performs better without freezing, on the other hand,

FLIR has higher results when the backbone is frozen relative to FLIR*. This might be due to the

fact that FLIR has more generalization since it contains information about multiple classes and, by
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freezing layers, enables the transfer of low-level feature knowledge.

Looking at the values of average and average-3 across the results, even though there are differ-

ences, the learning rate does not have as much impact compared to the size of the dataset for the

pre-training stage and the amount of generalization they introduce. However, it does have an impact

on the discrepancy between the data and that will be discussed in section 4.3 where augmentation

is analyzed.

Table 4.1: Results across the various situations for the learning rate 0.01. Freeze=0, no augmen-

tation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.824 0.609 0.721 0.372 0.70 (@0.635)

RGB 0.817 0.607 0.704 0.37 0.70 (@0.507)

COCO 0.903 0.781 0.866 0.544 0.84 (@0.810)

FLIR* 0.833 0.675 0.773 0.477 0.75 (@0.049)

FLIR 0.801 0.679 0.767 0.459 0.73 (@0.065)

Gray 0.815 0.625 0.723 0.384 0.71 (@0.446)

Average 0.832 0.663 0.759 0.434 0.74

Average-3 0.846 0.712 0.802 0.493 0.77

Table 4.2: Performance measures, on the test set, across the various situations for the learning

rate 0.01. Freeze = 10, no augmentation.

Precision Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.824 0.609 0.721 0.372 0.70 (@0.635)

RGB 0.777 0.547 0.636 0.299 0.64 (@0.488)

COCO 0.888 0.731 0.828 0.491 0.80 (@0.711)

FLIR* 0.751 0.654 0.726 0.406 0.70 (@0.112)

FLIR 0.797 0.658 0.748 0.410 0.72 (@0.173)

Gray 0.756 0.568 0.643 0.303 0.65 (@0.470)

Average 0.799 0.628 0.717 0.380 0.70

Average-3 0.812 0.681 0.767 0.436 0.74
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Table 4.3: Reported results for the learning rate 0.001. Freeze=0, no augmentation.

Precision Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.690 0.501 0.582 0.225 0.58 (@0.520)

RGB 0.697 0.611 0.646 0.311 0.65 (@0.407)

COCO 0.886 0.803 0.853 0.49 0.84 (@0.757)

FLIR* 0.795 0.677 0.741 0.436 0.73 (@0.104)

FLIR 0.784 0.676 0.715 0.357 0.73 (@0.342)

Gray 0.737 0.604 0.666 0.313 0.66 (@0.565)

Average 0.765 0.645 0.701 0.355 0.70

Average-3 0.822 0.719 0.770 0.428 0.77

Table 4.4: Results using learning rate 0.001, freeze = 10, and no augmentation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.671 0.511 0.563 0.222 0.58 (@0.524)

RGB 0.696 0.504 0.562 0.238 0.58 (@0.591)

COCO 0.825 0.721 0.799 0.451 0.77 (@0.569)

FLIR* 0.760 0.627 0.692 0.367 0.69 (@0.423)

FLIR 0.802 0.626 0.702 0.334 0.70 (@0.604)

Gray 0.683 0.512 0.559 0.236 0.59 (@0.538)

Average 0.740 0.584 0.646 0.308 0.65

Average-3 0.796 0.658 0.731 0.384 0.72

Table 4.5: Experimental results using learning rate 0.1, freeze=0, no augmentation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.782 0.606 0.698 0.369 0.68 (@0.454)

RGB 0.802 0.623 0.716 0.388 0.70 (@0.453)

COCO 0.773 0.668 0.733 0.407 0.72 (@0.357)

FLIR* 0.765 0.663 0.716 0.394 0.71 (@0.239)

FLIR 0.718 0.634 0.692 0.373 0.67 (@0.123)

Gray 0.782 0.642 0.727 0.396 0.71 (@0.275)

Average 0.770 0.639 0.714 0.388 0.70

Average-3 0.773 0.658 0.725 0.399 0.71
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Table 4.6: Results for learning rate = 0.1, freeze=10, and again without augmentation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.782 0.606 0.698 0.369 0.68 (@0.454)

RGB 0.792 0.524 0.628 0.305 0.63 (@0.488)

COCO 0.826 0.699 0.785 0.436 0.76 (@0.522)

FLIR* 0.774 0.634 0.705 0.38 0.70 (@0.208)

FLIR 0.816 0.631 0.729 0.393 0.71 (@0.306)

Gray 0.757 0.568 0.643 0.301 0.65 (@0.465)

Average 0.791 0.610 0.698 0.364 0.69

Average-3 0.805 0.655 0.740 0.403 0.72

(a) COCO. (b) FLIR*.

Figure 4.1: The precision-recall graphics of the two best scenarios, with a learning rate of 0.01.

4.2 A deeper look into layer freezing

In this section, it is taken a deeper look into the effect of freezing on the fine-tuning of our model.

Specifically, the pre-training scenarios COCO, FLIR*, and RGB, were chosen to fine-tune our target

dataset and evaluate a varying number of frozen layers (ranging from 0 to 12 with a step of 2). The

results are presented for a fixed learning rate of 0.01, both in the form of tables (4.7, 4.9 and 4.8)

and plots (4.2 and 4.7, for COCO; 4.4 and 4.5, for RGB; and 4.6 and 4.7, for FLIR*), for a more

intuitive interpretation. The training parameters can be found in Tables 3.4, in Chapter 3. This

section corresponds to the third research step.

It can be observed that the COCO and FLIR* scenarios exhibit similar behavior, in terms of

the effect of frozen layers. The values of mAP@0.5 are minimal for more frozen layers, increasing

as the number of frozen layers decreases, as shown by Figures 4.2 and 4.6, with Figures 4.3 and

4.7 following the tendency. The initial layers of a backbone network are responsible for detecting
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fundamental features like edges and corners. This indicates that the model primarily learns basic,

low-level features. As the network progresses deeper, it becomes apparent that the particular

features it identifies diverge significantly from those found in COCO and FLIR*. In the case of

COCO, the model achieves its highest performance, as shown in graphic 4.2, when two layers are

frozen. However, with FLIR*, it is preferable to not freeze any layers. This follows the idea stated

in the previous section that suggests that COCO provides more valuable information for learning

low-level features compared to FLIR*, likely because of its greater generalization capability and

also it might be because the FLIR dataset has images that do not contain any people and repeated

scenarios.

In contrast, RGB behaves quite differently, as observed in graphics 4.4 and 4.5, as it shows a

peak in performance when the entire backbone is frozen (corresponding to layers 0-9 in the model,

i.e., there are ten frozen layers). This suggests that up to the backbone, the model is acquiring

crucial information for training, and comparatively to COCO and FLIR*, these features are more

specific; therefore, there’s still some resemblance between the RGB dataset and the target dataset.

That said, fine-tuning with the backbone frozen with RGB achieves better results.

Table 4.7: Results for various numbers of frozen layers, with COCO pre-training. Learning rate

of 0.01.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

F12 0.888 0.731 0.828 0.491 0.800 (@0.711)

F10 0.888 0.731 0.828 0.491 0.800 (@0.711)

F08 0.89 0.749 0.84 0.506 0.820 (@0.644)

F06 0.898 0.768 0.855 0.523 0.830 (@0.720)

F04 0.891 0.782 0.86 0.536 0.830 (@0.705)

F02 0.901 0.795 0.872 0.539 0.84 (@0.770)

F00 0.903 0.781 0.866 0.544 0.84 (@0.810)

Average 0.894 0.762 0.850 0.519 0.82
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Figure 4.2: Evolution of the performance of the model with the variable freeze at a learning rate

of 0.01, pre-trained with COCO.

Figure 4.3: Evolution of the performance of the model with the variable freeze at a learning rate

of 0.01, pre-trained with COCO.
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Table 4.8: Freeze evaluation for RGB. Learning rate of 0.01.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

F12 0.768 0.554 0.635 0.299 0.64 (@0.457)

F10 0.888 0.731 0.828 0.491 0.80 (@0.711)

F08 0.722 0.566 0.639 0.304 0.64 (@0.388)

F06 0.763 0.581 0.658 0.317 0.66 (@0.312)

F04 0.775 0.598 0.668 0.359 0.68 (@0.390)

F02 0.775 0.626 0.695 0.362 0.68 (@0.390)

F00 0.817 0.607 0.704 0.370 0.70 (@0.507)

Average 0.787 0.609 0.690 0.357 0.67

Figure 4.4: Impact of the varying numbers of frozen layers on mAP@0.5, with at a learning rate

of 0.01, pre-trained with RGB.
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Figure 4.5: Impact of the varying numbers of frozen layers on mAP@0.5:0.95, with at a learning

rate of 0.01, pre-trained with RGB..

Table 4.9: Impact of frozen layers with FLIR* pre-training. Learning rate of 0.01.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

F12 0.755 0.649 0.729 0.411 0.70 (@0.180)

F10 0.751 0.654 0.726 0.406 0.70 (@0.112)

F08 0.792 0.646 0.745 0.423 0.71 (@0.160)

F06 0.790 0.659 0.734 0.431 0.72 (@0.080)

F04 0.807 0.677 0.756 0.458 0.74 (@0.054)

F02 0.818 0.691 0.768 0.468 0.75 (@0.071)

F00 0.833 0.675 0.773 0.477 0.75 (@0.049)

Average 0.786 0.663 0.743 0.433 0.72
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Figure 4.6: Study of the evolution of the performance when the model is fine-tuned with FLIR*.

Learning rate of 0.01.

Figure 4.7: Study of the evolution of the performance when the model is fine-tuned with FLIR*.

Learning rate of 0.01.

4.3 The effects of data augmentation

In this section, the results of the application of augmentation are analyzed. The parameters and

probability values applied can be seen in Table 3.4, in Chapter 3. The training parameters can be

seen in the same Chapter in Table 3.3. This section corresponds to the fourth research step.
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It was expected to see significant improvements in all scenarios and metrics since augmenta-

tion introduces variability into the training datasets as discussed in Chapter 3, and indeed, these

improvements were observed. In the previous section, Table 4.3 had the lowest results, but with

augmentation, this modality (without freeze with a learning rate of 0.001) was able to surpass not

only all the results (for different learning rates) from the previous sections but was also able to

reach similar results with augmentation relative to Tables 4.10 (illustrated in Figures 4.8 and 4.9)

and 4.12 (represented by the Figures 4.12 and 4.13). In general, this modality still underperforms,

but the difference compared to Table 4.10 is not significant.

Another insight that can be taken into account is that Table 4.12 has very steady results consid-

ering the mAP@0.5:0.95 compared to other tables. Nonetheless, the learning rate of 0.01 remains

the best option. On the other hand, when considering only the best three cases, the learning rate

does not have much impact on the performance of these scenarios, since Table 4.11 (represented in

Figures 4.10 and 4.11), with a learning rate of 0.001, has a very similar performance to Table 4.10

with a learning rate of 0.01. Table 4.12 is a bit behind, but the difference is not significant.

These results are related to the fact that augmentation improves the amount of variation the

model is trained with, which means it increases generalization as well, even though the dataset did

not increase. Consequently, it might be easier for the model to detect which features and patterns

are more significant since there are features invariant across the various transformations. In the

case of the results for a learning rate of 0.1, this might be especially true.

Nevertheless, it is still observed that the learning rate does not have as much impact as other

variables, as mentioned in section 4.2. It is possible to see that it affects the discrepancy between

scenarios’ results. Using a learning rate of 0.1 shows more stabilized results around the same values

i.e., values of mAP@0.5 and mAP@0.5:0.95 are similar between modalities. Augmentation does

not change this behavior, which suggests that the use of a larger learning rate allows for the model

to have more variation in relation to the local minima, and with the update of the learning rate

that occurs during training, it is easier for very different datasets that start at different points to

converge around the same local minima. Whereas very small learning rates do not allow as much

variation, as reflected in the figures, so each category might be concentrated around different values.

For SGD, a learning rate of 0.01 shows to be the best to balance variation without forgetting

pre-training information.
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Table 4.10: Compares the results across the various scenarios for the learning rate 0.01 with

augmentation. Freeze=0.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.898 0.773 0.878 0.530 0.85 (@0.559)

RGB 0.895 0.799 0.881 0.534 0.85 (@0.547)

COCO 0.937 0.835 0.918 0.601 0.88 (@0.626)

FLIR* 0.922 0.830 0.906 0.567 0.87 (@0.547)

FLIR 0.918 0.811 0.893 0.557 0.86 (@0.511)

Gray 0.918 0.788 0.883 0.543 0.85 (@0.559)

Average 0.915 0.806 0.893 0.555 0.86

Average-3 0.926 0.825 0.906 0.575 0.87

Figure 4.8: Evolution of mAP@0.5 at a learning rate of 0.01, when exists augmentation and

comparison without augmentation.
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Figure 4.9: Evolution of mAP@0.5:0.95 at a learning rate of 0.01, when exists augmentation and

comparison without augmentation.

Table 4.11: Comparison of the performance across the various modalities for the learning rate

0.001 with augmentation. No freeze.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.814 0.714 0.800 0.429 0.76 (@0.476)

RGB 0.848 0.742 0.84 0.488 0.79 (@0.549)

COCO 0.931 0.842 0.921 0.599 0.88 (@0.550)

FLIR* 0.904 0.817 0.900 0.562 0.86 (@0.551)

FLIR 0.892 0.800 0.885 0.540 0.84 (@0.507)

Gray 0.890 0.738 0.841 0.478 0.81 (@0.536)

Average 0.886 0.784 0.869 0.523 0.82

Average-3 0.909 0.820 0.902 0.567 0.86
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Figure 4.10: Evolution of mAP@0.5 for the learning rate of 0.001, comparing the results with and

without augmentation.

Figure 4.11: Evolution of mAP@0.5:0.95 for the learning rate of 0.001, comparing the results with

and without augmentation.
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Table 4.12: Compares the augmentation results across the various modalities for the learning rate

0.1, freeze=0.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.902 0.796 0.885 0.54 0.85 (@0.508)

RGB 0.903 0.800 0.884 0.544 0.85 (@0.550)

COCO 0.927 0.808 0.901 0.562 0.86 (@0.563)

FLIR* 0.914 0.793 0.887 0.549 0.85 (@0.529)

FLIR 0.919 0.802 0.897 0.555 0.86 (@0.518)

Gray 0.892 0.792 0.885 0.544 0.84 (@0.546)

Average 0.910 0.799 0.890 0.549 0.85

Average-3 0.920 0.801 0.895 0.555 0.86

Figure 4.12: Results for mAP@0.5 at a learning rate of 0.1, with and without augmentation.
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Figure 4.13: Results for mAP@0.5:0.95 at a learning rate of 0.1, with and without augmentation.

4.4 Optimizers

In this section, the ADAM optimizer was tested for two learning rates: 0.01 (results in Table 4.13),

which is the best learning rate for SGD, as concluded in section 4.1; and 0.001 (results in Table

4.14), the default learning rate. These results, performed using fine-tuning with the pre-trained

scenarios of COCO, RGB, and FLIR*, as well as the Control modality, were compared to the SGD

results from section 4.1. The training conditions are stipulated in Table 3.3 of Chapter 3. This

section corresponds to the last research step.

It is possible to notice that the model pre-trained with COCO remains the best transfer learning

option either for SGD or ADAM. For a learning rate of 0.01, Table 4.16 shows that using the SGD

optimizer allows for better results than using ADAM. However, when using an initial learning rate

of 0.001, ADAM is the best option for the majority of the scenarios, as evidenced in Table 4.16. In

this last case, COCO’s value of mAP@0.5 differs and is better for the SGD optimizer.

It was also tested if using a learning rate of 0.001 with ADAM performed better than the best

scenario with SGD with the learning rate of 0.01. Table 4.17 illustrates the case for RGB and

Control scenarios. COCO and FLIR* still achieve better performance with SGD; however, the

difference is not significant.

It was observed that using ADAM increases the time it takes to run the model. In the previous

sections, none of the scenarios surpassed the 30-minute mark; however, using the ADAM optimizer,

it would take as much as 50 minutes to run. This can be explained by the nature of the two opti-
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mizers. Even though ADAM is known to converge faster due to the implementation of momentum

and RMSprop concepts that allow rapid convergence, the amount of data that it has to consider

might be slowing down the optimizer since it also considers previous iterations’ gradients. On the

other hand, SGD considers the current point and weight to update the loss function; consequently,

it does not require as much computational memory.

Table 4.13: Compares the results with ADAM optimizer across the various scenarios for the

learning rate 0.01. Freeze=0, no augmentation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.763 0.576 0.675 0.353 0.66 (@0.306)

RGB 0.729 0.628 0.692 0.368 0.67 (@0.160)

COCO 0.822 0.626 0.739 0.391 0.70 (@0.208)

FLIR* 0.753 0.612 0.69 0.365 0.71 (@0.409)

Table 4.14: Compares the results across the various situations with ADAM optimizer for the

learning rate of 0.001 (recommended initial learning rate). Freeze=0, no augmentation.

Precisions Recall mAP@0.5 mAP@0.5:0.95 F1 Score

Control 0.817 0.615 0.729 0.393 0.70 (@0.572)

RGB 0.800 0.617 0.712 0.388 0.70 (@0.391)

COCO 0.836 0.76 0.835 0.504 0.80 (@0.362)

FLIR* 0.82 0.692 0.787 0.465 0.75 (@0.255)

Table 4.15: 0.01 ADAM vs 0.01 SGD

0.01 ADAM 0.01 SGD

mAP@0.5 mAP@0.95 mAP@0.5 mAP@0.95

Control 0.675 0.353 0.721 0.372

RGB 0.692 0.368 0.704 0.37

COCO 0.739 0.391 0.866 0.544

FLIR* 0.69 0.365 0.773 0.477

47 of 60



CHAPTER 4. EXPERIMENTAL RESULTS

Table 4.16: 0.001 ADAM vs 0.001 SGD

0.001 ADAM 0.001 SGD

mAP@0.5 mAP@0.95 mAP@0.5 mAP@0.95

Control 0.729 0.393 0.582 0.225

RGB 0.712 0.388 0.646 0.311

COCO 0.835 0.504 0.853 0.49

FLIR* 0.787 0.465 0.741 0.436

Table 4.17: 0.001 ADAM vs 0.01 SGD

0.01 SGD 0.001 ADAM

mAP@0.5 mAP@0.95 mAP@0.5 mAP@0.95

Control 0.721 0.372 0.729 0.393

RGB 0.704 0.37 0.712 0.388

COCO 0.866 0.544 0.835 0.504

FLIR* 0.773 0.477 0.787 0.465
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5 Conclusion

The main goal of this thesis was to investigate the effectiveness of YOLOv5 in the context of human

detection, using thermal imagery, and its performance when pre-trained with several datasets (RGB,

FLIR, Grayscale, and COCO) - and fine-tuned in a thermal indoor dataset. We then proceeded to

compare this performance with a baseline scenario where the model was trained from scratch with

the thermal dataset created in ISR.

The thermal dataset was trained in numerous different conditions: different number of frozen

layers, with or without data augmentation, and with different optimizers. Significant conclusions

can be drawn from the reported results. First, even though in multiple scenarios the learning

rate had a certain impact on the performances, the behavior observed through the different tables

remained stable i.e., RGB and Control were often performing worse than the others. Although the

Grayscale scenario seemed to frequently outperform RGB, the results were very similar. COCO’s

performances were the ones to suffer less variation, leading to COCO remaining as the best scenario,

followed by FLIR*, which achieved its peak with a learning rate of 0.01. This suggests that it is

preferable to use a large RGB dataset since it allows for a bigger generalization than using a smaller

but thermal one to pre-train.

It was not expected for RGB to perform so badly since it is the RGB version of the target

dataset, it has a high degree of similarity. It is interesting to notice that RGB reaches a peak in

accuracy when the backbone is frozen, which contrasts with pre-training with datasets like COCO

and FLIR*, where the model achieves better results when almost none to no layers are frozen. This

suggests that, even though the outcomes of fine-tuning with RGB may not be very high, the dataset

is capable of contributing with more specific and high-level information to the model, while COCO

and FLIR* contribute with low-level features. The same can be inferred for the other scenarios that

achieved lower performances with a frozen backbone.

The results also help to conclude that the use of data augmentation, even when it does not

increase the training set, is still extremely useful for fine-tuning since it introduces variation that

helps enhance dataset generalization and performance. This permitted different training scenarios

to achieve similar results to those observed in the main results section.

Concerning the learning rates, for the optimizer SGD, 0.01 shows to be the best option since

it is capable of balancing pre-train information with variation. It is not high enough to overshoot,
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but it is also not small enough to either need more epochs to converge or prevent finding the global

local minima.

The fact that across all situations, COCO was capable of remaining the most efficient dataset

for pre-training shows that the dataset size and the information it contains are the two variables

that had the most impact out of all the variables studied. Although the other modalities were

capable of improving their performances, they never achieved the same results as COCO. Larger

datasets like COCO contribute to increased performance since they allow the model to learn from

a broader range of features and patterns. In the same sense, this is confirmed by the fact that pre-

training with the RGB dataset frequently underperformed, although this dataset corresponds to the

target dataset in its RGB format. Adding to that, it is also an RGB format dataset like COCO,

therefore it is lacking sufficient size and, consequently, informational content might be related to

its poor results. Despite FLIR and FLIR* being large datasets composed of thermal imagery as

well, the fact that they underperformed relative to the COCO dataset can be because the dataset

has repeated scenarios, since the interval between the times the images were taken is small, and in

numerous of them there are no people. This might have undermined the results.

The choice of the optimizer also significantly impacts the model. For a learning rate of 0.01,

SGD generally outperforms ADAM. However, when using a learning rate of 0.001, ADAM performs

better for most scenarios. Nevertheless, it has also to be taken into account that ADAM increases

computational time compared to SGD due to the amount of information computed during iterations.

In summary, the choice of a pre-training dataset, freezing layers, augmentation, learning rate,

and optimizer are all crucial for the success of object detection. However, some variables showed a

greater impact, such as the size of data and the amount of diversity it contains. This diversity can

also be reached with augmentation.

5.1 Future Work

As future work, it would be interesting to dive into the impact of different optimizers and evaluate

the results, as well as include the change of more hyperparameters (beyond those shown in Table

3.3).

It would also be relevant to study the impact of augmentation by increasing the dataset instead

of only including variation to see if the performance increases or even surpasses the performance

of fine-tuning a model with pre-trained COCO dataset. Alongside this study, exploring transfer

learning with freeze in a larger, thermal indoor dataset might result in better performance or, at

least, with both indoor and outdoor environments. Not only because they might introduce more

generalization and decrease the number of repeated scenarios, but also because they might include

more similar scenarios as well. Furthermore, another future direction to pursue could include the
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impact of different transfer learning methods, particularly the ones described in Chapter 2, especially

with the Domain Adaptation Framework, which transfers low-level features through GAN.
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.1 Detection examples from the thermal indoor dataset

(a) No detection. (b) Successful detection.

Figure 1: Examples of unsuccessful and successful detection..

(a) Occlusion that did not interfere with detection. (b) Occlusion that interfered with detection.

Figure 2: Occlusion.
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(a) Reflection. (b) Sobreposition of labels.

Figure 3: Examples of reflection detection.
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