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## Abstract

Prostate Cancer (PCa) is the second most frequent cancer in men. The limited individualization of the clinical management beyond risk-group definition has led to significant overtreatment and undertreatment rates, which may adversely impact the patients' lives and life expectancy, respectively. Thus, PCa is a paradigmatic condition in which an individualized predictive technology could make a crucial difference in clinical practice.

Mathematical modeling and computer simulation allow to better understand the mechanisms behind disease progression. The prostate is a small organ with an internal structure composed by a network of glands within smooth muscle connectivity tissue. To explore the role of prostate structure in PCa growth, two different mathematical models were developed. The first one, based on a 2D cellular Potts model, simulates the interactions between the different types of cells present on the prostate and the deformation of the glands as the tumor grows. The second model is a 3D phase-field model that takes into account tumor growth, prostate gland dynamics and nutrient consumption.

The phase-field simulations show how the tumor is able to develop a ramified phenotype in the tissue. The tumor was characterized on how much it deviates from a smooth morphology as a function of time and as a function of the underlying structure. The cellular Potts model gives important clues regarding how the cells and the glands rearrange locally on the early moments of tumor growth. These insights allow to study how the adaptation of the gland morphology as the tumor grows influences the lesion morphology.

We conclude that the internal ramified structure of the prostate has a determinant impact in the growth of the tumor. In particular, can be observed that it creates a path to spread at a faster rate and its deformations originate the observed Gleason Patterns.

## Resumo

O cancro da próstata (PCa) é o segundo cancro mais frequente em homens. As características deste cancro tornam difícil individualizar o tratamento clínico, o que leva a uma grande percentagem de casos de subtratamento e sobretratamento, causando efeitos adversos na expectativa de vida e no dia-a-dia dos pacientes, respetivamente. Por isso, uma tecnologia preditiva pode causar uma diferença crucial no tratamento de PCa.

Modelos matemáticos e simulações computacionais permitem compreender os mecanismos que levam à progressão das doenças. A próstata é um órgão constituído por um conjunto de glândulas interconectadas num tecido muscular liso. Para explorar o papel desta estrutura no PCa, foram desenvolvidos 2 modelos matemáticos. O primeiro é baseado num Cellular Potts Model (CPM) a 2D, que simula a interação entre os diferentes tipos de células na próstata e a deformação causada pelo crescimento do tumor. O segundo é baseado num modelo phase-field a 3D que considera o crescimento do tumor, a estrutura das glândulas e o consumo de nutrientes.

As simulações do modelo phase-field mostram como o tumor desenvolve o fenótipo ramificado. O tumor foi caraterizado em quanto se desvia de uma morfologia esférica como função do tempo e da estrutura da próstata. O CPM permite observar importantes pistas sobre como as células e as glândulas se rearranjam localmente no inicio do desenvolvimento do PCa. Estes conhecimentos permitem estudar como a adaptação da morfologia das glândulas afeta a morfologia das lesões.

Concluímos que a estrutura ramificada da próstata tem um impacto significativo no crescimento do tumor. Em particular, pode-se observar que cria um caminho que permite o tumor espalhar-se da posição inicial mais rápido e que a deformação desta estrutura origina as lesões observadas nas biópsias.
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## Chapter 1

## Introduction

### 1.1 Objectives

This work is included in a project with the objective of creating a model capable of predicting the development of Prostate Cancer ( PCa ), to provide personalized treatment to patients and reduce over and under treatment. This thesis has the goal of creating PCa models to study the first stages of development of this tumor and the formation of the different Gleason Patterns.

### 1.2 Motivation

Prostate Cancer (PCa) is the second most common and the fifth more deathly cancer in men [1]. The large difference between the incidence and mortality is consequence of the death caused by PCa usually resulting from metastasis in other organs [2].

PCa screening reduced the number of deaths but, as a trade-off, increased the over treatment of this disease. This causes patients with lower grade PCa , that would not suffer any clinical consequences during their lifetime, to undergo the side effects of the treatment [3]. On the other hand, some patients with higher grade PCa do not receive the optimal treatment, which may cause the loss of several years of life [4].

To avoid under and over treatment, we should aim for a personalized diagnosis and treatment. If a patient-specific predictive model can be implemented, a optimal treatment can be chosen in silico to increase the quality of life of the patients.

To achieve such model, it is required to understand how the cancer growth causes the differences observed in the Gleason Patterns, to model cancer development and to predict how each parameter affects its growth.

## Chapter 2

## Biological Background

### 2.1 Prostate

The prostate is an organ of the male reproductive system. It is located under the bladder, surrounding the urethra (Figure 2.1). The weight of the prostate varies between $8.3 \pm 1.4 \mathrm{~g}$ in young men to $10.9 \pm 3.4 \mathrm{~g}$ in older men [5], and its size is comparable to a walnut for healthy prostates but can grow to the size of a tennis ball for men suffering from some diseases [6].


Figure 2.1: Diagram showing the position of the prostate. Public Domain image by [7].

The prostate is responsible for the production of part of the fluids that compose the semen [8]. Prostatic secretions include zinc, citric acid, spermine, prostaglandins, cholesterol, seminin, acid
phosphatase, prostatic acid phosphatase, and prostatic-specific antigen (PSA) [9].
The prostate can be divided into an anterior fibromuscular stroma and 3 glandular zones, peripheral, central and transition zones. $70 \%$ of the glandular tissue is in the peripheral zone, $25 \%$ in the central zone, and $5 \%$ in the transition zone $[8,10,11]$.

The contraction of the muscular tissue during orgasm secrets the prostate fluids into the prostatic urethra, through a ducts network [12], where it joins the sperm and fluids from the seminal vesicles. This contraction also closes the connection with the bladder preventing retrograde ejaculation [11].

The prostate is a tubuloalveolar exocrine gland [12,13]. The glandular zones of the prostate can be separated in 2 parts, Stroma and Epithelium, separated by the basal membrane (Figure 2.2). The Stroma serves as support and is mainly constituted by connective tissue, fibroblasts and smooth muscle cells. There are 4 major types of cells on the Epithelium of the prostate: luminal cells, basal cells, stem cells and neuroendocrine cells [14, 15].


Figure 2.2: Cellular organization of the prostate gland.

The luminal and neuroendocrine cells are the only cell types capable of secretion [15]. Luminal cells are cuboid cells that form a pseudo-stratified layer. They are around 10 to $20 \mu \mathrm{~m}$ tall [15]. Basal cells are planar cells that form a layer between the luminal cells and the basal membrane [16]. Stem cells are responsible for cellular renovation and are found in the basal layer $[16,17]$. Neuroendocrine cells regulate the secretions by autocrine and paracrine signaling
and are the less frequent type of cell [14].
In normal conditions, $1-2 \%$ of the total prostatic cells die per day. This rate is compensated with an equally low rate of proliferation $[18,19]$. In the epithelium some cells exist in an intermediate state between basal and luminal cells, expressing genes specific to each type [16,20].

There are 3 major diseases that affect the prostate. Prostatitis refers to several syndromes such as bacterial infections and inflammation [21]. Benign Prostatic Hyperplasia (BPH) is the non-malignant growth of the prostate associated with aging [22]. BPH is an enlargement of the gland due to cellular proliferation of prostatic stroma and epithelia [23]. The third disease is the prostate cancer. Usually, BPH is prominent in the transition zone [24] while $70 \%$ of all prostate cancers arise within the peripheral zone [11]

### 2.2 Prostate Cancer

Prostate Cancer (PCa) is the second most common and the fifth more deathly cancer in men [1]. This disease is mainly diagnosed in elder men with $85 \%$ of patients being diagnosed after the age of 65 [25]. Most men diagnosed with PCado not die from this disease. Death caused by PCa usually results from metastasis in other organs [2].

### 2.2.1 Origin

There is some controversy around the cellular origin of PCa. Normally, PCa is a luminal-like adenocarcinoma ( $95 \%$ of the prostate tumors) [24, 26]. This supports the idea that the tumor cells deriving from differentiated luminal cells [27].

However some in vitro studies revealed that only the cells phenotypical identical to stem cells could self-renew and, if conditions for differentiation appear, luminal cells would be found [28]. This hypothesis defines two groups of cells in the tumor: one that can self-renew, Cancer Stem Cell (CSC), and differentiated epithelial cells without proliferative ativity [28-31].

### 2.2.2 Diagnosis

PCa is a type of cancer that only causes symptoms in advanced stages, making screening an important tool to figth the disease [32]. Earlier, the digital rectal examination (DRE) was the main method for screening. However, DRE has a large inter-examiner variability, and detects PCa at an advance stage [33]. Nowadays, the most frequent screening methods are DRE and PSA testing. PSA is a protein produced in the prostate epithelium and secreted to the lumen,
being a major part of the semen ( 0.5 to $2 \mathrm{ng} / \mathrm{mL}$ ). This protein can be found in several forms on the blood (pro-PSA, BPSA's, free-PSA) and semen, and the comparative levels of these forms are affected by the different prostate pathologies [34].

The use of new methods for screening has reduced the deaths from PCa but lead to an increase in over-treatment, which has side effects in the patients quality of life [3].

### 2.2.3 Gleason Score

The Gleason Score (GS) is used to grade PCa [35]. This system requires the observation under microscope of the prostate tissue obtained via biopsy, and is a good predictor of survival [36]. Table 2.1 and Figure 2.3 give a brief description and illustration of the Gleason Patterns (GP).

Table 2.1: Brief description of the Gleason Patterns. From [35]. More detail in [37, 38].
\(\left.\left.\left.$$
\begin{array}{cc}\hline \text { Grade } & \text { Description } \\
\hline 1 & \text { Simple round glands, close-packed in rounded masses with well-defined edges } \\
\hline 2 & \text { Simple rounded glands, loosely packed in vague, rounded masses with loosely } \\
\text { defined edges }\end{array}
$$\right] $$
\begin{array}{cc}\text { 3A } & \text { Medium sized single glands of irregular shape and irregular spacing with ill-defined } \\
\text { infiltrating edges }\end{array}
$$\right] \begin{array}{cc}3B \& Very similar to 3A, but small to very small glands, which must not form significant <br>

chains or cords\end{array}\right]\)| 3C | Papillary and cribriform epithelium in smooth, rounded cylinders and masses; no |
| :---: | :---: |
| necrosis |  |

These patterns are used to grade the tumor and calculate the GS. Patients may have tumors with different GP in different zones. The GS of a patient is obtained by the sum of the most predominant (primary) and the second most predominant (secondary) patterns found on the biopsy's sample. If there is a third, higher grade, pattern in a needle biopsy it is recommended, by the 2005 International Society of Urologic Pathology (ISUP) Consensus, to use it as the secondary pattern instead $[40,41]$.


Figure 2.3: Gleason Patterns. Adapted from [39].

## 3D Structure

The GP are a consequence of the changes in the tuboloalveolar structure of the prostate due to PCa [42]. Some lesions of the prostate can cause the same patterns in Haematoxylin and Eosin (H\&E) slides but have a different 3D architecture [43]. The 3D architecture of the prostate is being studied to assist in PCa diagnosis and increase their accuracy [42-48].

Leenders et al [42] describes the 3D architecture associated to each Gleason Patterns (Figure 2.4). GP3 has tubules with local interconnections and is continuous in space to Poorly Formed GP4 and Fused GP4. In Fused GP4 tubule interconnections often occur at distances smaller than the tubular diameter. In Poorly Formed GP4 the tubular size and lumen diameter are smaller, and the interconnections more frequent than GP3. Single cells and Cords GP5 are continuous in space with Poorly Formed glands, were lumen size further decreased until lumens disappear. Cribriform GP4 and Solid GP5 with or without comedonecrosis consist of serpentine fields of epithelial cells. These two patterns form a continuous structure with or without the presence of recognisable inter-cellular lumens. Glomeruloid GP4 represent intraluminal protrusions of epithelial cells appearing within a background of GP3 tubules, that are mostly present at the sites of tubular interconnections. This last structure can be considered as an intermediate state between the two groups of structures that form a spacial continuum. The first group being defined by the contact with the stroma with different gland diameters, lumen size and number
of interconnections (GP3, Poorly Formed and Fused GP4 and Single cells and Cord GP5). And the second group of structures being defined by the majority of cells not being in contact with the stroma (Cribriform GP4 and Solid GP5).


Figure 2.4: Schematic overview of the Gleason growth patterns in prostate cancer. Threedimensionally, two morphological subgroups of growth pattern are observed. Gleason pattern 3, poorly formed and fused Gleason pattern 4 and Gleason pattern 5 cords form the first subgroup, in which the vast majority of the tumour cells make direct contact with the surrounding stroma. The second subgroup consists of cribriform Gleason pattern 4 and solid Gleason pattern 5 ; the vast majority of tumour cells do not make contact with the surrounding stroma. Comedonecrosis might be present in this subgroup. Glomeruloid structures represent a morphological intermediate pattern between the two subgroups. From [42].

### 2.2.4 PCa and other diseases

Prostatic intraepithelial neoplasia (PIN) is a type of prostate lesion considered to be a precursor of invasive PCa. At least $30 \%$ of the patients with high-grade PIN developed PCa within 1 year [49]. However, the causality between PIN and invasive PCa is still subject of debate $[24,50]$.

Patients that suffer from BPH have a higher risk of developing PCa [51]. However, statistical and in silico studies suggest that larger prostates have a protective effect against the malignancy of PCa [52-54]. As large prostates have less aggressive tumors than smaller prostates, patients with BPH have less dangerous PCa.

## Chapter 3

## Methods

### 3.1 Cellular Potts Model

A Cellular Potts Model (CPM), also known as the Glazier-Graner-Hogeweg model, is a computational approach to model irregular and highly fluctuating cell shapes [55]. It has a high resolution when compared to other methods, such as vertex or cellular automata models [56]. Moreover, the CPM is described by energies unlike most models that are described by forces.

The CPM was originally used to simulate cell sorting [57]. Cell sorting is achieved by the CPM ability to replicate cell to cell differential adhesion and cells interactions, aggregation and desegregation. Furthermore, this model is also capable to simulate tissue growth, cell division and cell signalling. This allows the study of tissue morphogenesis [58] and cell migration [59]. All these capabilities concede CPM the ability to study tumor growth, tumor evolution and tumor invasion [60].

The domain of simulation is represented by a grid with elements (Figure 3.1). The CPM was created to simulate a biological systems, so, the distinct elements of the simulation will usually correspond to parts of cells [61], cells or groups of cells, but they can also be empty spaces like Lumens, a void like a cut, an obstacle like an implant [62], or anything else properly modelled. By convention, the element with ID 0 , is used to simulate the medium around the cells, for instance the Extra-Cellular Matrix (ECM) in in vivo conditions, or plastic or glass in in vitro.

In biological systems, different cells can be of the same type if they share the same characteristics. The elements will be grouped in types that possess certain properties. These properties define the energy, behavior (e.g. mitosis and differentiation) and interaction with other elements. Each element can occupy several pixels on the grid, but each pixel can only be occupied by one element, identified by the element ID.

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 3 | 3 | 3 | 1 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 3 | 3 | 3 | 3 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 3 | 3 | 3 | 3 | 3 | 3 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 4 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 | 4 | 4 | 4 | 4 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 5 | 4 | 5 | 5 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 5 | 5 | 5 | 5 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 5 | 5 | 5 | 5 | 5 | 5 | 5 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 5 | 5 | 5 | 0 | 5 | 5 | 5 | 5 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 3.1: Example of a CPM representation. The grid squares represent the pixels, the numbers represent the cell that occupies the pixel and the color represents the type of each cell.

Let us define the required formalism to make the equations as clear as possible. CPM is build over a grid of pixels, each pixel is occupied by one and only one cell and cells have types (See Figure 3.1 for a visual example). Let us consider that:

- $p_{i j}$ is the pixel with position $(i, j)$ on the 2D grid;
- $E\left(p_{i j}\right) \equiv E_{i j}$ is the element that occupies the pixel $p_{i j}$;
- $E_{X}$ is the element with ID $\mathrm{X}(X=0,1,2, \ldots$, as many as the number of cells in the domain);
- $\tau\left(E_{X}\right) \equiv \tau_{X}$ is the type of the element $\mathrm{X}\left(\tau_{X}=0,1,2, \ldots\right.$, as many as the types of cells in the system).

This computational implementation of CPM used in this work was adapted from the code introduced in Carvalho et al. [63], written in C++ and used to study the development of bladder tumors.

### 3.1.1 Hamiltonian

This type of model represents, over time, a system evolving to the state that minimizes an energy function, the Hamiltonian. The CPM is not based on the forces exerted by the elements; instead, the Hamiltonian is associated with the shape of the elements in the model
and their interactions (e.g. adhesion). Equation (3.1) shows the Hamiltonian corresponding to one Element:

$$
\begin{gather*}
H=\sum_{E} H(E)  \tag{3.1}\\
H(E)=H_{\text {shape }}(E)+H_{\text {adh }}(E)
\end{gather*}
$$

where $H_{\text {shape }}(E)$ increases with the deviation from the target shape of the element $E$, and $H_{\text {adh }}(E)$ is the adhesion energy of the interfaces between the element $E$ and its neighbors. Other terms can be added to simulate other processes, such as chemotaxis [64]. The adhesion energies are defined between the types of elements.

In the model, the energy associated with the interface between one pixel ( $p_{i j}$ ) and its neighbors is given by:

$$
\begin{equation*}
H_{a d h}\left(p_{i j}\right)=\sum_{k=i-1}^{i+1} \sum_{l=j-1}^{j+1} J\left(\tau\left(E_{i j}\right), \tau\left(E_{k l}\right)\right) \times\left(1-\delta_{E_{i j} E_{k l}}\right) \tag{3.2}
\end{equation*}
$$

where $J\left(\tau\left(E_{i j}\right), \tau\left(E_{k l}\right)\right)$ is the adhesion energy between the types of the elements that occupy the positions $(i, j)$ and $(k, l) . \delta_{E_{i j} E_{k l}}$ is the Kronecker delta, meaning, if both positions are occupied by the same element then $\delta_{E_{i j} E_{k l}}=1$.
$J$ is an user defined symmetric matrix, where each row and column corresponds to one type of cells, and $J_{i j}=J_{j i}$ is the energy of the interface between cells of type $i$ and $j$.

When calculating the contribution of $p_{i k}, k=j+1$ the interface between $p_{i j}$ and $p_{i k}$ will be added again. Therefore, by the definition, the energy associated with the interface between elements is half the sum of the individual pixels contribution:

$$
\begin{equation*}
H_{a d h}=\frac{1}{2} \sum_{i, j} H_{a d h}\left(p_{i j}\right) \tag{3.3}
\end{equation*}
$$

Two measurements of shape have been considered, the Area and the Length of each cell. The energy associated with each measure increases with the deviation from the expected value for each cell:

$$
\begin{align*}
& H_{\text {area }}\left(E_{X}\right)=\lambda_{a \tau_{X}}\left(\frac{A\left(E_{X}\right)-A_{\tau_{X}}}{A_{\tau_{X}}}\right)^{2}  \tag{3.4}\\
& H_{l e n}\left(E_{X}\right)=\lambda_{l \tau_{X}}\left(\frac{L\left(E_{X}\right)-L_{\tau_{X}}}{L_{\tau_{X}}}\right)^{2} \tag{3.5}
\end{align*}
$$

where $A\left(E_{X}\right)$ and $L\left(E_{X}\right)$ are, respectively the area and length of element X, one element (cell) on the model; $\lambda_{a \tau_{X}}$ and $\lambda_{l \tau_{X}}$ are the weights associated with the type of element X; and $A_{\tau_{X}}$
and $L_{\tau_{X}}$ are the target area and length for the type of element X . These parameters are user defined. The area of a cell is defined as the number of pixels it occupies:

$$
\begin{equation*}
A\left(E_{X}\right)=\sum_{p, E(p)=E_{X}} 1 \tag{3.6}
\end{equation*}
$$

The length is the larger distance between any two pixels occupied by the same element:

$$
\begin{equation*}
L\left(E_{X}\right)=\max _{\substack{\left.i, j, k, l \\ E, p_{i j}\right)=E_{X} \\ E\left(p_{k}\right)=E_{X}}}\left(\sqrt{(i-k)^{2}+(j-l)^{2}}\right) \tag{3.7}
\end{equation*}
$$

To run a Cellular Potts Model (CPM), one must calculate the probability for the state to change. This probability depends on the variation of the Hamiltonian $\left(\Delta H=H^{1}-H^{0}\right)$ between an alternative state $\left(H^{1}\right)$ and the current state $\left(H^{0}\right)$.

$$
\operatorname{Probability}\left(H^{0} \rightarrow H^{1}\right)=\left\{\begin{array}{cl}
1, & \Delta H \leq 0  \tag{3.8}\\
e^{-\frac{\Delta H}{T}}, & \Delta H>0
\end{array}\right.
$$

where $T$ is a parameter adjustable to allow greater variations of energy (it can be used to describe the degree of fluctuation of the cellular membranes). If the energy decreases $(\Delta H \leq 0)$, the alternative state becomes the new state; if the energy increases $(\Delta H>0)$, the state may change to the alternative state or remain the same.

The Hamiltonian difference between states used in Equation (3.8) is given by:

$$
\begin{equation*}
\Delta H=\Delta H_{\text {adh }}+\Delta H_{\text {area }}+\Delta H_{\text {len }} \tag{3.9}
\end{equation*}
$$

Because on each iteration of the MCS only one random pixel can change, $p_{i j}$, the adhesion energy without $p_{i j}$ contribution is the same in both states. So, we can simplify the adhesion
term:

$$
\Delta H_{a d h}=H_{a d h}^{1}-H_{a d h}^{0}
$$

(by expansion of Eq. (3.2))

$$
\begin{align*}
& =\overbrace{H_{a d h}^{1}-H_{a d h}^{1}\left(p_{i j}\right)}^{H_{a d h} \text { w/o } p_{i j} \text { contrib. }}+\underbrace{H_{a d h}^{1}\left(p_{i j}\right)}_{p_{i j} \text { contrib. }}-(\overbrace{H_{a d h}^{0}-H_{a d h}^{0}\left(p_{i j}\right)}^{H_{a d h} \text { w/o } p_{i j} \text { contrib. }}+\underbrace{H_{a d h}^{0}\left(p_{i j}\right)}_{p_{i j} \text { contrib. }})  \tag{3.10}\\
& \left(H_{a d h}^{1}-H_{a d h}^{1}\left(p_{i j}\right) \quad=\quad H_{a d h}^{0}-H_{a d h}^{0}\left(p_{i j}\right)\right) \\
& =H_{a d h}^{1}\left(p_{i j}\right)-H_{a d h}^{0}\left(p_{i j}\right)
\end{align*}
$$

By changing the element that occupies the changing pixel, we alter the area and length of 2 elements, the one that occupies the pixel in state $0, E_{X}$, and the one that occupies the pixel in state $1, E_{Y}$. If $A\left(E_{X}\right) \equiv A^{0}\left(E_{X}\right)$ is the volume of element X in state $0, A^{1}\left(E_{X}\right)=A^{0}\left(E_{X}\right)-1$ is the area in state 1 of $E_{X}$, similarly, $A^{1}\left(E_{Y}\right)=A^{0}\left(E_{Y}\right)+1$, is the area of $E_{Y}$ in state 1 . From Equation (3.4) we can calculate $\Delta H_{\text {area }}$ as a function of the current cell areas (at state 0 ):

$$
\begin{align*}
\Delta H_{\text {area }}= & \Delta H_{\text {area }}\left(E_{X}\right)+\Delta H_{\text {area }}\left(E_{Y}\right) \\
= & H_{\text {area }}^{1}\left(E_{X}\right)-H_{\text {area }}^{0}\left(E_{X}\right)+H_{\text {area }}^{1}\left(E_{Y}\right)-H_{\text {area }}^{0}\left(E_{Y}\right) \\
& \left(A\left(E_{X}\right) \equiv A^{0}\left(E_{X}\right), A\left(E_{Y}\right) \equiv A^{0}\left(E_{Y}\right)\right) \\
= & \lambda_{a \tau_{X}\left(\frac{A\left(E_{X}\right)-1-A_{\tau_{X}}}{A_{\tau_{X}}}\right)^{2}-\lambda_{a \tau_{X}}\left(\frac{A\left(E_{X}\right)-A_{\tau_{X}}}{A_{\tau_{X}}}\right)^{2}+}  \tag{3.11}\\
& +\lambda_{a \tau_{Y}\left(\frac{A\left(E_{Y}\right)+1-A_{\tau_{Y}}}{A_{\tau_{Y}}}\right)^{2}-\lambda_{a \tau_{Y}}\left(\frac{A\left(E_{Y}\right)-A_{\tau_{Y}}}{A_{\tau_{Y}}}\right)^{2}} \\
\Delta H_{\text {area }}= & \lambda_{a \tau_{X}} \frac{1-2\left(A\left(E_{X}\right)-A_{\tau_{X}}\right)}{A_{\tau_{X}}^{2}}+\lambda_{a \tau_{Y}} \frac{1+2\left(A\left(E_{Y}\right)-A_{\tau_{Y}}\right)}{A_{\tau_{Y}}^{2}}
\end{align*}
$$

By the definition given to the length of a cell it is not possible to know the relation of lengths for each state a priori, therefore, the expression to calculate $\Delta H_{l e n}$ cannot be further simplified. But the length, on Equation (3.7), can be rewritten for computational speed proposes. If $T_{X}$ and $S_{X}$ are the set of all pixels occupied by the area of the cell $X$ and the subset of pixels in the surface, in contact with other cells, respectively. The search of the maximum distance can
be limited the points of the subset $S_{A}$.

$$
\begin{equation*}
L\left(E_{X}\right)=\sqrt{\max _{\substack{i, j, k, l \\ p_{i j}, p_{k l} \in S_{X}}}\left((i-k)^{2}+(j-l)^{2}\right)} \tag{3.12}
\end{equation*}
$$

Computationally, this reduces the pairs of points to search the maximum from $\binom{T_{X}}{2}$ to $\binom{S_{X}}{2}$ combinations, where $S_{X} \varsubsetneqq T_{X}$.

### 3.1.2 Time Step

Each time step has 2 parts. One is the Monte Carlo Step (MCS), constituted by several iterations where an element can move 1 random pixel inward or outward in any point of its boundary.

The MCS has as many iterations as there are pixels in the grid. In each iteration one pixel and one of its neighbors are randomly chosen and it is calculated the probability to change the element that occupies the first pixel to the element that occupies the second. In each iteration, the following steps are taken:

Step 1. One random pixel is chosen, $p_{1}=p_{i j}$;
Step 2. One neighbor pixel is chosen randomly, $p_{2}=p_{k l}$,

$$
k \in\{i-1, i, i+1\}, l \in\{j-1, j, j+1\}, p_{k l} \neq p_{i j} ;
$$

Step 3. Check the elements in the chosen pixels:
(a) If they belong to the same element, $E\left(p_{1}\right)=E\left(p_{2}\right)$

- Stop iteration and start next iteration from Step 1.
(b) Otherwise
- Continue to Step 4.

Step 4. Calculate the probability to change state (according to Equation (3.8)) by making the element in $p_{1}$ change to the element in $p_{2}$;

Step 5. Accept that change with the probability calculated in Step 4.
The other part of the time step is dependent on the characteristics added to the model. The model in the present work updates the elements' time of proliferation, kill cells randomly according with user defined probabilities, causes cellular proliferation and cellular differentiation. The model characteristics are explained further in subsection 3.1.4.

### 3.1.3 Types of Cells

Each cell (element) has a well defined type with specific characteristics. Many cells can be of the same type, but each cell only as one type (that can change in time in the case of cellular differentiation).

In the present model, besides defining the adhesion energy of the interfaces between the cells, the type of cell defines the expected cell area and length. The type also defines the behavior described in subsection 3.1.4.

Seven types of elements have been created to simulate the prostate structures and PCa growth:
0. Extra-Cellular Matrix (ECM)

1. Stroma
2. Basal Cell
3. Stem Cell
4. Luminal Cell
5. Lumen
6. Tumor Cell

## 7. Cancer Stem Cell (CSC)

As mentioned before, the simulation grid has a default cell type. On this model, the default corresponds to the $E C M$, the support matrix of biological tissues.

Basal, Stem and Luminal cells represent different types of cells in the prostate epithelium (see section 2.1). Neuroendocrine cells are very rare [65] and have not been simulated.

Stroma is a special element that represents the group of cells and fibers that constitute it. The Stroma can also simulate the basal membrane by adjusting its rigidity and adhesion with the other types of cells, namely the Basal and Stem cells.

The Lumen is another special element that creates on the model the natural tendency of the prostate cells to form ducts. Because it simulates an empty space, it has more loosened parameters than other types of cells.

The Tumor cell type, like Stem cells, can suffer mitosis. However, Tumor cells have random and more frequent proliferation.

Cancer Stem Cell (CSC) is a special type created to recreate the formation of new interconnections of ducts in PCa. Like a Stem cell, CSC can divide and originate 2 different types of cells, and, like a Tumor cell, has a random, uncontrolled and frequent proliferation. A more detailed explanation about this type of cells can be found in chapter 4.

Stem, Tumor and CSC cells have the ability to proliferate by mitosis. Depending on the type, the daughter cells may be of different types. Mitosis is important for the implementation of homeostasis in the model, explained in the next subsection.

### 3.1.4 Homeostasis

A biological system is in constant change, mainly due to cellular movement, death and proliferation. The cellular movement is guaranteed by the Hamiltonian during the MCS. Death, mitosis and differentiation are implemented outside the Hamiltonian.

In normal conditions, cellular death, or apoptosis, can be modeled as a random process dependent on the type of cell. The model allows to treat the probability of death of a certain cell type as a user-defined parameter. If a cell dies the area it occupies turns into ECM.

Mitosis is a very important part of tumor progression and cellular renovation. Not all types of cells have the ability to divide and even the ones who have can be limited by their size. This model defines a mitosis area $\left(A_{\text {mitosis }}\right)$ to take in account this limitation. Other limitation to mitosis is the cell lifetime. The model considers for each cell the time of proliferation to model this limitation. Only Tumor, Stem and CSC cells can undergo mitosis. Depending on the mother's type, the daughter cells can be of the same type or of different types. A Stem cell will originate one Stem cell and one Basal cell, while a Tumor cell will originate two Tumor cells and a CSC originates one CSC and one of these 4 types, with adjustable probabilities. The division is always chosen to create cells of similar size.

Mitosis can divide a cell along any plane or, if the cell has polarization, it can divide the cell in such a way to maintain polarization. The model considers both types of mitosis with the introduction of the Rule 9 of Rule Sets \#3 and \#4 (Table 4.3).

Cell polarization is defined by the cells' different internal structures dependent of the contacts with neighbor cells. Luminal epithelium cells tend to have a high polarization, its internal structure allows to secrete into the lumen and not into the basal layer. This polarization can affect the mitosis of a cell. Therefore, a cell with polarization can divide in order for the daughter cells to stay in contact with the same types of cells as the mother. A cell polarization is defined by the contacts it makes, based on the types of cells of the layers in contact with its own. This
is, a cell of the luminal layer (Luminal and Tumor) has polarization if is in contact with the Lumen and a cell of the basal layer (Stem and Basal). A cell of the basal layer must be in contact with Stroma and the epithelium layer to have polarization.

Differentiation is the capacity for a cell to change its type. When a cell originates, by mitosis, cells of different types, one of them has actually differentiated. However, for the definition of the Rules in Table 4.3, explained in subsection 4.1.1, allows to consider that type of differentiation a part of mitosis, and distinguishable from differentiation without mitosis. As cells move and change the contacts with their neighbors they can change their phenotype and change cell type. The model considers contact with certain types of cells the trigger to change type. The types of contacts that function as triggers for each type of cell are described in Table 4.3.

### 3.2 Phase-Field Model

Phase-field models were developed in physics to study non-equilibrium systems and have been used to describe several material phenomena [66]. The phase-field models a microstructure without the need to track the evolution of individual interfaces [67]. To do this, the state of the entire system is represented by a continuous variable, the order parameter $\phi$ (Figure 3.2).


Figure 3.2: Schematic illustration of a two phase microstructure in phase-field simulations. The order parameter $(\phi)$ profile is shown on a line across the domain. Gradual change of order parameter from one phase to another shows the diffuse nature of the interface.

The order parameter $\phi$ takes the value of 1 to represent the tumor and the value of 0 to represent the healthy tissue. Where $\phi$ is between 0 and 1 , is the interface between the two
phases.

$$
\phi= \begin{cases}1, & \text { tumor }  \tag{3.13}\\ 0, & \text { healthy }\end{cases}
$$

It's also common to see $\phi$ taking the values of 1 and -1 for tumor and healthy tissue, respectively $[66,68,69]$.

The phase-field method describes problems with moving interfaces, using Partial Differential Equations (PDE) in a fixed domain [70]. There are methods to enhance accuracy and speed of Phase-field models, like solving PDEs in the complex domain without mesh generation [70].

The basic model is easily adaptable to different problems, and has already been applied to $\mathrm{PCa}[52,71-73]$.

### 3.2.1 Mathematical Approach

The model from Lorenzo et al. [72] was adapted, and implemented with different speed enhancements. Their model was used to study the PCa development on the full prostate volume based on medical images of individual patients.

## Tumor

Equation (3.14) models the tumor and healthy tissue interaction in the phase-field model as a diffusion-reaction model. The model must allow the tumor to diffuse (invade healthy tissue), proliferate and die.

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\lambda \nabla^{2} \phi-\frac{1}{\tau} \frac{d F(\phi)}{d \phi}+\chi \sigma \phi-A \phi \tag{3.14}
\end{equation*}
$$

where the first two terms on the right hand side represents the diffusion of the tumor, $\chi$ is the proliferation of tumor in the presence of nutrient $(\sigma)$ and $A$ is the apoptosis of the tumor. $F(\phi)$ is a double well function with two equal potential minimums at 0 and 1 (Equation (3.15)). This function allows the coexistence of tumor and healthy tissue with a diffuse interface between them.

$$
\begin{equation*}
F(\phi)=16\left(\phi^{4}-2 \phi^{3}+\phi^{2}\right) \Rightarrow \frac{d F(\phi)}{d \phi}=64 \phi(\phi-1)\left(\phi-\frac{1}{2}\right) \tag{3.15}
\end{equation*}
$$

In Equation (3.14), there is a difference from Lorenzo et al.'s model [72]. The third term original form, $\chi \sigma$, was adapted to only allow proliferation where there is tumor, by the multiplication by $\phi$.

## Nutrient

A tumor to grow requires resources such as oxygen, glucose and amino acids. All these resources come from the same source, the blood, and are diffused through the tissue. For simplicity and speed, they can be combined and simulated as one single compound, the nutrients $(\sigma)$. The nutrients are not equally available in space, because vessels do not cover all points in the tissue and because cells consume nutrients. To model the local fluctuations in the supply of nutrients, its considered a nutrient source term on he form $s=s_{0}+\eta$ where $\eta$ is a small random fluctuation. This fluctuation is coarse grained, thus being set constant in small cubes with an adjustable edge. This results in a better stability when integrating.

The nutrients concentration will be affected by the tumor, the source and its diffusion and degradation:

$$
\begin{equation*}
\frac{\partial \sigma}{\partial t}=\epsilon \nabla^{2} \sigma+s-\delta \phi-\gamma \sigma \tag{3.16}
\end{equation*}
$$

where $\epsilon$ is the diffusion coefficient, $s$ represents the source term, $\delta$ is the consumption by the tumor $(\phi)$, and $\gamma$ is the degradation/consumption of nutrient in normal conditions.

Because it simulates the development of the tumor, the source $(s)$ is considered to be constant in time and initially $\sigma$ is set equal to $s$.

## Ducts

To study the influence of the prostate ductal structure in PCa , it is necessary to create a new order parameter dependent on the morphology, $\theta$. Therefore, $\theta$ represents the tissue and is defined as:

$$
\theta=\left\{\begin{array}{lc}
1, & \text { tissue }  \tag{3.17}\\
0, & \text { ducts }
\end{array}\right.
$$

Including a new term dependent on $\theta$ in Equation (3.14), the simulated PCa development becomes influenced by the micro structure of the prostate. The method to introduce this influence in the model was one of the studies of this work and the results can be seen in subsection 4.2.2

### 3.2.2 Simulation Time

A major concern when employing a mathematical model is the time to run the simulation. To do computational integration, it is required for the time step to be under a certain value, above which, the model may became numerical unstable.

There are several ways to reduce the runtime of the simulations. The easiest one is to reduce the complexity or the size of the system. Other ones use more fitting algorithms to solve the mathematical equations.

In this work two methods were used to reduce the runtime: an approximation that simplified the model and the use of implicit and semi-implicit methods that allow to use a longer time step.

## Simplification

Because the nutrient diffusion is much faster than the tumor dynamics, $\epsilon \gg \lambda$, one can assume the nutrient to be in a stationary state in the time scale used to study the tumor development. Therefore, from Equation (3.16):

$$
\begin{equation*}
\frac{\partial \sigma}{\partial t}=\epsilon \nabla^{2} \sigma+s-\delta \phi-\gamma \sigma \approx 0 \tag{3.18}
\end{equation*}
$$

This assumption allows to increase the time step that would be limited by the nutrient diffusion. As $\sigma$ is dependent of $\phi$, it is calculated every iteration to find its new stationary state.

## Implicit and semi-implicit methods

Implicit methods have higher numerical stability than explicit methods. Fourier transforms can be used to treat PDE problems with periodic boundary conditions. When comparing to finite differences methods, Fourier Transforms (using Fast Fourier Transform algorithms) have lower computational cost to calculate the second order derivatives present in the model.

To calculate the laplacian of $\phi$ in Equation (3.14):

$$
\begin{equation*}
\lambda \nabla^{2} \phi=\mathscr{F}^{-1}\left\{\mathscr{F}\left\{\lambda \nabla^{2} \phi\right\}\right\}=\mathscr{F}^{-1}\left\{-\lambda k^{2} \phi^{(k)}\right\}=\lambda \mathscr{F}^{-1}\left\{-k^{2} \phi^{(k)}\right\} \tag{3.19}
\end{equation*}
$$

From Equation (3.18), in the Fourier space, comes:

$$
\begin{align*}
& \mathscr{F}\left\{\epsilon \nabla^{2} \sigma+s-\delta \phi-\gamma \sigma\right\}=\mathscr{F}\{0\} \Leftrightarrow-\epsilon k^{2} \sigma^{(k)}+s^{(k)}-\delta \sigma^{(k)}-\gamma \phi^{(k)}=0 \Leftrightarrow \\
& \Leftrightarrow \sigma^{(k)}=\frac{s^{(k)}-\gamma \phi^{(k)}}{\epsilon k^{2}+\delta} \Leftrightarrow \sigma=\mathscr{F}^{-1}\left\{\frac{s^{(k)}-\gamma \phi^{(k)}}{\epsilon k^{2}+\delta}\right\} \tag{3.20}
\end{align*}
$$

Because $s$ is constant during all the simulation, to calculate $\sigma$ it is only required to use the previously calculated transform of $\phi$ to advance in the simulation.

### 3.2.3 Observables

As PCa grows, it forms non-spherical structures. If assumed that these structures are deformations from a sphere, several observables can be used to evaluate this deviation during the simulation progression. To complement the information from this observables, the volume of the tumor has also been considered.

## Volume

$\phi$ represents the tumor in each point of the grid, so, the volume of the tumor can be calculated by:

$$
\begin{equation*}
\text { Volume }=\Delta x \Delta y \Delta z \sum_{\substack{x, y, z \\ \text { such that } \\ \phi(x, y, z) \geq 0.5}} 1 \tag{3.21}
\end{equation*}
$$

## Moment of Inertia Ratio

The inertia tensor of an object depends on its mass distribution. Applying this principle to the tumor, we can compare the moment of inertia of a sphere with the same volume and mass. The ratio between the moment of inertia of the tumor and the moment of inertia of the sphere is a representation of how close to a sphere the tumor shape is.

$$
\begin{equation*}
R_{M I}=\frac{I_{\text {tumor }}}{I_{\text {sphere }}} \tag{3.22}
\end{equation*}
$$

The moment of inertia is related with each principal direction of the inertia tensor. Meaning that a 3D object has 3 moments of inertia, the eigenvalues of the inertia tensor. By definition, the inertia tensor is calculated as:

$$
\begin{equation*}
I_{i j} \stackrel{\text { def }}{=} \sum_{p=1}^{N} m_{p}\left(\left\|\overrightarrow{r_{p}}\right\|^{2} \delta_{i j}-x_{i}^{(p)} x_{j}^{(p)}\right) \tag{3.23}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker Delta and $m_{p}$ and $\overrightarrow{r_{p}}=x_{1}^{(p)} \hat{\imath}+x_{2}^{(p)} \hat{\jmath}+x_{3}^{(p)} \hat{k}$ are the mass and the position vector of point $p$, respectively. The origin of the referential used to do the calculations was the center of mass of the tumor. Giving an arbitrary density to the tumor, its mass has been considered to be equal to $\phi$ in every point of the grid.

The sphere moments of inertia are equal and can be calculated from the formula [74]:

$$
\begin{equation*}
I_{\text {sphere }}=\frac{2}{5} m r^{2}=\frac{2}{5} m\left(\sqrt[3]{\frac{3 V o l}{4 \pi}}\right)^{2} \tag{3.24}
\end{equation*}
$$

with the mass and volume equals to those of the tumor.
The approximation from continuous space to the discrete space of the model and the thickness of the interface between tumor and healthy tissue, introduce a small error in the calculation of $R_{M I}$. This coefficient has a limitation as it fails to represent the correct system once the borders of the simulation grid are reached by the tumor, because of the periodic border conditions.

## Chapter 4

## Results and Discussion

### 4.1 Cellular Potts Model

This model possesses an important limitation, as most GP arise from a 3D structure change. This is impossible to be completely described in a 2D simulation. Even so, a 2D model can provide insights regarding the characteristics of the system and the mechanisms that provide duct stability and tumor growth.

### 4.1.1 Initial Conditions and Rules

The model was built in a $500 \times 300$ pixels grid. As all areas and lengths are taken in pixels, and the their target values are inferred from the initial conditions cell type mean values, the pixel side varies slightly between each initial condition. The relative size of cells was approximated from histological images, making each pixel side represents 0.7 to $2 \mu \mathrm{~m}$, dependent on the initial condition. Figure 4.1 presents the initial conditions used in the simulations and Figure 4.2 compares the initial conditions with histological images. In the latter figure, can be seen that the model preserves the relative size between the different cells' sizes.

The parameters that affect the simulation are the adhesion energy matrix $(J)$, the target area and length, and the respective $\lambda$ values, the death probability, and the mitosis area. The ranges for these values can be found in Table 4.1 and Table 4.2.

In section 3.1, are described the rules that control the interactions between the cells, presented in Table 4.3. The Sets are ordered by the evolution of the model. This means Set \#1 was used in the first stages of development and evolved to Set \#3 in the final stages. Set \#4 are the rules used to incorporate the $C S C$ into the model.

These rules represent properties of certain cell types and conditions, that once met, can


Figure 4.1: Initial conditions used for the CPM simulations.


Figure 4.2: Comparison between histologic images and the Initial Conditions. Adapted from [75].

Table 4.1: Range of parameters used. The target areas and lengths are in pixels.

|  | Stroma | Stem | Basal | Luminal | Tumor | CSC | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}{ }^{[1]}$ | $8-12 \times 10^{4}$ | $35-57$ | $40-57$ | $91-183$ | $91-166$ | 60 | $2-21 \times 10^{3}$ |
| $\lambda_{a}$ | $100-10000$ | $100-500$ | $100-500$ | $200-1000$ | 1000 | 1000 | $1-10000$ |
| $L_{\text {target }}{ }^{[1]}$ | - | $11-14$ | $11-15$ | $13-21$ | $13-18$ | 11 | - |
| $\lambda_{l}$ | 0 | $200-1000$ | $200-1000$ | $200-500$ | $0-1000$ | 500 | 0 |
| $P_{\text {death }}$ | - | - | - | $0-0.2$ | $0.1-0.13$ | - | - |
| $A_{\text {mitosis }}{ }^{[1]}$ | - | - | - | - | $91-200$ | 60 | - |

[^0]Table 4.2: Range of adhesion energy between cell types used.

|  | ECM | Stroma | Stem | Basal | Luminal | Tumor | CSC | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | $1.0-3.0$ | $1.0-3.0$ | $3.0-10.0$ | $3.0-10.0$ | 1.0 | $3.0-10.0$ |
| Stem | 1.8 | $1.0-3.0$ | $1.1-2.4$ | $1.1-2.55$ | $1.2-2.55$ | $1.2-2.55$ | 1.2 | $2.55-10.0$ |
| Basal | 1.8 | $1.0-3.0$ | $1.1-2.55$ | $1.1-2.4$ | $1.0-2.55$ | $1.0-2.55$ | 1.2 | $2.55-3.0$ |
| Luminal | 1.8 | $3.0-10.0$ | $1.2-2.55$ | $1.0-2.55$ | $2.295-2.4$ | $2.295-2.4$ | 2.4 | 2.55 |
| Tumor | 1.8 | $3.0-10.0$ | $1.2-2.55$ | $1.0-2.55$ | $2.295-2.4$ | $2.295-3.0$ | 1.2 | 2.55 |
| CSC | 1.8 | 1.0 | 1.2 | 1.2 | 2.4 | 1.2 | 10.0 | 10.0 |
| Lumen | 1.8 | $3.0-10.0$ | $2.55-10.0$ | $2.55-3.0$ | 2.55 | 2.55 | 10.0 | $2.295-3.0$ |

Note: The larger the energy, the weaker the adhesion between cells.
change the properties of individual cells, or activate mitosis and/or differentiation. The following list gives an overview of each rule function in the model.

Rule 1 - Controls the differentiation of Basal cells into Luminal cells.

Rule 2 - Maintains the type of the epithelium as a single luminal layer (pseudo-stratified).

Rule 3-Controls the cellular death.

Rule 4 - Controls the homeostatic mitotic behavior of Stem cells.

Rule 5 - Controls the mitotic behavior of Tumor cells.

Rule 6 - Controls Stem cells movements.

Rule 7 - Controls the adaptive target Area.

Rule 8 - Controls the ECM behavior.

Rule 9 - Controls Lumen behavior.

Rule 10 - Controls mitosis of polarized cells.

Rule 11 - Maintains the basal layer.

Rule 12 - Controls the Stem cells differentiation.

Rule 13 - Controls the mitotic behavior of CSC.

Rule 14 - Controls the differentiation of $C S C$.

Table 4.3: The four sets of rules used in the CPM.

| Rules | $\# 1$ | $\# 2$ | $\# 3$ |
| ---: | :---: | :---: | :---: |
| 1 | If a Basal touches <br> the Lumen, it <br> turns to a Luminal | If a Basal touches the Lumen or loses contact with the |  |
| Stroma, it turns to a Luminal. |  |  |  |

Some of these rules are directly related to the user-defined parameters. These rules are present here because there is a rational intention in the alteration of those parameters. The reasoning for the evolution of rules between each Rule Set are presented in the next sections.

### 4.1.2 Rule Set \#1

When the CPM was created, it was given some rules to maintain the homeostasis seen in vivo.

Rule 1 and Rule 2 were meant to maintain the differentiation in the basal and luminal layers of the epithelium. The former by forcing Basal cells in contact with the Lumen to be Luminal cells, and the latter by forcing Luminal cells in contact with the Stromato be Basal cells, in order to act like an intermediate cell, a type of prostate cells not modeled with affinity to be in contact with the Lumen and the Stroma.

Rule 3 and Rule 4 imposes the cellular renovation seen in epithelia. Cells of the luminal layer will die randomly and Stem cells will proliferate to maintain homeostasis.
Rule 5 defines the Tumor cells proliferation characteristics, a maximum growth and a time dependency.

Rule 6 prevents normal Stem cells to move from the Stroma. A high expression of integrin $\alpha 2 \beta 1$ fixates stem cells to the basal membrane [28], that is modeled by the stroma. If a Stem cell loses contact with the Stroma, then it would create a basal zone with multi-layers.

Rule 7 slows the growth rate of Tumor cells. By setting the target area to the value of a mature cell immediately after mitosis, would force the Tumor cell to achieve its target area within a few iterations. The Rule ensures a steady growth that that takes in account the other model parameters, such as length and adhesion.

The model was tested without Tumor cells to verify its stability (Figure 4.3).
This results show that the model would fail to maintain the homeostasis of the system. Cellular death would form spaces without cells (or Lumen), the luminal and basal layers would lose their continuity and Rule 1 and Rule 2 would conflict with each other due to the lack of two layers.

With this fail to model the proper behavior of the prostate gland, comes the insight to hypothesise that the maintenance of luminal and basal layers is assured by a larger number of mechanisms. This suggests that maintenance of a constant number of cells in the prostate is not only ensured by having the same proliferation rate of Stem cells as the death rate of Luminal cells, and some higher control must be in place.

| A | B |  | c |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |

Figure 4.3: Stability test. The images represent the simulation after 1170 time steps. In both simulation A and B , no cellular renovation is present, as the death rate is set to 0 . In simulation C the death rate is $0.1 \%$. The parameter and adhesion energy values can be found in Table A. 1 and Table A. 2

### 4.1.3 Rule Set \#2

The problems and hypothesis from the first model were tested by adapting the rules as follow:
Rule 1 changes to also allow a momentaneous appearance of more than one layer of Luminal cells, an occurrence frequently seen in histologic images of the prostate. This rule also eliminates any possibility to accumulate Basal cells. However to compensate this process the adhesion between Basal cells and Stroma was kept high (low adhesion energy), avoiding its separation. The intermediate cells, treated as Luminal cells in the model, can be simultaneously in contact with both lumen and the basal membrane in the prostate. So, besides the addition to Rule 1, Rule 2 was eliminated on the premise that cells follow a one way differentiation process, and that the adjustment of the previous rule ensures the proper differentiation process.

Due to the discontinuity that appeared with the previous set of rules, the proliferation of Stem cells was adjusted. When a Luminal cell dies, a Basal cell must differentiate to occupy its place and a Stem cell must proliferate to maintain the number of cells. However, because of small oscillations there can be more Basal cells differentiating than the number of Luminal cells that died. To compensate for this possibility, maintaining the basal layer, Rule 4 was adjusted so that Stem cells proliferate when a Basal cell disappears instead of a Luminal cell dying.

Cellular death leaves a space without cells and only ECM. This means there is an area that can be occupied, and, in nature, this is a fast process. Therefore, Rule 8 was implemented to force the empty space to disappear even if energetically unfavorably. This rule was added because the model does not consider all variables that exist, such as pressure, that would force the space to be occupied.

With these four changes to the rules, the stability was tested again (Figure 4.4). For this model, the stability of the system became possible for certain combinations of parameters.


Figure 4.4: Stability tests (Rule Set \#2). The images represent systems with different parameters at the $3000^{\text {th }}$ iteration. The parameters used in the simulations can be found in Tables A. 3 to A.7.

One clear result was that a higher cell mortality would cause the Stem cells to proliferate faster than the Basal cells could migrate around the basal layer to fill the empty spaces. This would result in the accumulation of Basal cells that would turn to Luminal cells due to Rule 1 (Figure 4.4-G has the higher probability of Luminal cells dying-0.2\%o, while Figure 4.4-E has the same parameters without cellular death). This situation shows how the cellular death limits the system. As $1-2 \%$ of the total prostatic cells are renovated daily [18,19], and the limit to the probability of cellular death to maintain homeostasis is around $0.1 \%$, it can be assumed for the model to have around one hundred MCS per day.

Other variations can be seen when changing the values of $\lambda_{a}$ and $\lambda_{l}$ for the different cell types. The importance of a high value of these parameters in Stem, Basal and Luminal cells can easily be seen in Simulations A, B, C and D of Figure 4.4, where these cell types shrink below the expected size. The consequence of this effect is the discontinuity of the basal layer, that becomes less evident over the simulations as the $\lambda$ values for these cell types increase. For the other cell types, the increase in these parameters, offers more resistance to duct deformation, despite being less evident.

Although the model intends to simplify most of the processes in the prostate, its complexity can be seen in the limited combinations of parameters that achieve a homeostatic system, as achieved in Figure 4.4-H.

With this homeostatic system, Tumor cells can be included to analyze PCa growth (Figures
4.5 and 4.6). The tumor development in this simulation is fast and creates one structure that


Figure 4.5: Tumor growth in a single duct. The parameters can be found in Tables A. 8 and A.9.


Figure 4.6: Tumor growth in multiple ducts. The parameters can be found in Tables A. 8 and A.9.
is characteristic of high grade PCa, the Solid pattern. Even in the simulation of Figure 4.6, the tumor mass grows independently of the ducts original geometry, creating a Solid pattern. This shows that PCa growth can not be modeled by a simple proliferation of Tumor cells. Although the infiltrative behavior can be adjusted with the stroma properties, namely the adhesion energy between Tumor and Stroma, or the combination of $\lambda_{A}$ and $A_{\text {target }}$ of the Stroma type.

The desired observation would be to get the formation of the different GP for different combinations of parameters and geometries (Figures 4.5, 4.6 and 4.7). However, the simulations only created solid patterns with the shape of the tumor mass changing with the different geometries. Therefore, one would expect the appearance of the clinically irrelevant patterns (GP1 and 2) where the shape of the glands is maintained but the distances between them increases. It is not clear in the community the reason behind this process. Several possible mechanisms were
explored using the model. One was that the Tumor cells in the ducts intersections may cause the spacing between the ducts. Other was that tumor mass forces the stroma to move to provide space, increasing the distance between glands.


Figure 4.7: Tumor growth over different duct geometries. The parameters can be found in Tables A. 10 and A.11.

The attempts to force the separation of glands always resulted in the formation of a Solid pattern. Once the Stroma resistance to infiltration was increased, the tumor would occupy the gland. If infiltration was possible, smaller ducts at a larger distance could appear. However, the Tumor cells would still form a solid GP5.

Another hypothesis, based on the cellular properties, could be tested. Tumors maintain some characteristics of the cell types from which they are originated, which allows to determine its histologic origin ( $95 \%$ of PCas are luminal-like adenocarcinomas) [24,26]. With this information, the Tumor cells can be adjusted to maintain some characteristics of Luminal cells. This led to a further adjustment to the model.

### 4.1.4 Rule Set \#3

Two properties were included in the Tumor cells. One was the polarization that can be seen in epithelium cells. Most epithelium cells, namely luminal cells, have a different membrane composition on the luminal and basal sides, as they secrete to the lumen instead of secreting to the tissue [76]. The other property added was derived from the same motivation, giving Tumor and Luminal cells the capacity to form new Lumens. If these cells have polarization, and a membrane domain that does not adhere to other cells, then a space (a Lumen) is formed.

A lumen surrounded by secretory cells is a gland, that can originate from a larger one. The
new smaller glands can be close to others and if they separate, the distance between glands increases forming both GP1 and 2, respectively.

Rule 2 is meant to control the luminal layer and has been removed in the previous set of rules. To add the Lumen formation capacity to the model, the Rule will now create new Lumens where a high concentration of Luminal and Tumor cells are present.

Rule 4 was adapted to facilitate the appearance of basal layer around the depleted zones to maintain the homeostatic behavior where the tumor affects the gland. As most Basal cells turn to Luminal when another Luminal cell dies, this Rule is an application of a paracrine signalling due to cellular death to stimulate local Stem cell proliferation.

Rule 7 evolves to include the Lumen type. However, the relation between time of proliferation with Tumor and Lumen target area is different. The former increases with time of proliferation, while the latter initially increases to prevent the collapse of the recently formed Lumen, and is removed $\left(A_{\text {target }}=A\right)$ after some time, to give the new Lumen the same behavior as in the previous models.

Rule 9 prevents the physical impossibility of two Lumens being in contact. Even if computationally possible, Lumen-Lumen interface would create an instability in the model as it allows the migration of other cells in the interface. Rule 10 forces the Tumor and Stem cells to divide while maintaining the basal and luminal layers of the epithelium. Mitosis does not divide cells along a random axis. The mitotic axis is defined according to the internal cellular polarization [77]. Although the effect on Stem cells is almost negligible in the model, the effect on Tumor proliferation is relevant. Maintaining the polarization on mitosis means that the axis of division is perpendicular to the orientation of the layers. Therefore it prevents to a certain extent the formation of one single mass of tumor cells. However, if a Tumor cell is not in contact with Lumen and a cell of the basal layer, it will be considered to have no polarization and divide along the longer dimension.

Rule 11 makes the Stem cells proliferate to maintain the basal layer when the Tumor cells proliferate without the formation of tumor masses. This prevents tumor infiltration of the Stroma. Rule 12, like Rule 6, prevents the Stem type from exhibiting the behavior characteristic of CSC.

This model shows the formation of a Cribiform pattern (Figure 4.8), that is characteristic of GP4. However, as more Lumen appear, more the appearance of GP1 is revealed. The longer a new Lumen exists, the more circular it became as the Tumor cells surround it and form a new gland. Because the simulation models the beginning of PCa , any patient at this stage would still be considered healthy, therefore no clinical data exists.


Figure 4.8: Simulation with cribriform GP. The parameters used in the simulation can be found in Tables A. 12 and A.13.

Considering this, the model may allow to propose that if Tumor cells maintain the innate capability to form the epithelium structures of the prostate, the tubeloalveolar network, then new well defined prostate glands (GP1) would be seen in a tissue slice. Moreover, if these glands permitted stroma to appear between them to form seperate ducts, they would force an increase of the inter-gland distance (GP2).

### 4.1.5 Rule Set \#4

To this point, the direction taken in the model is unable to describe the formation of a higher grade GP. These patterns derive from a change in number and shape of the prostate ducts [42](see section 2.2.3). Because of the controversial origin of PCa (subsection 2.2.1), a new model was created to incorporate a tumor where the cells have different proliferation rates. To achieve this result, the Cancer Stem Cell (CSC) type was defined with the properties defined in Rule 13 and Rule 14.
Rule 13 defines CSC proliferative activity as the Tumor type. Above a certain area the cell will be able to divide originating two.

Rule 14 defines the distint characteristic of CSC type, one of the daughter cells may lose its proliferative capacity and differentiate.

This new cell type correspond to a tumor cell capable of originating new epithelial tissue. The goal for this approach is to achieve, in a longitudinal cut, the formation of new interconnections and shape changes on the prostate network, characteristic of GP3, 4 and 5.

In this model the Basal type cells (that differentiates to Luminal) generated from the CSC cells, must be considered tumorous cells with the corresponding degree of differentiation and


Figure 4.9: Simulation with $C S C$. The parameters can be found in Tables A. 15 and A. 15.
without proliferative capacity. Tumor type cells can originate from $C S C$ cells, and would behave as in the previous models. As can be seen in Figure 4.9 when comparing to the previous simulations, the CSC type creates a lesion that propagates further than the lesions caused by the Tumor type. This could cause the appearance of different types of tumors patterns in different zones of the prostate, thus providing an explanation for the different GP found in a single biopsy.

### 4.2 Phase-Field Model

### 4.2.1 Initial Conditions

A simulation box of $1000 \times 1000 \times 1000 \mu \mathrm{~m}$ was used with a spacing between points of 5 or $10 \mu \mathrm{~m}$.

The prostate ductal network was implemented, by defining the order parameter $\theta$, as the branched-tree geometry, seen in Figure 4.10. This geometry allows to observe the interaction between ducts of different diameters as the tumor grows. The tumor started as a sphere with $50 \mu \mathrm{~m}$ of diameter.

### 4.2.2 Ducts Implementation

Firstly, the prostate network was implemented in the phase-field model. Equation (4.1) to (4.5) represent the different hypotheses tested to adapt Equation (3.14).


Figure 4.10: Ducts shape inside the simulation box. This image shows the places where $\theta=0$ (ducts) while the tissue $(\theta=1)$ is transparent.

## As a Diffusion limiter

As at the early stages the tumor is mostly maintained inside the ducts, the diffusion of tumor was limited to their interior.

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=(1-\theta \phi) \times\left[\lambda \nabla^{2} \phi+\frac{64}{\tau}(1-\phi)\left(\phi-\frac{1}{2}\right)\right]+\chi \sigma \phi-A \phi \tag{4.1}
\end{equation*}
$$

$(1-\theta \phi)$ varies between 0 and 1 , being 0 where tumor exists and ducts do not ( $\phi=1, \theta=1$ ), and 1 otherwise. Multiplying $(1-\theta \phi)$ by the terms responsible for the diffusion of the tumor, only allows the diffusion of tumor in the ducts ( $\phi=1, \theta=0$ ).


Figure 4.11: Simulation of Equation (4.1). The images correspond to the middle slice of the simulation box. In this simulation the ductal network is simplified to one bifurcation.

However, as proliferation exists where tumor and nutrient exists, it creates a region in the tissue where tumor can appear, and, at the interface between tumor and no tumor ( $\phi \approx 0.5$ ),
diffusion is still possible in the tissue $(\theta=1)$, albeit slower. This results in the outcome of Figure 4.11. In a phase-field model there should be one zone with $\phi=1$, one zone with $\phi=0$ and a thin interface between them. This model does not satisfy the minimum conditions of a phase-field model.

## As a Diffusion and Proliferation limiter

Based on the same principle than before we can limit the proliferation of tumor to the ducts,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=(1-\theta \phi) \times\left[\lambda \nabla^{2} \phi+\frac{64}{\tau}(1-\phi)\left(\phi-\frac{1}{2}\right)+\chi \sigma \phi\right]-A \phi \tag{4.2}
\end{equation*}
$$

This equation limits the diffusion and the proliferation by the term $(1-\theta \phi)$. This prevents the tumor to proliferate or diffuse in the tissue, forcing it inside the ducts.


Figure 4.12: Simulation of Equation (4.2). The images correspond to the middle slice of the simulation box. In this simulation the ductal network is simplified to one bifurcation.

However, as seen in Figure 4.12, the possibility of diffusion in the interface discussed previously still allows for tissue invasion starting at the ducts bifurcations.

## As an Energy term

The second term of Equation (3.14) represents the derivative of an energy function that forces the separation of phases (tumor and healthy, 0 and 1). In the same way, the ducts can be introduced in an energy function that reduces the system energy inside the ducts.

$$
\begin{equation*}
G(\phi)=\frac{\theta^{2}(2 \theta-3) \phi^{2}(2 \phi-3)}{2} \tag{4.3}
\end{equation*}
$$

This function is 0 when $\theta=0$ and has a minimum for $\phi=0$ when $\theta=1$. This means that, when the tumor is outside of the ducts, it will have more energy. However, if the tumor is inside of the ducts, the contribution from $G(\phi)$ will be null. Adding the new energy term to Equation (3.14), becomes:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\lambda \nabla^{2} \phi-\frac{1}{\tau} \frac{d F(\phi)}{d \phi}+\chi \sigma \phi-A \phi-\mu \frac{d G(\phi)}{d \phi} \tag{4.4}
\end{equation*}
$$

where $\mu$ controls the influence of the ducts. The larger the $\mu$, the more contained the tumor is inside the ducts. Expanding the terms:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\lambda \nabla^{2} \phi+\frac{64}{\tau}(1-\phi)\left(\phi-\frac{1}{2}\right)+\chi \sigma \phi-A \phi-3 \mu \theta^{2}(2 \theta-3) \phi(\phi-1) \tag{4.5}
\end{equation*}
$$

This change makes the tumor growth inside the ducts more favorable while allowing the infiltration of the tumor in the tissue with some resistance.


Figure 4.13: Simulation of Equation (4.5). The images correspond to the middle slice of the simulation box. In this simulation the ductal network is simplified to one bifurcation.

In Figure 4.13, it can be seen that the tumor-healthy tissue interface is not affected, while the tumor growth is contained within the ducts.

### 4.2.3 Simulations

Testing the model, it is possible to see the influence that each parameter has in the tumor evolution and to analyze the qualitative similarity with real cases.

The model is defined by Equation (3.16) and Equation (4.4):

$$
\begin{gathered}
\frac{\partial \sigma}{\partial t}=\epsilon \nabla^{2} \sigma+s-\delta \phi-\gamma \sigma \\
\frac{\partial \phi}{\partial t}=\lambda \nabla^{2} \phi-\frac{1}{\tau} \frac{d F(\phi)}{d \phi}+\chi \sigma \phi-A \phi-\mu \frac{d G(\phi)}{d \phi}
\end{gathered}
$$

With the values of $\lambda=50 \mathrm{mms}^{-1}, \tau=3.65 \mathrm{~d}, A=1.6438 \mathrm{~d}^{-1}, \epsilon=50 \times \lambda, s=2.75 \pm$ $0.25 \mathrm{~g} \mathrm{~L}^{-1}, \delta=2.76 \mathrm{~g} \mathrm{~L}^{-1} \mathrm{~d}^{-1}$ and $\gamma=2.75 \mathrm{~d}^{-1}$, the effect of the variation in proliferation $(\chi)$ and the influence of the ducts $(\mu)$ were analyzed.

## Proliferation

As expected for a tumor, the larger the proliferation the faster the tumor grows. Figure 4.14 shows the influence of $\chi$ in the growth rate of the tumor when $\mu$ is constant, with value 0.2 . On the first row of Figure 4.14, a tumor can be seen reducing its volume very slowly. This marks
the minimum value of proliferation for the combination of parameters used. For smaller values of proliferation $(\chi \leq 1.05)$ the tumor disappears completely, in less than 60 days (Figure 4.15).


Figure 4.14: Effect of $\chi$ in the model. From left to right, it can be seen the progression of the simulation. From top to down, it can be seen the increase in the proliferation constant $(\chi=1.10,1.15,1.25)$, and its effect in tumor growth rate. The initial tumor is contained inside the ducts in all simulations.

These results show that, for the model, there is a minimum rate of proliferation required for the tumor to thrive or even survive. Patients have an immune response to PCa [78], therefore it is expected that a lower proliferation rate will result in tumor regression.

## Ductal network influence

The prostate micro-morphology influences the path for tumor growth. However, it has very little contribution for the total volume growth rate, as seen in Figure 4.16. For a certain proliferation rate, the effects of the resistance to infiltration are only visible in the tumor shape, meaning a minimum variation in tumor volume. However, the longer the tumor grows the more visible is the influence of the ducts.

Decreasing $\mu$ results in less energy being required for the tumor to leave and deform the


Figure 4.15: Tumor volume as a function of time for different values of $\chi$. The tumor can only proliferate if $\chi$ is larger than 1.15. The data is split in two plots with different vertical scales for easier visualization. The volume of the tumor from the simulations in Figure 4.14 are included in these plots.


Figure 4.16: Volume of the tumor in function of time, for different values of ducts resistance.
ducts. In PCa, the ducts are deformed changing size and shape, originating the GPs [10, 42]. Therefore, this is seen for smaller values of $\mu$.

In Figure 4.17, a slice of the simulation box can be seen as a H\&E slice would be. When the tumor growth is facilitated inside the ducts, without much resistance (low $\mu$ ), new non-spherical tumorous glands can be seen appearing as expected from a GP2 and GP3. If the ducts resistance is too high, then the tumor would stay restrained to the original ducts, without creating the structures of the GPs. This means that the model must use $\mu \leq 0.2$.

## Overall

With the parameters defined, the simulation can be compared to PCa patients histologic results. Figure 4.18 shows the simulation box $(\phi)$ sliced at different heights overlaid with the original ducts $(\theta)$.

It can be seen the continuous change from multiple glands to an increase in interconnections


Figure 4.17: 2D slice of the simulation. The slices were captured at the $400^{\text {th }}$ day, with $\chi=1.25$. The tumor (red) is overlaid with the original ducts (dark blue) for better analysis.


Figure 4.18: Slices at different heights. This represent the $400^{\text {th }}$ day of simulation with $\chi=1.25$ and $\mu=0.2$. The tumor (red) is overlaid with the original ducts (dark blue) for better analysis.
as described in the work from Leenders et al [42] when they observed the GP3 continuously with Poorly Formed GP4. In the simulation of Figure 4.18, the GP3 can be seen at $\mathrm{z}=660 \mathrm{\mu m}$ and GP4 at $\mathrm{z}=500 \mu \mathrm{~m}$. The simulation suggests this structure is formed as the tumor deforms the ducts and grows in that specific direction, creating a new duct or alveoli in the space previously occupied by the stroma. The tumor growth creating this structures can be seen in Figure 4.19


Figure 4.19: Simulation of tumor growth over 400 days with $\chi=1.25$ and $\mu=0.2$.


Figure 4.20: Moment of Inertia Ratio and Volume of the tumor in Figure 4.19. The 3 curves in the left plot correspond to each of the eigenvalues of the inertia tensor.

The Moment of Inertia ratio decreases steadily over the simulation, as expected from the tumor to avoid starvation, having a non-spherical growth, while the total volume of tumor
grows exponentially (Figure 4.20). In this model the ducts are rigid and the infiltration over the stroma/tissue is considered as deformation of the ducts, because this phenomenon is more common, and usually preliminary to infiltration of the stroma.

### 4.2.4 Ducts Deformation

So far, the model has considered the ducts as a fixed variable that provide a path for the tumor to growth. However, the tumor presence affects the ducts, deforming them. If the deformation of the ducts and the tumor are treated separately, although dependent, it is possible to evaluate the tumor infiltration and have more information about the structures created by the tumor.

Variation in the ducts shape can be included by transforming the tissue/ducts $(\theta)$ in a phase-field affected by the tumor $(\phi)$, with the equation:

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}=-\omega \phi, \quad 0 \leq \theta \leq 1 \tag{4.6}
\end{equation*}
$$

where $\omega$ is the rate of disappearance of tissue in the presence of tumor. The disappearance of tissue is used to describe the phenomena that cause the volume of the tissue to decrease (volume of the ducts to increase). Mechanical strength (pressure due to the tumor) and collagen degradation (ECM degradation) [79] are examples of such phenomena.

## Preliminary Results

It is possible for $\phi$ to be outside the interval $[0,1]$ by a small margin, and, for large values of $\chi$ or $A$, may cause the model to diverge. To further improve the model, when introducing variation in the ducts with Equation (4.6), the stability of the tumor dynamics was improved.


Figure 4.21: Demonstration of the changes in proliferation and apoptosis from Equation (4.5) to Equation (4.7)

Replacing $\phi$ for $(3-2 \phi) \phi^{2}$ in the terms associated with proliferation $(\chi \phi)$ and apoptosis $(A \phi)$ of the tumor in Equation (4.5), provides a similar behavior when $\phi \in[0,1]$ and prevents the escalating effect outside the interval (Figure 4.21). The dynamics of $\phi$ became:

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\lambda \nabla^{2} \phi+\frac{64}{\tau}(1-\phi)\left(\phi-\frac{1}{2}\right)+(\chi \sigma-A)(3-2 \phi) \phi^{2}-3 \mu \theta^{2}(2 \theta-3) \phi(\phi-1) \tag{4.7}
\end{equation*}
$$

Figure 4.22 presents the preliminary results obtained with the introduction of variation in the ducts, a model defined by the Equations (3.18), (4.6) and (4.7).


Figure 4.22: Simulation of tumor growth with ducts deformation.


Figure 4.23: Moment of Inertia Ratio and Volume of the tumor in Figure 4.22. The 3 curves in the left plot correspond to each of the eigenvalues of the inertia tensor.

These results show the tumor growing almost as a sphere, with a slightly preferential growth over the ducts position. This is described by the Moment of Inertia Ratios shown in Figure 4.23. On the plot, one of the principal axes has a high ratio while the other two have lower ratios, this combination resembles a cylinder. However, the lower ratio axes still maintain a value above 0.8 , meaning the tumor is not far from a spherical shape.

## Chapter 5

## Conclusion

With the models developed it was possible to study the first stages of PCa and the formation of some Gleason Patterns. Although both models developed can be improved further, several conclusions were extracted. Each model focused in a different approach to study PCa. The CPM allowed the study of cellular behavior and properties in a homeostatic environment and with tumor. The Phase-field model showed the influence of the ductal network in PCa.

### 5.1 Cellular Potts Model

A 2D CPM was developed to include the tubule-alveolar structure of the prostate, Tumor cells and CSC. The development of the model suggests that cellular death and proliferation can not be independent, otherwise the balance between luminal and basal layers would disappear, even with the same rate of proliferation and apoptosis. Implementing a paracrine signalling mechanism in the model created an homeostatic system. This suggests that cellular death may cause a signal to proliferation of Stem cells.

The simulations also suggest that the development of lower grade GP would only occur if the cells maintained a certain behavior, i.e., a polarization that cause the formation of underdeveloped structures, causing the cribriform pattern. At the same time, if the cells do not retain these characteristics, then higher grade GP would appear, namely the Solid GP5. With these observations, can be concluded that the accumulation of mutations as the tumor grows causes the cells to lose their normal behavior, becoming a more dangerous tumor, reflected by the GP.

The 2D model showed some limitations to recreate more diverse growth patterns. In the model, all tumor growth occurs in the same plane. However, slicing the structure created by the tumor growth in a 3D environment can cause the appearance of others GP (as seen in the
phase-field 3D model).

### 5.1.1 Future Work

There are 2 forms of improving the the CPM: add more components (e.g. oxygen) or add the $3^{\text {rd }}$ dimension. Adding to the model oxygen or nutrients capable of influencing cellular death would allow for the formation of Solid GP5 with necrosis, which can not occur in the present model. It would also create conditions that facilitate directional growth of the tumor towards zones with higher concentrations of nutrients, like blood vessels.

A 3D model would allow to create a better representation of the prostate structure. It would be possible to analyze how the cells properties affect the tubuloalveolar structure and how this structure would be affected in PCa. A 3D model may allow to see the continuous lesions that originate different GP, as observed by Leenders et al [42].

### 5.2 Phase-field

A phase-field 3D model from [72] was adapted to include the microstructure of the prostate. From several methods tested, adding an energy term that decreases the energy inside the ducts proved to be the more stable method.

The model reacted to variations in proliferation and influence from the ducts. Proliferation affected tumor growth rate and the ducts played an important role in the patterns the tumor grows into. The ducts provided a path for the tumor to spread. If the tumor was not contained to the ducts, the simulation would reveal the formation of different GP in different zones of the simulation box, forming continuous patterns in space as described in [42]. The simulations suggest that the GP grades are influenced by the underlying structures and the time the tumor had to affect these structures (the closer to the starting point, the more deformed the structures are at the end of the simulation - higher grade GP).

### 5.2.1 Future Work

To differentiate between infiltration and deformation, the ductal network must change under the influence of the tumor. To improve the model, the ductal network (described by $\theta$ ) must be dependent of the tumor, as attempted in subsection 4.2.4.
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## Appendix A

## Cellular Potts Model

## A. 1 Rule Set \#1

Table A.1: Parameters used in the simulations from Figure 4.3. The target area and length is measured are pixels.

|  | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 55 | 56 | 166 | 20589 |
| $\lambda_{a}$ | 1000 | 200 | 200 | 200 | 50 |
| $L_{\text {target }}$ | - | 13 | 13 | 17 | - |
| $\lambda_{l}$ | 0 | 200 | 200 | 200 | 0 |
| $P_{\text {death }}$ | - | - | - | $0 / 0.1 \% 0^{*}$ | - |

*Simulation A and B have 0 probability of death, while Simulation C has $0.1 \%$.

Table A.2: Value of adhesion energy between cell types used in the simulations from Figure 4.3.

|  | ECM | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 3.0 | 3.0 | 3.0 | 3.0 |
| Stem | 1.8 | 3.0 | 2.295 | 2.55 | 2.55 | 2.55 |
| Basal | 1.8 | 3.0 | 2.55 | 2.295 | 2.55 | 2.55 |
| Luminal | 1.8 | 3.0 | 2.55 | 2.55 | 2.295 | 2.55 |
| Lumen | 1.8 | 3.0 | 2.55 | 2.55 | 2.55 | 2.295 |

## A. 2 Rule Set \#2

## Stability Tests

Table A.3: Parameters used in the simulations from Figure 4.4-A and B. The target values are in pixels.

|  | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 55 | 56 | 166 | 20589 |
| $\lambda_{v}$ | 1000 | $200 / 100^{*}$ | $200 / 100^{*}$ | $200 / 250^{*}$ | 50 |
| $L_{\text {target }}$ | - | 13 | 13 | 17 | - |
| $\lambda_{l}$ | 0 | 500 | 500 | 200 | 0 |
| $P_{\text {death }}$ | - | - | - | 0 | - |

*The first value is used in Simulation A and the second in Simulation B

Table A.4: Parameters used in the simulations from Figure 4.4-C and D. The target values are in pixels.

|  | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 55 | 56 | 166 | 20589 |
| $\lambda_{v}$ | $100 / 10000^{*}$ | 500 | 500 | $750 / 1000^{*}$ | 100 |
| $L_{\text {target }}$ | - | 13 | 13 | 17 | - |
| $\lambda_{l}$ | 0 | $750 / 1000^{*}$ | $750 / 1000^{*}$ | 500 | 0 |
| $P_{\text {death }}$ | - | - | - | 0 | - |
| *Time |  |  |  |  |  |

*The first value is used in Simulation C and the second in Simulation D

Table A.5: Parameters used in the simulations from Figure 4.4-E and G. The target values are in pixels.

|  | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 55 | 56 | 166 | 20589 |
| $\lambda_{v}$ | 1000 | 500 | 500 | 1000 | 100 |
| $L_{\text {target }}$ | - | 13 | 13 | 17 | - |
| $\lambda_{l}$ | 0 | - | 1000 | 500 | 0 |
| $P_{\text {death }}$ | - | - | $0 / 0.2 \%{ }^{*}$ | - |  |

[^1]Table A.6: Parameters used in the simulations from Figure 4.4-F and H. The target values are in pixels.

|  | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 50 | 56 | 166 | 21000 |
| $\lambda_{v}$ | 10000 | 500 | 500 | 1000 | 1 |
| $L_{\text {target }}$ | - | 13 | 15 | 17 | - |
| $\lambda_{l}$ | 0 | 1000 | 1000 | 500 | 0 |
| $P_{\text {death }}$ | - | - | - | $0 / 0.1 \% 0^{*}$ | - |

*The first value is used in Simulation F and the second in Simulation H

Table A.7: Value of adhesion energy between cell types used in the simulations from Figure 4.4.

|  | ECM | Stroma | Stem | Basal | Luminal | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 3.0 | 3.0 | 3.0 | 3.0 |
| Stem | 1.8 | 3.0 | 2.295 | 2.55 | 2.55 | 2.55 |
| Basal | 1.8 | 3.0 | 2.55 | 2.295 | $2.55 / 2.295^{*}$ | 2.55 |
| Luminal | 1.8 | 3.0 | 2.55 | $2.55 / 2.295^{*}$ | 2.295 | 2.55 |
| Lumen | 1.8 | 3.0 | 2.55 | 2.55 | 2.55 | 2.295 |

[^2]
## Tumor Growth

Table A.8: Parameters used in the simulations from Figure 4.5 and Figure 4.6. The target areas and lengths are in pixels.

|  | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | 118583 | 50 | 56 | 166 | 166 | 21000 |
| $\lambda_{a}$ | 10000 | 500 | 500 | 1000 | 1000 | 1 |
| $L_{\text {target }}$ | - | 13 | 15 | 17 | - | - |
| $\lambda_{l}$ | 0 | 1000 | 1000 | 500 | 0 | 0 |
| $P_{\text {death }}$ | - | - | - | $0.1 \%$ | $0.1 \%$ | - |
| $A_{\text {mitosis }}$ | - | - | - | 166 | - |  |

Table A.9: Value of adhesion energy between cell types used in the simulations from Figure 4.5 and Figure 4.6.

|  | ECM | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 3.0 | 3.0 | 3.0 | 3.0 | 3.0 |
| Stem | 1.8 | 3.0 | 2.295 | 2.55 | 2.55 | 2.55 | 2.55 |
| Basal | 1.8 | 3.0 | 2.55 | 2.295 | 2.295 | 2.55 | 2.55 |
| Luminal | 1.8 | 3.0 | 2.55 | 2.295 | 2.295 | 2.295 | 2.55 |
| Tumor | 1.8 | 3.0 | 2.55 | 2.55 | 2.295 | 2.295 | 2.55 |
| Lumen | 1.8 | 3.0 | 2.55 | 2.55 | 2.55 | 2.55 | 2.295 |

## Tumor Growth several shapes

Table A.10: Parameters used in the simulations from Figure 4.7. The target areas and lengths are in pixels.

|  | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | $[1]$ | $50 / 35^{[1][2]}$ | $56 / 40^{[1][2]}$ | $166 / 147^{[1][2]}$ | $166 / 150^{[1][2]}$ | ${ }^{[1]}$ |
| $\lambda_{a}$ | 10000 | 500 | 500 | 1000 | 1000 | 1 |
| $L_{\text {target }}$ | - | $13 / 11^{[1][2]}$ | $15 / 13^{[1][2]}$ | $17 / 21^{[1][2]}$ | - | - |
| $\lambda_{l}$ | 0 | 1000 | 1000 | 500 | 0 | 0 |
| $P_{\text {death }}$ | - | - | - | $0.1 \%$ | $0.1 \% 0$ | - |
| $A_{\text {mitosis }}$ | - | - | - | - | $166 / 200^{[2]}$ | - |

Table A.11: Value of adhesion energy between cell types used in the simulations from Figure 4.7.

|  | ECM | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 2.3 | 2.3 | $5.0 / 10^{[1]}$ | 3.0 | 3.0 |
| Stem | 1.8 | 2.3 | 2.4 | 2.4 | 2.295 | 2.55 | 2.55 |
| Basal | 1.8 | 2.3 | 2.4 | 2.4 | $2.295 / 1.0^{[1]}$ | $2.55 / 1.0^{[1]}$ | 2.55 |
| Luminal | 1.8 | $5.0 / 10^{[1]}$ | 2.295 | $2.295 / 1.0^{[1]}$ | 2.4 | $2.295 / 2.4^{[1]}$ | 2.55 |
| Tumor | 1.8 | 3.0 | 2.55 | $2.55 / 1.0^{[1]}$ | $2.295 / 2.4^{[1]}$ | $2.295 / 3.0^{[1]}$ | 2.55 |
| Lumen | 1.8 | 3.0 | 2.55 | 2.55 | 2.55 | 2.55 | 2.295 |

${ }^{[1]}$ The second value is the one used in the simulation of the last row.

## A. 3 Rule Set \#3

Table A.12: Parameters used in the simulations from Figure 4.8. The target area and lengths are in pixels.

|  | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | - | 57 | 57 | 183 | 190 | 8161 |
| $\lambda_{a}$ | 0 | 500 | 500 | 1000 | 1000 | 10000 |
| $L_{\text {target }}$ | - | 14 | 14 | 18 | 18 | - |
| $\lambda_{l}$ | 0 | 1000 | 1000 | 500 | 1000 | 0 |
| $P_{\text {death }}$ | - | - | - | $0.13 \%$ | $0.13 \%$ | - |
| $A_{\text {mitosis }}$ | - | - | - | 190 | - |  |

Table A.13: Value of adhesion energy between cell types used in the simulations from Figure 4.8.

|  | ECM | Stroma | Stem | Basal | Luminal | Tumor | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 1.0 | 1.0 | 10.0 | 10.0 | 10.0 |
| Stem | 1.8 | 1.0 | 1.1 | 1.1 | 1.2 | 1.2 | 10.0 |
| Basal | 1.8 | 1.0 | 1.1 | 1.1 | 1.2 | 1.2 | 3.0 |
| Luminal | 1.8 | 10.0 | 1.2 | 1.2 | 2.4 | 2.4 | 2.55 |
| Tumor | 1.8 | 10.0 | 1.2 | 1.2 | 2.4 | 2.5 | 2.55 |
| Lumen | 1.8 | 10.0 | 10.0 | 3.0 | 2.55 | 2.55 | 3.0 |

## A. 4 Rule Set \#4

Table A.14: Parameters used in the simulations from Figure 4.9. The target area and lengths are in pixels.

|  | Stroma | Stem | Basal | Luminal | Tumor | CSC | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\text {target }}$ | - | 54 | 55 | 91 | 91 | 60 | 2801 |
| $\lambda_{a}$ | 0 | 500 | 500 | 1000 | 1000 | 1000 | 5000 |
| $L_{\text {target }}$ | - | 11 | 11 | 13 | 13 | 11 | - |
| $\lambda_{l}$ | 0 | 1000 | 1000 | 500 | 1000 | 500 | 0 |
| $P_{\text {death }}$ | - | - | - | $0.13 \%$ | $0.13 \%$ | - | - |
| $A_{\text {mitosis }}$ | - | - | - | - | 91 | 60 | - |

Table A.15: Value of adhesion energy between cell types used in the simulations from Figure 4.9.

|  | ECM | Stroma | Stem | Basal | Luminal | Tumor | CSC | Lumen |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stroma | 1.8 | 2.295 | 1.2 | 1.2 | 10.0 | 10.0 | 1.0 | 10.0 |
| Stem | 1.8 | 1.2 | 1.2 | 1.2 | 1.3 | 1.2 | 1.2 | 10.0 |
| Basal | 1.8 | 1.2 | 1.2 | 1.2 | 1.2 | 1.2 | 1.2 | 3.0 |
| Luminal | 1.8 | 10.0 | 1.3 | 1.2 | 2.4 | 2.4 | 2.4 | 2.55 |
| Tumor | 1.8 | 10.0 | 1.2 | 1.2 | 2.4 | 2.5 | 1.2 | 2.55 |
| CSC | 1.8 | 1.0 | 1.2 | 1.2 | 2.4 | 1.2 | 10.0 | 10.0 |
| Lumen | 1.8 | 10.0 | 10.0 | 3.0 | 2.55 | 2.55 | 10.0 | 0.0 |


[^0]:    ${ }^{[1]}$ There are large variations between geometries of the initial condition, and small variations within the
    same geometry.

[^1]:    *The first value is used in Simulation E and the second in Simulation G

[^2]:    *The first value is used in Simulations A-F and the second value in Simulations G-H.

