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Resumo

Inteligência artificial (IA) é uma área da computação responsável por criar algoritmos capazes

de realizar tarefas que requerem inteligência humana. Uma destas tarefas é reconhecimento

de gestos humanos, que tem como objectivo analisar os movimentos do corpo humano ao

longo do tempo por forma a discriminar/distinguir diferentes gestos. Reconhecimento de

gestos implica capacidade de sentir a pose desse humano ao longo do tempo, o que geralmente

é feito com câmaras e recorrendo outra área de IA chamada visão por computador.

Esta dissertação propõe um pipeline que reconhece gestos humanos a partir de 4 câmaras

Microsoft Kinect V2. O pipeline proposto pode ser divido em 3 partes: fusão de skeleton

data gerada por 4 câmaras RGB-D, codificação numa imagem da informação fundida e

reconhecimento de gestos a partir dessas imagens através de algoritmos de aprendizagem de

máquina. De cada câmara é obtida uma série temporal de posições 3D de juntas. Para obter

posições tridimensionais, duas das coordenadas são calculadas por OpenPose, e a restante

provém da informação de profundidade lida pelas câmaras. As quatro séries temporais

são fundidas com um filtro de Kalman. Na segunda parte do pipeline, a série temporal é

codificada numa imagem. Dois métodos diferentes são testados para a codificação da série

temporal numa imagem: gramian angular fields e recurrence plots. Por último uma rede

neural convolucional (CNN) é usada para distinguir sequências de gestos codificadas nas

imagens.

O nosso pipeline consegui obter uma precisão de 87.8% no nosso dataset usando a cod-

ificação recurrence plot. No entanto, o nosso algoritmo de codificação de skeleton data em

imagens e alimentação de uma CNN com essas imagens foi testado não só com um dataset

nosso, mas também com outros 2 públicos.
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Abstract

Artificial Intelligence (AI) is a field of computer science responsible for creating algorithms

capable of executing tasks that have traditionally required human intelligence. One of these

tasks is Human Action Recognition (HAR), whose purpose is to analyze human body move-

ments through time and differentiate between different actions. HAR algorithms rely on the

capacity to sense a human body’s pose through time, which is generally done with cameras

through another field in AI called computer vision.

This thesis proposes a pipeline that recognizes human actions from 4 cameras Microsoft

Kinect V2. The proposed pipeline can be divided into three parts: the fusion of skeleton

data attained from 4 RGB-D cameras, the conversion of the fused data into an image, and

action recognition from those images through machine learning algorithms. A time series of

3D joints is extracted from each one of the four cameras. Two of the joint coordinates are

computed by the OpenPose algorithm, and the remaining one comes from depth information

measured by the cameras.The four time series are fused with a Kalman filter. On the second

part of the pipeline, the time series is converted into an image. Two different methods are

tested to convert a time series into an image: the gramian angular fields and recurrence

plots. Finally, the image that encodes skeleton data is feed into a convolutional neuronal

network (CNN) to recognize the action sequence being performed.

Our pipeline manages to attain an accuracy of 87.8% on our dataset while recurrence

plots to encode time series into an image. Nevertheless, our algorithm to convert time series

into images and feed those images into a CNN was tested with our dataset and two other

public datasets.
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The purpose of (scientific) computing is insight, not numbers.

— Richard Hamming,
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1 Introduction

1.1 Motivation and context

Researchers have explored different compact representations of human actions in the past

few decades [1]. One of the most influential works was done by Johansson [2] in the field

of psychology. His experiment consisted in studying 3D human motion perception from 2D

patterns. Johansson placed several bright spots distributed on the human body against

a homogeneous contrasting background. The experiment demonstrated that human vision

detects motion directions and different limb motion patterns from those bright spots and

the velocity in which those patterns were being performed. He also noticed that the number

of light spots and their distribution on the human body might affect motion perception [2],

“The geometric structures of body motion patterns in man [. . . ] are determined by the

construction of their skeletons.”

Since the earliest works in Human Action Recognition (HAR) algorithms, three decades

ago, [3],[4], the interest in automatic HAR has grown considerably in the last few years,

greatly due to advances in deep learning-based methods. Deep learning has become a ref-

erence methodology for obtaining state-of-the-art performance in HAR. The literature in

human action recognition is already extensive in several fields, including computer vision,

machine learning, pattern recognition, signal processing, and many more [5],[6],[7].

Automatic recognition of human actions from video footage has a vast number of ap-

plications in various fields, such as behavior analysis [8], surveillance where suspicious or

violent human activities can be automatically identified from video [9],[10]. Action recogni-

tion also has many applications in healthcare. Such applications include developing patient

monitoring systems [11], [12] to track patients’ daily activities and give real-time feedback

about their progress. To help patients suffering from the declined mental ability or mental

disorders, which must be monitored continuously to identify unusual actions in time and thus

prevent unwanted consequences [13]. It can also be used in Ambient Assisted Living (AAL)
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[14],[15], or to analyze lower limb locomotion [16] and to an accurate assessment of physical

activity and analyze the daily energy expenditure of a patient [17],[18]. Another field whose

applications are vast is in improving human-computer interfaces [19], [20], [21], or comple-

menting existent ones since hand movements that accompany speech are an integral part of

communication and very often influence the meaning taken from speech. Action recognition

can also be used to interpret and translate sing languages.There are Gaming applications as

well since it was the demand for creating more immersive videogames that led to the devel-

opment of the RBG-D Microsoft Kinect camera, making depth imaging technology available

at a consumer price point and allowing for drastic advances in the conception of depth maps.

Autonomous driving vehicles use HAR to provide a more user-friendly and safer interaction

between human and automated vehicles [22], [23]. Lastly, HAR algorithms can also be used

to automatically index human activities in a video, facilitating the search of specific events.

1.2 Problem Formulation

There are several limiting factors when it comes to developing a system that can recognize

human action. Firstly, depending on the type of sensor technology employed, different

problems emerge. Sensor-based approaches found in Wearable devices use accelerometers,

gyroscopes, and magnetometers to measure the individual pose of each joint of a human

body. For that reason, to model all body parts, several wearable devices are needs making

the setup process slow and very unpractical. Alternatively, HAR can be vision-based, relying

on scanners or cameras to sense depth in scenes. The most accurate and precise technology

in this category is motion capture. Nevertheless, motion capture systems are usually costly,

and it is a marker-based technology which implies having long setup times.

Notwithstanding, several vision-based technologies do not require markers. Such tech-

nologies include stereo vision(passive or active), time of flight, and structure light cameras,

which are relatively cheap and increasingly more common in general quotidian devices such

as smartphones and CCTV. The most significant limitation of these technologies, when com-

pared with motion capture systems, is their noisy images measurements, forcing the adoption

of more computational complex algorithms in order to mitigate the noisy readings. Body

occlusions are another limiting factor for these technologies, and however, it can be eased

by increasing the number of views of the scene.

The type of sensors employed might also be a limiting factor in the system’s accuracy.

RGB cameras produce rich texture data of the subjects and their background and are usu-
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ally cheap. However, systems that only rely on RGB cameras are susceptible to illumination

variations in the scene, and in some situations, the subject’s texture blend with the back-

ground texture. For that reason, RGB-D cameras were developed, they work better than

conventional RGB cameras in low light environments, and they are robust against lighting

conditions and illumination changes. Furthermore, depth data is provided directly with-

out the need for extra calculations. On the other hand, RGB-D cameras usually have low

resolution and low sensitivity introducing even more noise into the measurements/images.

Also, RGB-D cameras can be easily affected by some materials, such as light-absorbing and

transparent materials.

Additionally, the significant difficulty in body-pose estimation is an enormous range of

poses that the human body is capable of, which are difficult to simulate and account for,

non-including the extra steps necessary to account for biometric differences, different viewing

angles, and data normalization.

Even with a reliable skeleton estimation, 3D skeleton-based action classification is not

that simple as it may appear. In this sense, “one of the biggest challenges of using posed-

based features is that semantically similar motions may not necessarily be numerically sim-

ilar” [24]. Moreover, motion is ambiguous, and action classes can share movements [25].

Another very challenging issue is the extra (temporal) dimension in sequences typically

turned action recognition into a challenging problem in terms of both amounts of data to be

processed and model complexity. Therefore, there is always a trade-off between computa-

tional efficiency and accuracy. Some approaches using local temporal-spatial features limit

their ability to recognize long and complex actions, and others struggle to deal with actions

sequences with varying temporal duration.

1.3 Objectives and main contributions

The main objective of this master’s dissertation was to build a system able to recognize

human actions from video sequences composed of depth images. Depicted in Figure 1.1is

an overview of the proposed pipeline. The proposed system architecture is divided into five

steps:

• Extract data from file: Extract the 3D skeleton data for each one of the four Microsoft

Kinect v2 in the multi-view RGB-D camera system previously calibrated.

• Create fused 3D skeleton: Define an algorithm to fuse the Define an algorithm to
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fuse the multiple multi-sensorial information, then use it to fuse the 3D skeleton data.

Encode the data: Encode the fused 3D skeleton data into a sequence of images. This

encoding describes the space-time behavior of person movement.

• Classification of human actions: Propose an algorithm to recognize and classify human

actions, which uses as input the previous sequence of images previously calculated.

Test the HAR algorithm: Train and test the HAR algorithms with internal and public

datasets of 3D skeleton data.

The main contribution of this work is to introduce a four-camera multi-view setup to

prevent body occlusion and to encode the segmented time series composed of the fused

3D skeleton into a sequence of images using gramian angular fields and recurrence plots to

encode that time series.

The structure/organization of this dissertation and the content of each chapter are the

following:

• Chapter 2 reviews state of the art on HAR;

• Chapter 3 presents and briefly describes methods used to pre-processing and encode

used in this work;

• Chapter 4 describes the entire architecture used;

• Chapter 5, the results obtained are presented and discussed;

• Chapter 6 draws some conclusions, as well as some proposals for future work;
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Figure 1.1: The proposed system architecture ,(*: Convolutional Neural Networks[26])
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2 State of the art

2.1 Human activities

According to [6] and [7], human activities can be categorized into four levels: gestures,

actions, interactions, and group activities. A gesture is the most straightforward activity of

the four, and it is defined as an elementary movement representing a specific meaning or

idea. The definition of action is a single-person activity that may include several gestures.

An interaction is an activity that involves two agents, one being a person and the other an

object (human-object interaction) or a human (human-human interaction). Furthermore,

a group activity is a type of activity that requires multiple individuals and may include

interactions with one or more objects. These definitions will be the ones used throughout

this document. Nonetheless, some authors have slightly different definitions of actions and

gestures. According to [27], action is a body movement produced to achieve a goal, while a

gesture is a type of action described as being a simulated action. In [28], a gesture is also

defined as a type of action with an essential and unique role in human communication and

whose presence affects how the information is received.

2.2 Skeleton data

As first introduced in [2], the computer vision community defines a skeleton as a model of

an articulated human body formed by a hierarchy of joints connected by bones. The motion

of such a skeleton can be used as a representation of gestures/actions. Therefore, the human

body pose is defined by the relative locations of the joints in the skeleton.

A person detector [29], [30], [31],[32], [33] extracts skeleton data from 2D images. Person

detectors generally comprise two steps: Part detectors and pictorial structures (PS) models.

Part detectors are are algorithms that can find specific object in this case specific body

part [34],[35] [36], [37], [38], [39], [40], [41], [42], [43], [44], [45]. The pictorial structures
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model [46], [47], [48] is a deformable model that knows where each body part belongs to

in a human body in order to build skeleton data reliably enough to infer the actual human

body pose based on constraints among body parts. In general, such constraints are meant

to represent the actual human body articulations. Inferring the pose of multiple people in

images is another very challenging problem, especially with socially engaged individuals, not

just due to the unknown number of people that can occur at any position or scale but also

due to the interactions between each other, which can result in body occlusion and complex

spatial interference due to physical contact. According to [49] ], there are two different

approaches to solving the multi-person problem: top-down and bottom-up approaches. Top-

down approaches employ a person detector and perform single-person pose estimation for

each detection. According to [49], the computational cost of this approach is proportional

to the number of people in the scene, and if the person detector fails, as it is prone to, the

information related to the body pose is lost. In contrast, bottom-up approaches are more

robust and very often are easier to compute. One of the most popular 2D multi-person pose

estimators is OpenPose, a bottom-up approach that uses deep learning to detect body parts

and then Part Affinity Fields (PAFs) to learn to associate them [49].

The wide diffusion of cheap cameras capable of generating depth maps combined with

the work done by [50] allowed for 3D skeleton data to be extracted directly from depth

maps alone. Depth maps proved to be extremely useful in providing data for an easy and

fast human body estimation. Estimating the 3D joints from RGB imagery is subject to

errors and high computational cost. However, with the use of Kinect, we can acquire the 3D

locations of the body parts in real-time with better accuracy [51].

2.2.1 Pre-processing of skeleton data

Pre-processing of skeletal data is often used to cope with biometric differences among subjects

and varying temporal duration of the sequences due to different velocities of the actions and

inter-subjects style variations.

Data normalization and biometric differences

When skeletal data is employed to recognize human activities, it is crucial to account for

biometric differences between individuals, adjust for the variety of coordinate systems of

those individuals, and consider that people in the scene may be scaled differently. The lack

of these kinds of data normalization will force the increase of complexity of the classifier to

8



cope with these variations instead of just analyzing the joints’ movement in the scene.

To tackle the issue of random viewpoints or multiple coordinate system changes in the

case of various people in the scene, the work in [52] initially registers the data into a common

coordinate system to make the joint coordinates comparable to each other. In [53],[54], all the

3D joint coordinates are transformed from the world coordinate system into a person-centric

coordinate system by placing the hip center at the origin. In [55], skeletons are aligned based

on the head location. All joint locations are associated with body parts normalized by the

head length to eliminate the influence of scale and translation. Similarly, in [56], human

poses are normalized by aligning torsos and shoulders.

Works such as [57] consider the joint angles between any two connected limbs and rep-

resent an action as a time series of joint angles, not just to ignore biometric differences but

also to select the most informative joints in the sequence.

To make it scale-invariant in [58], the coordinates of the 3D joints are normalized to the

interval between 0 and 1 in all the dimensions over the sequence. Whereas [59] uses Spherical

Coordinates of Histogram, placing any 3D joint into spatial histogram bins. The pitch angle

is divided into x1 bins, and similarly, the yaw angle is divided into x2 equal bins that result

in the x1 times x2 bins that form the histogram. The radial distance is not used in this

representation to make the method scale-invariant.

Representing time and accounting for time-varying sequences

Analyzing the space-time volume of a video is changeling mainly due to the temporal di-

mension. Even though sometimes it is possible to recognize some actions using only one

frame for most actions, a sequence of frames or key poses is needed. Hence one of the main

issues is dealing with the sequences with varying lengths and durations. These differences

are typically caused by the vast types of actions and the velocity and style with which a

certain action is performed. The additional step of encoding the order of the sequence may

be required, for instance, to distinguish between the action of pushing and pulling.

Works such as [59] adopt global feature representation of the entire sequence sacrificing,

in general, the information about the temporal structure of the sequence. In the specific

work case [59], a key pose is inferred from every frame and then fed into a hidden Markov

model. In [60],[58],[61], time representation was done by adopting a temporal pyramidal

approach [62]. Approaches adopting some distance among the trajectories of 3D joints use

the dynamic time warping (DTW) algorithm. This type of approach was used by [63],
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which from a bag of key poses, found a similar training sequence by considering a temporal

alignment of the involved key poses. Another way to create representations of the same

length is to divide the sequence into a prefixed number of temporal segments. However, the

problem of finding the most appropriate number of segments to use across all the classes

and sequences is not trivial. Therefore, [57],[25] propose to divide the action sequence into a

varying number of temporal segments, each of the same temporal duration. In particular, [25]

adopts a sliding window approach where the temporal segments are partially overlapping.

The sliding window approach makes the method more robust to the temporal warping of the

sequence, and for that reason, it is usually used along with deep learning algorithms.

2.3 3D human action representation and classification

Human action recognition can be thought of as the union of different fields of artificial

intelligence like computer vision and machine learning. Computer vision is used to analyze

the space-time volume of video footage and recognize the different objects in the scene

and their movement through time. At the same time, machine learning is used to learn

the patterns in those objects’ trajectories to distinguish between different classes of human

gestures or actions. In this chapter, HAR will be divided into two different categories, HAR

from skeleton data or model-based and non-model-based.

2.3.1 HAR non-model based

Analyzing the space-time volume of a video without having a model of the object (human)in

the scene implies analyzing each frame to extract patterns in these frames, consequently

achieving HAR. There are various computer-vision techniques to analyze images, and these

can be decomposed into two groups: Deep-learning methods and traditional hand-crafted

methods.

Traditional Hand-crafted involves finding a way to match images that inscribe the same

human action. For that, a bag of visual words [64][65], (figure 2.1) is the most popular

hand-crafted method. To find visual words in an image and construct a visual dictionary,

images have to be sampled. Dense sampling outperforms sparse sampling [66],[67]. Later,

dense trajectories [68] and improved dense trajectories were introduced as improved variants

of dense sampling. They take into consideration the movement of the dense samples through

time, once taking into consideration the temporal dimension in HAR algorithms is essential
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to have good accuracy, as earlier work using histogram of oriented gradients (HOG) [69] and

histogram of optical flow (HOF) [70],[71] as shown.

Figure 2.1: General framework for video classification using Bag-of-Visual-Words [65]

In deep learning approaches, the temporal dimension is equally important. The extra di-

mension in sequences typically turned action/gesture recognition into a challenging problem

regarding both amounts of data to be processed and model complexity, which are crucial

aspects for training large parametric deep learning networks. Based on how it is dealt with,

deep learning approaches can be categorized into four non-mutually exclusive groups.

The first group consists of 2D CNNs, which can exploit appearance(spatial) information.

These approaches [72],[73] sample one or more frames from the whole video and then apply

pre-trained 2D models on each frame separately. They finally label the actions by averaging

the result of the sampled frames. The main advantage of this kind of model is its possibility to

use pre-trained models on larger image datasets, such as ImageNet [74]. Gesture recognition

methods mainly fall into this category [75],[76],[77].

Methods in the second group first extract 2D motion features like optical flow and then

utilize these features as a different input channel of 2D convolutional networks [78],[79],[80]

[81]. In other words, these methods consider the temporal information from the pre-

computed motion features. Third group uses 3D filters in the convolutional layers [82],

[83], [84]. The 3D convolution and 3D pooling allow capturing discriminative features along

both spatial and temporal dimensions while maintaining the temporal structure in contrast

to 2D convolutional layers. The spatiotemporal features extracted by this model have proven

to surpass 2D models trained on the same video frames.

Finally, the fourth group combines 2D (or 3D) convolutional nets, which are applied at

individual (or stacks of) frames, with a temporal sequence modeling. Recurrent NeuralNet-

work (RNN) [85] is one of the most used networks for this task, considering the temporal data

using recurrent connections in hidden layers. The drawback of this network is its short mem-

ory which is insufficient for real-world actions. LongShort-Term Memory (LSTM) networks

[86] were proposed to solve this problem, as they are a variant of RNN. Bidirectional RNN
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(B-RRN) [87], Hierarchical RNN (H-RNN) [88], and Differential RNN (D-RNN) [89] are

some successful extensions of RNN in recognizing human actions. Other temporal modeling

tools like HMM are also applied [90] in this context. For all methods in the four groups, their

performance can be boosted by combining its output with additional hand-crafted features

[83], improved dense trajectories (IDT) [79].

2.3.2 HAR model based

The use of skeleton data reduces the complexity of the HAR algorithm, as conjecture in [91].

Using skeleton data alone for action recognition can perform better than using other low

level image data.

According to [92] 3D human action representation with skeleton data can be grouped

in three distinct categories: joint-based representations, mined joint-based descriptors and

dynamics-based descriptors.

Mined joint-based descriptors

Detection of the activated subsets of joints can help to discriminate among different action

classes. Methods such as [57],[55],[56] focus on mining the subsets of most discriminative

joints or consider the correlation of subsets of joints.

The method in [60] uses a spherical coordinate system to model each joint by its location

and velocity. An action sequence is modeled as histograms, each computed on a specific

feature and joint. A partial least square (PLS) [93] is used to weigh the importance of the

joints, and kernel-PLS SVM [94] is adopted for classification purposes. The approach in

[95] employs a genetic algorithm to select the joints that represent an action class. The

method in [96] adopts multi-part modeling of the body. The coordinates of each joint are

expressed in a local reference system, which is defined at the preceding joint in the chain.

Body sub-parts are aligned separately, and a modified nearest-neighbor classifier is used to

perform action classification by learning the most informative body parts.

Dynamics-based descriptors

Skeleton-based action methods in this category focus on modeling the dynamics of either

subsets or all the joints in the skeleton. This can be accomplished by considering linear

dynamical systems (LDS) [54],[97] or hidden Markov models (HMM) or mixed approaches

[25]. Like in [54], the skeleton sequence is represented as a set of time series (one for each
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body part) of features such as position, tangents, and shape context. Each feature time series

is modeled using an LDS, and the method learns the corresponding system parameters by

performing system identification. The estimated parameters are used to represent the action

sequence. Multiple kernel learning (MKL) [98] ] is used to learn a set of optimal weights for

each part configuration and temporal extent.

In [25],[99], autoregressive models are used to represent the 3D joint trajectories, repre-

sented by an Hankelet [100]. A subspace distance to compare Hankel matrices is approxi-

mated through a dissimilarity score [[101]]. Using a sliding window approach, an action is

represented as a sequence of Hankelets. An HMM allows modeling the transition from one

LTI system to another, yielding a model for switching dynamical systems.

Joint-based representations

The methods in this category analyze locations of joints and their variation through time.

This category can be organized into three sub-categories: spatial descriptors, geometric

descriptors, and key-pose-based descriptors.

Spatial descriptors represent the body pose through the correlation of the 3D body

joints. In [102], that correlating three pieces of information: all the pairwise distance of 3D

joints in the current frame, those distances between the current frame and the previous ones,

and between the current frame and a neutral pose. A similar approach [103] uses pairwise

distances between joints as a feature. Principal component analysis (PCA) is employed to

reduce the dimensionality of the feature space, and a Naive-Bayes-nearest-neighbor classifier

is used for action classification. Pairwise distances were also used in [53], the main differ-

ence is that HMM was used to classify actions, and a deep neuronal network emitted the

probabilities. Furthermore, later works attempt to capture the correlation between joints by

representing a skeleton sequence through its covariance [58].

Hand-crafted feature-based methods require an active engagement along with many ef-

forts to extract spatial and temporal features from skeleton sequences. Sometimes, it be-

comes more complicated to design discriminative features from the 3D skeleton videos, which

degrades the system’s performance. For that reason, and due to its excellent performance,

deep learning has become the most popular approach for HAR.

According to [104], deep learning methods using skeleton data can be grouped into three

non-mutually exclusive groups.

The RNN [105] based methods are naturally suitable for sequence data. However, the
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well-known gradient vanishing problems are inevitable, and therefore LSTM [106] and GRU

may more relent to those problems to some extent.

The CNN-based methods differ from RNNs because CNN models can efficiently and

quickly learn high-level semantic cues with their naturally equipped excellent ability to

extract high-level information. However, CNNs generally focus on image-based tasks, and

the action recognition tasks based on skeleton sequence are unquestionable a heavy time-

dependent problem. Therefore, balancing and more fully utilizing spatial and temporal

information in CNN-based architecture is still challenging. In [107], the correlation among

joints’ locations is done through convolutional neural networks.

The graph and convolutional neural network (GCN) based methods [108], like the two-

stream adaptive GCN [109], and graph convolutional networks [108], according to [104]]

achieve high accuracy on some popular public datasets. Likewise, according to [104], mixed-

methods like 3S-CNN+Multi-Task Ensemble Learning [110], Richly Activated GCN [111],

and Semantics Guided GCN [112], , performed very well on same those public datasets.

Moreover, view adaptive neuronal networks such as view adaptive neural networks based on

RNN (VA-RNN) and based on CNN (VA-CNN) presented outstanding experimental results

[113].

Spatial descriptors are a representation that lacks any temporal information and may

result in ambiguous descriptions of the action sequence.

Geometrical descriptors attempt to represent a skeleton utilizing the geometric re-

lations between different body parts. The work done in [114] consists of a set of boolean

features, each associated with a quadruple of joints, where three of them are used to identify

a plane, and the other boolean feature indicate if the point is in front or behind the plane.

This kind of feature allows representing the geometric relations among sets of joints and is

robust to spatial variations, global orientation changes, and the size of the skeleton.

Similarly, in [115], joints are considered in quadruples. In this case, two out of the four

joints in the quadruple are used to set a coordinate system where one of the points is used

as origin, while the most distant point in the quadruple is represented in the new coordinate

system as [1,1,1]. A skeleton is then represented as a set of skeletal quads. Then for each

class, a Gaussian mixture model is trained, and finally, a multi-class linear SVM and perform

action classification.

The representation introduced in [52] explicitly estimated the relative 3D geometry be-

tween different body parts. In a nutshell, given two rigid body parts, their relative geometry

can be described by considering a rigid-body transformation [6] to align one body part to
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the other. Methods [116],[60] estimate the geometric relations between the whole skeleton

in a sequence rather than its body parts.

Key-pose based descriptors describe methods that learn a dictionary/codebook of

key-poses and represent an action sequence in terms of these key-poses. The most common

form of key-poses-based descriptors uses a histogram of motion words [57], where the con-

catenated 3D joint locations are clustered into K distinctive using K-means. Each action

sequence is represented by counting the number of detected motion words. Motion words

are detected by assigning each skeleton representation to its closest distinctive pose. The

method in [117] divides the body into four regions. Each body region is represented by a

feature vector of 21 dimensions comprising the line-to-line angles between body joints and

the six line-to-plane angles. A dictionary of body poses is obtained by a standard K-means

clustering algorithm. A hierarchical model is trained to represent complex activities as a

mixture of simpler actions. In [118], a decision tree forest recognizes action from key poses.

15



16



3 Methods

3.1 Kalman Filter

Kalman filters [119] are used to estimate states variable of linear and dynamic systems. This

recursive estimation technique was developed around 1960, most notably by R.E. Kalman

[120]. In practice, measurements and processes are inherently nosy. For that reason, algo-

rithms like Kalman filters are implemented to decrease the overall uncertainty of the system.

A Kalman filter works by combining the estimated state variables with their correspondent

measurements in an optimal way, which increases the estimated state’s prediction accuracy.

Another great advantage of the Kalman filter is its ability to link more than one measure-

ment/observation into a single state variable concurrently and optimally, making this filter

great not just to mitigate the overall noise of the system but also to fuse multiple sensory

data, with a relatively smaller footprint in terms of computational power.

Prior to implementing the Kalman filter, a non-deterministic model of the system must

be designed, describing the autocorrelation sequence of the process signals. In equation3.1,

the signal is modeled by a simple first-order recursive filter driven by zero-mean white noise.

x̂ (k) = a (k) x̂ (k − 1) + w (k − 1) (3.1)

E[w(k)w(j)] =

 σ2
w, k = j

0, k 6= j
(3.2)

The equation 3.2 represents the white noise. The observation model is also non-deterministic,

and it must be assumed linear, as described below (equation 3.3).

y(k) = c.x(k) + v(k) (3.3)

The time-varying random signal is described in eq.3.3, and factor c represents an ob-
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servation (or measurement) parameter, v(k) is an independent additive white noise with

zero-mean and variance σ2
v .

The Kalman filter is a recursive estimator defining the evolution of the state from time

k-1 to time k.

x̂(k) = a(k)x̂(k − 1) + b(k)y(k) (3.4)

The first term represents the previous weighted estimate (at time k-1), and the second term

is the weighted present (time k) measure/ data sample. In this case, we have two parameters,

a(k) and b(k), to be determined from the minimization of the mean-square error

p(k) = E[e2(k)] (3.5)

where e(k) = x̂(k)− x(k) is the error.

This minimization of the mean-square error is why the Kalman filter is an optimum

recursive filter. However if neither the process model nor the observation model follows a

gaussian distribution, the solution may not be optimal.

The equation 3.6, was obtained by replacing x̂(k) in 3.5, and by differentiating 3.6 con-

cerning a(k) and b(k) obtain the expression 3.7. More detailed information can be found in

[121].

p(k) = E[a(k)x̂(k − 1) + b(k)y(k)− x(k)]2 (3.6)

a(k) = a[1− c.b(k)] (3.7)

Subsequently by applying equation 3.7, we attain the optimum recursive estimator equa-

tion 3.8.

x̂(k) = ax̂(k − 1) + b(k)[y(k)− acx̂(k − 1)] (3.8)

The Kalman filter algorithm is known for being composed of two stages. Therefore by

decomposing equation 3.8, in two terms, we can obtain those stages. The first term, x̂(k−1),

represents the best estimate without any additional information, and it is a prediction based

on past observations that are often called the prediction or propagation stage. The second

term is a correction/update term involving the difference between the new data sample and
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the observation estimate, ŷ(k) = cx̂(k), weighted by a variable gain factor b(k), known as

Kalman filter gain.

b(k) = c[a2p(k − 1) + σ2
w]

σ2
v + c2σ2

w + c2a2p(k − 1) (3.9)

As described above, the Kalman filter can process multidimensional signals from either

state variables or observations, and this is achieved simply by writing multidimensional

signals as vectors.

The vectors x(k) and w(K) are q-dimensional vectors of the q signals and q white noise

driving processes, respectively.

x(k) =



x1(k)

x2(k)
...

xq(k)


w(k) =



w1(k)

w2(k)
...

wq(k)



Hence, equation 3.10 defines the first-order dynamic’s vector, where A is a (q×q) matrix.

x(k) = Ax(k − 1) + w(k − 1) (3.10)

While in the observation model, y(k) and v(k) are (r × 1)vectors, and where C is an

(r × q) observation matrix, which in this case, assuming r < q, is given by

C =



c1 0 . . . 0 . . . 0

0 c2
... ...

... ... . . . ... ...

0 . . . . . . cr . . . 0


r×q

y(k) = Cx(k) + v(k)

The transition from the observation noise variance to the noise covariance matrix is

written as

σ2
v = E[v2

1(k)]→ R(k) = E[v(k)vT (k)] (3.11)
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Similarly, for the system noise, we have

σ2
w = E[w2

1(k)]→ Q(k) = E[w(k)wT (k)] (3.12)

Recursive filter estimator:
x̂(k) = Ax̂(k − 1) +K(k)[y(k)− CAx̂(k − 1)]

Filter gain:
K(k) = P1(k)CT [CP1(k)CT +R(k)]−1

where, P1(k) = AP (k − 1)AT +Q(k − 1)]

Mean-square error covariance matrix:
P (K) = P1(k)−K(k)C(k)P1(k)

Table 3.1: Vectorial Kalman filter equations

3.2 Encoding time series into images

3.2.1 Gramian angular fields

Gramian angular Fields (GAF) [122] is a framework used for encoding time series as a

2D image. It works by changing the coordinate system of the times series from cartesian

coordinates into polar coordinates, using various operations to convert these angles into a

symmetry matrix called Gramian Angular Field.

The first step to construct a GAF matrix is to normalize a given time series X =

x1, x2, x3, . . . , xn of n real-valued observations, rescaling it so that all values fall in the inter-

val [−1, 1] or [0, 1]. The following equation shows the simple linear normalization method

used, where X̃ represents the normalized data.

X̃ = (xi−max(X))+(xi−min(X))
max(X)−min(X) , X̃ ∈ [−1, 1] (3.13)

X̃ = xi−min(X)
max(X)−min(X) , X̃ ∈ [0, 1] (3.14)

The rescaled times series X̃ will be represent in polar coordinates by encoding the value

as the angular cosine and time stamp as the radius as showed in eq.3.15.

 φ = arccos(x̃i) ,−1 ≤ x̃i ≤ 1, x̃i ∈ X̃

r = ti
N

, ti ∈ N
(3.15)
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In the equation above, ti is the time stamp and N is a constant factor to regularize the

span of the polar coordinate system. The encoding map of equation 3.15 has two import

properties. First, it is bijective as cos(φ) is monotonic when φ ∈ [0, π].Moreover, unlike

Cartesian coordinates, the polar coordinates preserve absolute temporal relations through

the radius coordinate.

The rescaled data in different intervals have different angular bounds. The [0, 1] interval

corresponds to the cosine function in [0, π/2], while cosine values in the interval [−1, 1] fall

into the angular bounds [0, π]. They provide different information granularity in the Gramian

Angular Field for classification tasks.

After transforming the rescaled time series into the polar coordinate system, we can easily

exploit the angular perspective by considering each point’s trigonometric sum/difference to

identify the temporal correlation within different time intervals. The Gramian Summation

Angular Field (GASF) and Gramian Difference Angular Field (GADF) are defined as follows:

GASF = [cos(φi + φj)] = X̃ ′.X̃ −
√
I − (X̃ ′)2.

√
I − X̃2 (3.16)

GASF = [sin(φi − φj)] =
√
I − (X̃ ′)2.X̃ − X̃ ′.

√
I − X̃2 (3.17)

I is the unit row vector [1, 1, . . . , 1]. After transforming to the polar coordinate system, we

take time series at each time step as a 1-D metric space. By defining the inner product

< x, y >= x.y −
√

1− x2.
√

1− y2 and < x, y >=
√

1− x2.y − x.
√

1− y2, two types of

Gramian Angular Fields (GAFs).

G is a Gramian matrix:

G =



cos(φ1 + φ1) . . . cos(φ1 + φn)

cos(φ2 + φ1) . . . cos(φ2 + φn)
... . . . ...

cos(φn + φ1) . . . cos(φn + φn)


=X̃ ′.X̃ −

√
I − (X̃ ′)2.

√
I − X̃2

The GAFs has several advantages. First, they provide a way to preserve temporal depen-

dency since time increases as the position moves from top-left to bottom-right. The GAFs

contain temporal correlations because G (i,j ||j-j|=k) represents the relative correlation by

superposition/difference of directions with respect to time interval k. The main diagonal
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G(i,j) is when k = 0, which contains the original value/angular information. We can recon-

struct the time series from the high-level features learned by the deep neural network from

the main diagonal. However, the GAFs are large because the size of the Gramian matrix is

n x n when the length of the raw time series is n.

3.2.2 Recurrence Plots

Using Recurrence plot (RP) [123] to analyze time series allows to visualize and quantify

structures hidden in the data. RPs visualize the behavior of trajectories in phase space [1,2].

They are a graphical representation of the matrix described by the equation. 3.18

Ri,j = Θ(ε−
∥∥∥~xi − ~xj∥∥∥), i, j = 1, . . . , N (3.18)

Heaviside function represented by Θ() in eq.3.18 defines a threshold value. One assigns

a “black” dot to the value one and a “white” dot to the value zero. The two-dimensional

graphical representation of Ri,jthen is called a RP. An unthresholded RP is not binary,

but its matrix Rui,j is given by the (real-valued) distances of the vectors xi and xj. The

matrix is then usually represented as a two-dimensional colored plot. It has been shown [124]

that from an unthresholded RP, it is possible to reconstruct the time series. Nevertheless,

unthresholded RPs are more challenging to quantify than binary RPs. For this reason, in

data analysis usually, binary RPs are used.
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4 Implementation

4.1 RGB-D Data Acquisition and 3D Skeleton Cre-

ation

As depicted in Fig.1.1, each of the four Microsoft Kinect V2 acquires a frame of RGB-D

data with a frequency of 25Hz. A 2D Skeleton is extracted for each frame by applying

the OpenPose [49] algorithm over the RGB values. The depth information of each pixel is

projected into the 2D Skeleton to create the 3D Skeleton data.

4.2 Fusion of skeleton data

A Kalman filter performs the Fusion of 3D skeleton data from the four cameras. The

Kalman filter uses the confidence values of the joint outputted by the OpenPose algorithm

to optimally combine the joint positions from the four RGB-D cameras with a first-order

process model. Dynamic models of the human musculoskeletal systems can be very complex.

However, [125],[126] shows that a simple first-order model to represent the motion of each

human body limb segment is sufficient for most motion tracking applications. It is assumed

that each limb segment is independent of the others.

The input to the linear system is the 3D coordinates of joints added with white noise, and

the output is the combined 3D coordinated optimally filtered. The most crucial parameter

in this model is the time constant, which determines how fast a limb segment joints can

move in typical human motion conditions. The state vector is 3-D, composed of the x, y,

and z coordinates of the joint: 
x1

x2

x3

 =


Px

Py

Pz

 (4.1)
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The state equations of the discrete-time model can be seen at eq.4.2 and eq.4.3.

xk+1 = Φk.xK + ωk (4.2)

Φk =


e
− δ
τ1 0 0

0 e
− δ
τ2 0

0 0 e
− δ
τ3

 (4.3)

Where δ = 0.04 and all the τ values were set to 1.2566(values attained experimentally).

The measurement data of the kalman filter is a 12× 1 vector, as showed below.



Z1

Z2

Z3

Z4

Z5

Z6

Z7

Z8

Z9

Z10

Z11

Z12



=



x component of joint view from camera 1

y component of joint view from camera 1

z component of joint view from camera 1

x component of joint view from camera 2

y component of joint view from camera 2

z component of joint view from camera 2

x component of joint view from camera 3

y component of joint view from camera 3

z component of joint view from camera 3

x component of joint view from camera 4

y component of joint view from camera 4

z component of joint view from camera 4



(4.4)

The corresponding discrete measurement equation is given by eq.4.5. The matrix Hx is

the 12× 3 matrix that maps each element of the 12× 1 measurements vector with the states

vector with size 3× 1.

Zk = Hk.xk + vk (4.5)

24



Hk =



1 0 0

0 1 0

0 0 1

1 0 0

0 1 0

0 0 1

1 0 0

0 1 0

0 0 1

1 0 0

0 1 0

0 0 1



(4.6)

The process noise covariance matrix Qk is defined by

Qk =


D1
2τ1

(1− e−2 δ
τ1 ) 0 0

0 D2
2τ2

(1− e−2 δ
τ2 ) 0

0 0 D3
2τ3

(1− e−2 δ
τ3 )

 (4.7)

D1 = 0.7817

D2 = 0.7817

D3 = 0.7817

The measurement noise covariance matrix Rk represents the level of confidence placed in

the accuracy of the measurements and is given by:

Rk = E[vkvTk ] (4.8)

Where Rk is a (12 × 12) diagonal matrix, and each non-zero element is given by the

equation 4.9

diag_element(a) = 0.42 + 10.7 ∗ (1− acc(a)) (4.9)

acc(a) is the accuracy value output by the OpenPose algorithm, associated with its respective

measurement a. The constant values in this equation were obtain experimentally.

25



4.3 Encoding skeleton data

4.3.1 Preprocessing skeleton data

The preprocessing stage comprises two sequential steps: Data normalization and sliding

window creation. Some datasets with an insufficient number of action sequences per action

require additional obtained by data augmentation. This data augmentation process consisted

in rotating the original sequences on the z-axis 30 degrees ten times ([0, 360[ degrees).

Data is normalized by referencing all the joints in the sequence to a specific neck joint

position of a specif frame. The neck joint position chosen to normalize was the one on the

first frame of the sequence.

A constant non-overlapping sliding window size of 15 frames of a single skeleton joint

(e.g15x15x60, a matrix size 15x15 composed of poses of 3 skeletons with 20 joints each) is

employed to encode the temporal dimension. We try to have a good performance in our

dataset with the least amount of frames per sliding window and experimentally arrive at the

value of 15 frames.

4.3.2 Encoding skeleton data

The previously mentioned sliding window contains encoded data of skeleton joints throughout

a sequence of frames. Two types of skeleton data encoding were implemented separately to

evaluate how different types of encoding affect our system performance and, consequently,

decide which one best suits our system.

Gramian Angular Fields

We used the previously normalized joints times-series to implement the gramian angular

fields that composed a single skeleton during 15 frames of data skeleton data X = x1, .., xn

and scale it onto [−1, 1] with a Min-Max scaler. Initially, computing a Gram matrix involves

extracting 15 consecutive frames from the scale time-series. The 15 frames extracted are

composed of 3D joint positions, but only one of the three position components is selected

to create a vector size of 15 × 1. The newly created vector is then converted into “polar

coordinates” according to the equation 3.15. The radius coordinate was discarded to compute

the inner product needed to create the Gram matrix, including the radius coordinate would

adjust the position for the time dependency, which would be biased in favor of the most
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recent one. Next, the vector in polar coordinates with size 15× 1 becomes the first row and

the first column of a matrix with size 15 × 15. The rest of the elements in the matrix are

given by interception between the first row and the first column. This interception is done

by the inner product operation, according to equation 4.10.

Grami,j = cos(x_scaledi + x_scaledj) , i = 1, .., 15, j = 1, .., 15 (4.10)

Thus, achieving the encoded 15×15 sliding window of single joint component over 15 frames.

Recurrence plot

To create a sliding window encoded through an unthresholded recurrence plot. Procedures

similar to the ones used to encode time series in a sliding window through GAF were used.

The time-series composed of 3D joint coordinates and normalized to the neck joint are scaled

into [-1, 1] with a Min-Max scaler. Then, 15 consecutive frames of one component of the

three that form the 3D position are selected to create a vector of size 15. Next, the vector of

size 15× 1 is used as the first column and as the first row of a new 15× 15 matrix. Lastly,

the rest of the matrix elements are attained by calculating the pairwise euclidean distance

between the values first row of the matrix with its first fist column, following the equation

3.18. The final matrix is the 15 by 15 sliding window that encodes the joint’s time series

into an image through the recurrence plot representation.

15× 1 15× 15 3.18.

4.4 Classification

The classifier chosen to solve our human dynamic gestures recognition problem was a CNN.

Deep learning approaches tend to perform much better than hand craft-method. Further-

more, according to [113], within deep-learning, CNN tends to be more efficient than RNN,

and CNNs do not have the vanishing gradients problem that RNN typically have. Most The

proposed CNN architecture, inspired by the work done in [127], can be seen in Fig.4.1. The

CNN was implemented in python using Pytorch, an open-source machine learning frame-

work.

The network, as depicted in Fig.4.1 is composed of three convolutional layers and three

fully-connected layers. Each layer is followed by a Rectified Linear Unit (ReLU). ReLU

is typically chosen in classification problems due to the network’s increased performance
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during training the network. The network is trained with a cross-entropy loss function and

uses the Adam optimizer [128] with a learning rate of 0.0001. Between each convolutional

layer and fully-connected layer, a dropout of 25% is applied. A kernel of 5 × 5 is used in

each convolutional layer with 1 stride and 2 padding. Data are normalized between each

convolutional layer, and max-pooling of 2× 2 with two strides is applied.

Figure 4.1: The proposed CNN architecture for HAR
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5 Results and Discussion

In this chapter we present the results of the performance evaluation of the data fusion

component , as well as the evaluation of the performance of HAR algorithm of our system

including its encoding components. Both results are exhibited in this chapter along with

their respective analysis. To study the combined performance of the HAR algorithm and

encoding components several datasets were used, a private previous mentioned on chapter

3, in section 5.1 and four public, this analyse starts in the section 5.3.

5.1 Dataset

We evaluated our proposed method using our dataset developed for 3D human activity

analysis. This dataset consists of 6 different actions classes captured from 11 distinct human

subjects, eight males and three females with an average age of 23 with a standard deviation

of 7. In order to obtain a meaningful and randomly distributed dataset, none of these

volunteers were aware of the research being conducted nor had been previously involved in

similar tasks. Moreover, Only an intuitive and semantic description of how gestures should

be performed was provided to the volunteers, encouraging them to naturally express their

freedom of movement, allowing for variability in the dataset collection process.

The volunteers were asked to continuously perform each gesture for one minute, result-

ing in a sequence with 45000 samples of 3D joints. The skeleton data(3D locations of 25

major body joints) inferred from collected RGB frames, and depth maps were attained from

Microsoft Kinect v2. The six different action classes are clap, push with left arm, push with

the right arm, wave, swipe with left arm, and swipe with the right arm. These actions were

captured in 4 different cameras simultaneously, creating four different viewpoints of each

sequence.
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5.2 Skeleton Fusion

As described in the previous chapter, a Kalman filter was used to fuse the skeleton data from

the four views in our own dataset. The performance of the Kalman filter was evaluated by

calculating the standard deviation from skeleton data of each action sequence and performed

by each subject. The final standard deviation values are present in table 5.1, consisting of

standard deviation values averaged over the 6 actions classes and 11 subjects.

Evaluating our Kalman filter’s performance is challenging due to the lack of ground truth

in our skeleton data. Visually the skeleton data filtered by the Kalman filter is less noisy than

the skeleton data attained from only one camera. Nonetheless, we quantify our Kalman filter

performance. That was possible because we only applied the Kalman filter to our dataset.

We notice that some joints ideally were supposed to be static during all the action sequences

in our dataset, so the lower the variation, the more realistic the prediction was. We selected

four joints that ideally should the static and computed their standard deviation. The four

joints selected were the neck, right hip, right knee, left hip joints represented in table 5.1 as

the numbers 2,10,11,13 respectively.

As theoretically expected, the Kalman filter optimally combined the four skeletons, out-

putting a skeleton whose variance was relatively lower in all the four "static" joint components

when compared to any of the initial unfiltered skeleton data as depicted in table 5.1. (The

concept of "static" joints is explained in the paragraph above)

5.3 Gesture Recognition

To test and analyse the performance of our HAR algorithm, several dataset were use to train

the CNN

To evaluate the performance of our HAR system each subject in a given dataset is grouped

into either the training group or the system’s validation group. The criteria for placing the

subjects through the groups changes based on the number of subject in that dataset and on

the type of training-validation approach usually applied to test that dataset, which means

that each dataset will its own unique distribution of subjects through the two groups. This

segregation of subject in two groups, will divide the images containing the action sequences

sliced in time windows in this two categories. The way accuracies are obtain from this images

does not change, no matter the dataset, after having our CNN trained with the images from

the training group , the images from the validation group are feed into our system which
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Table 5.1: Standard deviation of skeleton data before and after being filtered by kalman filter

σx σy σzMethod Joint (mm) (mm) (mm)
Raw View 1 9 81.7 78.8 218.1
Raw View 2 9 37.4 39.7 209.6
Raw View 3 9 60.4 62.4 216.8
Raw View 4 9 65.2 63.6 225.7
Kalman 9 47.8 39.7 204.5
Raw View 1 10 85.7 83.7 219.2
Raw View 2 10 41.2 42.9 209.9
Raw View 3 10 60.4 63.0 216.6
Raw View 4 10 66.5 64.8 225.9
Kalman 10 47.9 39.7 204.5
Raw View 1 13 83.8 80.9 219.1
Raw View 2 13 38.0 40.6 210.1
Raw View 3 13 64.6 67.7 217.9
Raw View 4 13 66.0 64.4 226.3
Kalman 13 47.8 39.8 205.1
Raw View 1 2 83.7 81.3 218.8
Raw View 2 2 37.2 39.5 210.0
Raw View 3 2 66.0 69.7 218.1
Raw View 4 2 65.7 64.0 226.2
Kalman 2 47.8 39.6 205.4

outputs the confusion matrix. Then the eq.5.1 is applied.

accuracy = success cases
total number of cases (5.1)

Inside of eq.5.1, the number of success cases is the sum of the diagonal values of the confusion

matrix, and the total number of cases is the sum of all values in the matrix.

Table 5.2: Accuracy (%) comparisons on different datasets of our proposed HAR architecture

Dataset No. actions classes Gramian angular fields Recurrence plot
Accuracy Accuracy

Our own dataset 6 46.58 87.78
UTD-MHAD 27 13.62 33.92
UTKinect 10 43.73 64.06
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5.3.1 Private Dataset

We tested and validated our own dataset through cross-validation, where 9 subjects were

used in training, and 1 subject was use for validation. It was achieved an accuracy of 46.58%

and 87.78% for the GAF encoding and recurrence plot encoding, respectively, the results

are shown in tab. 5.2. We also performed training and validation by selecting half of the

subjects for training, and the other half was used for validation. Initially, we obtained the

accuracy values of 36.09% with the GAF and 69.15% with the recurrence plot encoding

while selecting the subjects number 6 to 11 to training, leaving the ones from 1 to 5 for

validation. Later the inverse was performed using subjects 1 to 5 for training and the rest

for validation. We obtained the accuracy values 38.89% with the GAF encoding and 86.19%

with the recurrence plot encoding. With all the results obtained in this dataset and shown

in tab. 5.2, it is clear that the recurrence plot performs better than GAF in our system.

5.3.2 Public Datasets

UT-Kinect

The UTKinect-Action3D Dataset (UT-Kinect) [59] is a dataset for action recognition from

depth sequences, captured using a single stationary Kinect. There are 10 action types: walk,

sit down, stand up, pick up, carry, throw, push, pull, wave hands, clap hands. Ten subjects

perform each action twice. The sequences were skeleton joint locations of the 20 joints that

constitute a body in this dataset. Initially, the framerate is 30f/s, but because the only

recorded frames were the ones where the skeleton was tracked, the frame number of the files

has jumped, setting the de facto frame rate to about 15f/sec.

The procedure of data augmentation mentioned in the previous chapter was performed

with this dataset. As mentioned above, this dataset was first presented in [59] in 2012, with

an overall mean accuracy of 90.92 %, more recently in 2018, a Deep Progressive Reinforce-

ment Learning (DPRL) [129] for Skeleton-Based Action Recognition report an accuracy of

98.5%. The training and validation for this dataset were performed through cross-validation,

where 9 subjects were used in training, leaving 1 for validation. The average accuracy was

43.73 % with the GAF encoding and 64.06 with the recurrence plot encoding, as displayed

in table 5.2 . These results show that the recurrence plot performs far better with this CNN

architecture in this dataset. Moreover, our algorithm’s performance in this dataset might

have been severely penalized for only utilizing 15 frames to create the sliding window.
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UTD-MHAD

The UTD multimodal human action dataset (UTD-MHAD) [130] was collected using a

Microsoft Kinect sensor and a wearable inertial sensor in an indoor environment. It is a

dataset that contains 27 actions performed by 8 subjects (4 females and 4 males). Each

subject repeated each action 4 times.

A deep neural network-based multi-modal algorithm called HAMLET [131], published in

2020, retains the best performance in the dataset with an accuracy of 95.12%. We implement

the procedure of data augmentation mentioned in the previous chapter in this dataset. The

validation for this dataset was performed as described in [130], where the actions performed

by subjects 2, 4, 6, 8 were used to validate the results, and subjects 1, 3, 5, 7 were used to

train the machine learning algorithm. In order to achieve better performances, another two

convolutional layers were added to the CNN, resulting in accuracy values of 43.73% for the

GAF encoding and 64.06% for the recurrence plot encoding as shown in table 5.2. The two

extra convolutional layers were added in an attempt to increase the accuracy, culminating in

a rise of about 8pp(percentual points) in its accuracy. It is also clear from table 5.2that the

system when recurrence plot encoding was used outperformed the gramian angular fields.

Moreover, our algorithm’s performance in this dataset might have been severely penalized

for only utilizing 15 frames to create the sliding window.

5.3.3 HAR algorithm

Our HAR algorithm achieved a good accuracy of about 88% in our dataset while using

the recurrence plot encoding, as exhibited in tab. 5.2. Moreover, the 15 frames used to

create the sliding window in our dataset might have severely penalized the performance on

the public dataset. Nevertheless, an inverse correlation is observable between the number of

human actions classes that comprise a dataset and the accuracy of the HAR algorithm, which

indicates that the current CNN architecture can not deal with the increased complexity of

having a more considerable number of classes. Also, by analyzing the results in the table

5.2, it is evident that our system reaches better accuracy when using the recurrence plot

to encode data skeleton into images than when it uses the GAF encoding, showing better

accuracy in every single dataset.
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6 Conclusion

6.1 Work Done

This dissertation aimed to develop a pipeline capable of fusion skeleton data, encoding that

fused data into an image using two different approaches, the recurrence plot and the GAF,

and feed those images into a CNN to recognize sequences of human gestures. First, we

applied the algorithms to our dataset were with fused skeleton data, encoding it into images

and, then the same methods for encoding into imagens CNN on two public datasets.

Using the results obtained in this experiment, it was possible to conclude that our system

has relatively good accuracy in datasets with few human action classes. Consequently, it

starts to lose accuracy when the number of action classes in those datasets increases. We

also noticed a superior performance in our system when using recurrence plot encoding over

the GAF encoding approach. However, the number of frames used to create the sliding

window may not be enough to achieve high accuracy on public datasets. The Kinect sensor

has 25 Hz, even though having a sliding window of 15 frames allows us to perform well in our

dataset. Creating a window that takes less than a second of the body movement certainly

harshly penalized the performance on public datasets, whose action sequences may be slower

than on ours.

6.2 Future Work

Considering the work developed and the results obtained, there are several possibilities for

improving the current work. The Microsoft Kinect V2 has a relatively noisy ToF technology,

which consequently generates noisy depth maps. Therefore to mitigate the noise in these

depth maps, improvements in the fusion algorithm can be made. To improve the Kalman

accuracy without changing the sensor implies having a physical model of the dynamics of the

human body more capable of producing more accurate predictions of the movement of the
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body’s behavior. Hence, the system’s overall uncertainty could be reduced by placing more

trust in this improved model in our Kalman filter algorithm. A software suited for modeling,

simulating, controlling, and analyzing the mechanics of a neuromusculoskeletal system like

a human body is OpenSim [132], a freely available software.

The performance of our HAR algorithm can be highly increased in public datasets by

forming a sliding window from more frames of skeleton data. The current 15 frames used

to achieve a good performance in our dataset with the lowest number of frames possible

indisputably punishes other datasets.

As mentioned previously, our system struggles to cope with added complexity created by

increasing the number of human actions classes. Since recurrence plots perform better than

GAF, future work could explore the potential of the recurrence plot in creating images to

feed to HAR algorithms. However, a more suitable CNN architecture could be designed and

tested to solve better the problem of HAR for a large number of action classes.
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