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A B S T R A C T   

The relationship between economic activities such as energy production, trade, and economic growth affects all 
areas of human life in terms of well-being, as well as a country’s economic activities. In this study, we investigate 
these relationships using cointegration regression methods (FMOLS - fully modified ordinary least square and 
DOLS - dynamic ordinary least squares), we use the electricity production (hydro, natural gas and renewables), 
trade opening, GDP, and CO2 emissions to establish causality. We found that electricity generation, GDP and 
trade liberalization have both positive and negative effects on Brazil’s economy. We also discovered a bi- 
directional causality between trade openness and all the energies produced in Brazil. Separately, we observed 
that GDP, hydropower, and renewables have negative effects on the CO2 emissions model, while only emissions 
of pollution and trade openness have positive effects on the economic growth model. These results have 
important policy implications for the Brazilian economy that does not support appropriate long-term sustainable 
development strategies. Consequently, policymakers should consider implementing appropriate management 
capacity to encourage the use of renewable energy and to benefit from the positive effects of economic growth 
and environmental policies to control the pollution rate through the potential of available natural resources. Our 
findings are not motivated by discrepancies or sample selection and survive multiple specifications, allowing to 
observe the relationship with great accuracy. Some diagnostic tests have been applied to show that it is not 
misleading.   

1. Introduction 

Brazil is the main intermediary development country in Latin 
America. This giant from South America began the 1990s undergoing 
profound transformations. The recent democracy initiated after a long 
period of the dictatorial government that lasted more than twenty years 
would lead to economic, social and environmental transformations. A 
holder of abundant natural resources and strategic companies in agri-
cultural and mineral commodities, textiles, oil extraction, engineering 
and other important economic sectors, energy consumption has 
increased concomitantly with its economic growth. However, the low 
savings level around 20% did not allow to leverage the level of aggregate 
investment in infrastructure, for example, the energy sector reduced 
investments by more than 2% of the decade’s GDP from 1970 to 0.70% 
in 2016, with an estimated reduction to (0.41%) in 2017 [1]. The main 
hydro source electricity development potential remained unchanged at 

the expense of new thermo-power plants until 2002 and was marked by 
a serious energy crisis especially caused by the lack of investments in the 
expansion of generation capacity and aggravated by climatic problems 
[2,3]. 

The continental dimension of Brazil and its large population implies 
a high degree of social, economic and environmental complexity, given 
an urbanization index of around 86% [1]. In the social area, investments 
starting 2005 ensured important income transfer programs such as 
(Bolsa Família and Luz para Todos), these programs reached a large 
proportion of people living with extreme poverty. At the end of 2014, 
around 30 million people were outside the extreme poverty line and in 
2015 almost 100% of the population had access to electricity services in 
Brazil. This significant progress directly impacted the Gini coefficient, 
which indicated 0.53 [4]. 

However, the problem now is not just electricity generation because 
it needs to grow. But, the problematic political, economic, 
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environmental and social scenario is added. For example, the high un-
employment rate, the reduction in industrial production and the low 
level of consumption were observed due to several economic un-
certainties. Thus, Brazil remains trapped in the middle-income level for 
several decades and is unable to transition to a higher income level 
together with developed countries. In fact, Brazil for over half a century 
has accumulated large macroeconomic imbalances that have increased 
income inequality and the deterioration of environmental typical of 
developing country’s status [1]. Therefore, reduce inequalities and 
promote economic growth and environmental quality, that is, making 
sustainable use of its resources to ensure economic growth with less 
environmental impact and equity of income distribution is the great 
challenge of Brazil. 

Several studies have been shown how economic development results 
in negative environmental impacts and, therefore, presents great chal-
lenges to reduce external factors negatively associated with social, 
environmental and economic activities [5]. For example, the relation-
ship between carbon dioxide emissions, generation of electricity and 
economic growth has been widely studied in all around the world. The 
main researches are in the context of the use of primary energy source, 
that uses crude oil, coal and natural gas and are divided into three main 
theoretical fields: in the first field, the nexus of energy growth is used to 
observe the contribution of energy as a productive factor of the economy 
and originates from the seminal study by Ref. [6]; in the second field, 
environmental variables are added to the energy and growth nexus, 
mainly to test the validity of the Kuznets environmental curve - EKC, 
also started from another seminal research by Ref. [7]; the third field, is 
the combination of these two lines of research that links the dynamic 
relationship between economic growth, the environment, and total en-
ergy consumption, namely, energy-growth-environment nexus. The 
objective of the third theoretical field is to analyze the contribution of 
economic growth and the use of energy as a driver of CO2 emissions in 
the environment ([8–10]). 

In this research, we put our work in the third frame to analyze the 
present study. In Brazil, empirical evidence is limited and controversial 
and ambiguous. For example, major emissions have historically been 
concentrated in agriculture, forestry, and other land-related uses. 
Mainly to deforestation, cropping, and livestock. While, in 2014, those 
related to energy from greenhouse gas emissions - GHG, were 2.4 tons of 
CO2 emissions [4]. Electricity is not a primary source and its generation, 
its emissions, must be remembered as economic processes (e.g. power 
plants that require fossil fuels to generate electricity, and GHGs emis-
sions, therefore, are inherent in their operation). Indeed, other tech-
nologies usually called as green still present CO2 emissions that, if not 
produced in the generation of the electricity itself, play an important 
role in the upstream and downstream stages of the process (e.g. power 
plant construction, obtainment of fuel, plant operation, wastes treat-
ment, etc.) [11]. 

Brazil’s electricity generation is 158.798.566 kW (kW) of installed 
capacity and the addition of 17.152,466 kW in generation capacity is 
expected from the 205 under-construction projects and another 377 
whose constructions have not yet been started. The structure of elec-
tricity generation is the largest in Latin America and is distributed as 
follows: 64.48% is formed by hydro; 17.15% is from fossil sources; 
1.19% is nuclear energy; renewable electricity accounts for 8.82% 
biomass, 7.66% wind and 0.7% solar energy (Aneel [12]). Overall, en-
ergy production in Brazil increased concurrently with the growth of the 
economy, and both appear as the main players for the growth of CO2 
emissions in the period under analysis. 

The historical series shows that hydropower is the main source of 
electricity in Brazil (see Fig. 1). However, in 2001 the system collapsed 
occurring blackout in the regions of greater urban concentration, where 
the industrialists of Brazil are also located. These events occurred as a 
result of the lack of investments to increase the electricity generation 
capacity associated with a severe water crisis in this period. Another 
important factor is the timid growth of other energy sources (e.g., 

natural gas production and renewable electricity) compared to the 
growth of CO2 emissions in the same period. Figs. 1–3 show the energy 
generation, GDP and CO2 emissions, respectively. 

Although, the level of economic growth is associated with energy 
consumption. Rationally, we believe that an economy will be more 
openness when the country becomes more polluted? This is not a 
reasonable assumption for countries like Brazil, where more than 60% of 
its electricity base is hydropower [11]. The purpose of this study is to 
empirically investigate these relationships and seek to achieve the 
objective of three ways. Firstly, we, use estimation techniques robust to 
apply parametric and non-parametric models DOLS (Dynamic ordinary 
least squares) and FMOLS (Fully modified ordinary least squares), to 
explain the relationship in the long-term. Secondly, most of the existing 
studies focus on time series analysis on Latin America are focused on 
individual countries. Specifically, there are no empirical studies on 
investigating causality between energy production, economic growth, 
trade openness and CO2 emissions for Brazil individually. Thirdly, we 
believe that more hard models can provide better analyzes due to 
problems of endogeneity, bias due to sample size and serial correlation. 
Also, our article mainly contributes to the literature that investigates the 
effect of electricity generation on economic performance and pollutant 
emissions of these energetic sources, and trade. 

The next section presents the literature review; the methodological 
process is presented in the third section; the empirical finding is dis-
cussed in the fourth section; the last section brings together the overall 
results and policy implications. 

Fig. 1. Energy production from 1975 to 2016.  

Fig. 2. Gross domestic product (GDP) from 1975 to 2016.  
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2. Literature review 

The researches of the relationships established between electricity 
generation and the economic growth nexus is not a recent theme in the 
literature and the relationships have been investigated from the 
perspective of the energy consumption–economic growth nexus [13]. 
This is particularly due to the important role that energy consumption 
plays in economic growth and principally because the interaction in-
vokes essential policy implications [14]. However, the vast literature 
focuses especially on causality relationship and highlights four possible 
hypotheses: 

Hypothesis (a), the unilateral type that can occur from unidirec-
tional causality relationship of energy consumption running for eco-
nomic growth “Energy→ GDP”, growth hypothesis; 

Hypothesis (b), contrary to the previous hypothesis, variations in 
economic growth may cause impacts that affect energy consumption 
“GDP→Energy”, conservation hypothesis; 

Hypothesis (c), occurs when energy consumption and economic 
growth are independent “Energy6¼PIB”, neutrality hypothesis; 

Hypothesis (d), when is identified the existence of bi-directional of 
causality relationship between energy consumption and economic 
growth “Energy ↔ PIB”, feedback hypothesis; 

The studies on the energy-growth-environment nexus found of this 
literature demonstrate the absence of consensus about the directionality 
of causality among them. For example, ref. [15] found significant evi-
dence that the share of renewable energy in electricity output is a po-
tential driver for reducing the carbon emissions in electricity, which 
tends to be large at the early stage of European economic development. 
Ref. [16] studied the nexus of electricity consumption, economic growth 
and CO2 emissions in the BRICS countries. The results showed that 
electricity consumption is found to Granger cause CO2 emissions in 
India, whilst there is no Granger causality between electricity con-
sumption and CO2 emissions in Brazil. Ref. [17] found evidence of 
electricity consumption and economic growth have a positive long-run 
relationship with carbon dioxide (CO2) emissions for Gulf Cooperation 
Council Countries. Ref. [18] findings, in the long-run, there appears to 
be a bidirectional causality between electricity consumption (renewable 
and non-renewable) and CO2 emissions for the MENA region. Whilst, to 
Ref. [19] the economic activity effect is the most important contributor 
to increase CO2 emissions from electricity generation to the same re-
gion. Ref. [20] found a relationship between electricity generation, 
economic growth and CO2 emissions to South American countries 
applying a set panel data. 

Ref. [21] used FMOLS and DOLS and CCR estimates and confirmed 
economic growth driven by electricity consumption for Nigeria. These 

authors also found unidirectional causality of economic growth for 
electricity consumption with the level of urbanization, in the long run, 
impeding economic growth. Recently ref. [22] found evidence of an 
asymmetric effect of per capita consumption of natural gas on economic 
growth and CO2 emissions for a panel of African countries. Ref. [23] 
examined the impact of renewable energy and financial development on 
CO2 emissions for 24 countries in the Middle East and MENA region, 
their results demonstrated only a slight influence of financial develop-
ment on CO2 emissions. In turn, ref. [24] examining the relationship 
between CO2 emissions, renewable energy and trade noted that both 
renewables and trade affect increasing CO2 emissions in the long run in 
China. 

Ref. [25] reported new findings on the determinants of CO2 emis-
sions for Turkey, using the role of trade for this, and found a reduction in 
CO2 emissions as GDP increased. They also found evidence that 
increased imports raised CO2 emissions in the long run. While the ex-
ports have effects negative on pollution emissions. Already, Ref. [26] 
examining the effect of international trade on CO2 emissions from 65 
countries found evidence that the exports and the imports exhibit 
negative effects on CO2 emissions. Whilst ref. [27] found a negative 
association of renewables with pollution emissions and a positive asso-
ciation with production for high-income countries using a cointegration 
panel. And finally, ref. [28] investigated energy consumption, CO2 
emissions, trade and economic growth for Kuwait and found empirical 
evidence that CO2 emissions and energy consumption accelerate eco-
nomic growth, they also noted that an increase in CO2 emissions also 
increases energy consumption. 

Therefore, as can be noted the several papers shown that have been 
results varied as well as to the political implications associated with the 
causal relationship of energy consumption and economic growth and to 
relationships among energy-growth-environment nexus. Table A1 and 
A2 summarize the main researches by country, by authors, by meth-
odologies, by periods of analysis and by the type of results obtained and 
published recently by the specialized literature. 

3. Empirical analysis 

3.1. Data and source 

In our models, we use data to cover the period 1975 to 2016 collected 
from the World Bank Development Indicators (WDI) online databases 
(www.worldbank.org) and BP Statistical Review of World Energy, 
available in (http://www.bp.com/statisticalreview). Six variables were 
used in this research to examine the impact of energy, and trade open-
ness on CO2 emissions and economic growth in Brazil. These variables 
include, (a) Real gross domestic product per capita in international US$ 
constant 2010 (GDP); (b) CO2 emissions in million tonnes of dioxide 
carbon (PCO2); (c) Hydropower in million tonnes of oil equivalent 
(Hydro); (d) Natural gas in million tonnes of oil equivalent (NatG); (e) 
Renewable energy in million tonnes of oil equivalent (RE)1; and (f) 
Trade openness, equivalent the import þ export/GPD (OPen).2 All these 
variables were converted to the natural logarithm to reduce non-
normality and heteroscedasticity. 

Fig. 3. CO2 emissions from 1975 to 2016.  

1 Its based on gross generation from renewable sources including wind, 
geothermal, solar, biomass and waste, and not accounting for cross-border 
electricity supply.  

2 Represent the proportion of Imports and exports of goods and services 
comprise all transactions between residents of a country and the rest of the 
world involving a change of ownership from nonresidents to residents of gen-
eral merchandise, nonmonetary gold, and services. Data are in US$ interna-
tional dollars. 
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3.2. Model specification 

To these analyses, firstly two models were employed: Model (a) - 
economic growth and model (b) - CO2 emissions. equations (1) and (2) 
represent the functional specifications for both models. All variables are 
in natural logarithms and the functional form of the model will be as 
follows: 

lnðGDPtÞ ¼ α0 þ α1 lnðPCO2tÞ þ α2 lnðHydrotÞ þ α3 lnðNatGtÞ

þ þα4 lnðREtÞ þ α5 lnðOPentÞ þ ε1t (1)  

Where GDP is the gross domestic product; PCO2 is pollution by CO2 
emissions; Hydro is the generation of hydropower; NatG is the produc-
tion of natural gas; RE is renewable energy and Open is the trade 
openness that gives greater competitiveness to trade. α0denote the 
intercept, ε1t are the stochastic disturbance terms. 

The level of energy consumption is presented by the literature as the 
main vector of the growth of a country’s production. This is revealed by 
the need to run all the technological equipment to realize the production 
that is dependent on energy consumption. Thus, considering that the 
level of economic growth, especially the intermediate economy coun-
tries, this can influence CO2 emissions. A second model was defined as 
having the dependent variable the level of pollution. That is: 

lnðPCO2tÞ ¼ β0 þ β1 lnðGDPtÞ þ β2 lnðHydrotÞ þ β3 lnðNatGtÞ

þ þβ4 lnðREtÞ þ β5 lnðOPentÞ þ ε2t (2)  

Where the level of pollution (PCO2 - dependent variable) is regressed 
over energy variables, economic growth, and trade openness (explana-
tory variables). The latter variable is associated with industrial and trade 
structure and a higher intensity of carbon dioxide emissions can be 
identified. β0 denote the intercept, ε2t are the stochastic disturbance 
terms. In this order, the relationship between the emission of carbon 
dioxide and the level of economic growth for Brazil is examined. 

Indeed, we provide an appendix of long-run analysis by re-running 
the model using different dependent variables. This is due to is 
allowed to treat all variables as endogenous variables. Subsequently, we 
have resolved to test each of the energy variables and trade openness as 
a dependent variable as a benchmark over all the explanatory variables 
as follows: 

lnðHydrotÞ¼ϕ0þϕ1 lnðGDPtÞþϕ2 lnðPCO2tÞþϕ3 lnðNatGtÞþ

þϕ4 lnðREtÞþϕ5 lnðOPentÞþ ε3t (3)  

lnðNatGtÞ¼ γ0þ γ1 lnðGDPtÞþ γ2ðPCO2tÞþ γ3 lnðHydrotÞþ

þγ4 lnðREtÞþ γ5 lnðOPentÞþ ε4t (4)  

lnðREtÞ¼ λ0þ λ1 lnðGDPtÞþ λ2ðPCO2tÞþ λ3 lnðHydrotÞþ

þλ4 lnðNatGtÞþ λ5 lnðOPentÞþ ε5t (5)  

lnðOPentÞ¼ψ0þψ1 lnðGDPtÞþψ2ðPCO2tÞþψ3 lnðHydrotÞþ

þψ4 lnðNatGtÞþψ5 lnðREtÞþ ε6t (6)  

Where, ϕ0γ0, λ0andψ0 denote the interceptε3t , ε4t , ε5tand ε6tare the 
stochastic disturbance terms, assuming they are normally distributed 
andϕ1, γ1, λ1and ψ1with i ¼ 1, …, n, denote the coefficients of the 
explanatory variables. 

3.3. Stationarity tests 

A fundamental purpose of using a unit root test is to control whether 
or not each time-series data contain unit root [29]. To check the sta-
tionarity of variables, we conduct two unit root tests. The unit-based 
econometric technique was adopted based on the test augmented 
Dickey and Fuller [30] and Phillips and Perron [31]. To examine the 
non-stationarity property of the time series variables, in level and 1st 

difference, the ADF and PP test will be applied. The ADF e PP test could 
be expressed as equations (7) and (8), respectively: 

ΔXt ¼ θþðρ � 1ÞXt� 1þϕT þ δΔXT � 1 þ μt; (7)  

ΔXt ¼ θþðρ � 1ÞXt� 1þϕ
�

t �
T
2

�

þ δΔXT � 1 þ μt; (8)  

Where Xt represent variable series, Δ represents the first differences, and 
the terms of the lagged difference are included to correct the series 
correlations of the perturbation terms. The SIC - Schwarz information 
criterion is used to select lagged differences. When θ ¼ 0, the series Xt 
has a unit root, technically is I (1) and, is governed by a stochastic 
tendency. If the result indicates that the variable (time series) selected is 
integrated of order I (1), we can conclude that the series is stationary and 
must start for the cointegration test of the variables. 

3.4. Cointegration test 

The application of the cointegration test is very important because 
this procedure allows the researcher to examine the relationships be-
tween the variables. The existence of cointegration indicates that there 
is a balance between the variables of the model in the long run. Besides, 
as to affirm ref. [32] the cointegration test can still serve as a guarantee 
of consistent results when using the ordinary least square (OLS) method 
to estimate the coefficients. There are several methods to test the coin-
tegration in the literature. 

However, the Johansen’s cointegration test implies the estimation of 
an autoregressive vector model, known as VAR, including values at 
levels as well as differences of non-stationary variables [33]. At this 
stage, a VAR model is configured to determine the optimal lag length 
and the SIC - Schwarz information criterion is applied to optimize lag 
lengths for the time series. The Johansen test equation is described as 
follows: 

ΔXt ¼ τ1ΔXt� 1 þ……τκ� 1ΔXt� κþ1 þ πXt� κ þ ε (9)  

Where ε is the random variable, τ1 and π demonstrates the OLS 
parameter matrices, πXt� κ examines the linear combinations of levels of 
the Xt and the matrix π has the information about the long-term prop-
erties. When the classification of the matrix π is equal to zero, no series 
can be expressed as a linear combination of the remaining series. But, 
the long-term cointegration can be confirmed when the degree of the 
matrix coefficient π is greater than 1 [33]. The literature mentions two 
statistics for determining the degree of the matrix coefficient or the 
number of cointegration relationships. These statistics are obtained 
through the use of two likelihood ratio (LR) tests - the Trace statistic and 
Max-Eigen statistic whose application examines the null hypothesis on 
the number of cointegration ratios r versus the alternative hypothesis r 
þ 1. The presence of cointegration is required for the application of 
regression methods using FMOLS and DOLS models. Therefore, based on 
Trace statistic and Max-Eigen statistic statistics the rejection of the null 
hypothesis is necessary with a significance level of 5% for the confir-
mation of long-term cointegration between the model series [33]. Thus, 
if a cointegrating relationship between the series is found, the next step 
is to estimate the long-run parameters. 

3.5. Long-run estimates 

Due to the great difficulty for the researchers to decide on the results 
of cointegration between the time series in the long term. Another 
cointegration test proposed by Ref. [34] was developed and used to 
eliminate errors in the Ordinary Least Squares (OLS) estimates. While 
Phillips and Hansen [34] were heavily criticized by Refs. [35] who 
applied FMOLS for long-term estimates comparing the estimates ob-
tained by an Unrestricted Error Correction Mechanism (UECM), Stock 
and Watson [36] developed a parametric method, Dynamic OLS (DOLS) 
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that has the power to control the endogenous effect. In contrast, FMOLS 
(fully modified OLS) is a non-parametric method that solves the problem 
of serial correlation [37]. 

Both methods use leads and lags of the variables in an OLS cointe-
gration regression. One of the main advantages of using FMOLS and 
DOLS models is that these estimators are free of endogeneity problems, 
bias due to sample size and serial correlation. In this sense, the robust-
ness of the coefficients can be reached as these methods manage to 
control endogeneity and serial correlation, as a corollary can be ob-
tained asymptotically unbiased estimates in the long term [38]. The 
estimates with cointegration regression FMOLS and DOLS that control 
correlation and the endogeneity problem can be explained as follows 
([8,33,39]): 

bβ
*

FMOLS or DOLS ¼N � 1
XN

i¼1

bβ
*

FMOLS or DOLS (10)  

Where bβ
*

FMOLS or DOLS are estimators FMOLS and DOLS conventionally. 
Moreover, the t-statistic associated the estimators can be obtained as: 

t
bβ

*

FMOLS;DOLS

¼N � 1=2
XN

i¼1
t
bβ

*

FMOLS;DOLS

(11)  

3.6. Wald’s granger causality tests 

This article applies the Toda-Yamamoto approach to test for the 
presence of Granger-sense of causality. One of the uniqueness of this 
approach is that it can be applied without the knowledge of cointegra-
tion. In this case, the presence of cointegration is not necessarily 
required for the application or use of the modified Wald test for an 
autoregressive model proposed by Toda and Yamamoto [40]. This 
technique is very effective for examining economic growth in an energy 
production structure. Therefore, this procedure can be used in level 
VARs models, regardless of whether the series are integrated, cointe-
grated or not. That is if the time series are I (0) or I (1). However, we 
must identify the order of integration of the time series. In this specific 
case, the results obtained from the ADF and PP tests previously 
mentioned in section 3.2.2 dealing with the unit root analysis of the time 
series used in this study will be used. 

Specifically, this test involves two steps: The first step identifies the 
maximum order of integration (d) and lags length ideal (k) of the vari-
ables. The second step describes the result of the VAR (k) causality test 
through the Granger causality Wald test. For bivariate association (Y, X), 
the Toda and Yamamoto [40] test can be expressed as follows ([33,41, 
42]): 

Yt ¼α0 þ
Xk

i¼1
b1t:Yt� 1 þ

Xkþu max

i¼kþ1
b2i:Yt� i þ

Xk

i¼1
c1i:Xt� i þ

Xkþdmax

i¼kþ1
c2i:Xt� i þ e1t

(12)  

Zt ¼ d0 þ
Xk

i¼1
e1t:Xt� i þ

Xkþu max

i¼kþ1
e2i:Xt� i þ

Xk

i¼1
f1i:Yt� i þ

Xkþdmax

i¼kþ1
f2i:Yt� i þ e1t

(13)  

Where Yt is a dependent variable, Xt represents the independent vari-
ables, e1t in (8) and e1t in (9) are the residuals of the models. The sta-
tistics χ2standard is used for applying the Wald test to the first k 
coefficient of the matrices. If c1 ¼ var (c11, c12, …… c1k) represents the 
vector of the first VAR coefficients. The null hypothesis X does not cause 
Y is expressed as: 

H0 : c1i¼ 0; i ¼ 1;……; k (14) 

Likewise, the second null hypothesis that Y does not cause X is as 
follows: 

H0 : f1i ¼ 0; i ¼ 1;……; k (15) 

Wald’s Granger causality test tests the hypotheses and the calculated 
Wald statistic has an asymptotic distributionχ2 with k degrees of 
freedom ([33,41]). 

4. Empirical results and discussions 

The first result of this investigation is the examination of the root of 
the unit. In other words, it refers to the issue of stationarity of time- 
series. For this, all series were analyzed with the inclusion of intercept 
and linear trends. According to the tests (ADF) and (PP), the existence of 
a unit root at levels and stationarity in first differences, they prove that 
the time series are integrated into order 1 or are I (1) at level 1% sig-
nificance. The results are shown in Table 1. 

The second result obtained by the study is the cointegration analysis. 
i.e., the issue cointegration of the time series. However, to apply the 
cointegration test and later to analyze the direction of causality, it is 
necessary to examine the lag length determination first. It is based on the 
appropriate lag length selection procedure that is based on the following 
selection criteria: (LR - sequential modified LR test statistic (each test at 
5% level); - Hannan-Quinn information criterion; SC - Schwarz infor-
mation criterion). This procedure is necessary because the results 
become biased if an inappropriate selection of lag length occurs [33]. 
The selection result indicates that the appropriate lag length is three as 
shown in Table 2 

After identifying the appropriate lag length, the Johansen cointe-
gration test was applied. Under this cointegration test, the maximum 
eigenvalue that has the null hypothesis H0: r0 ¼ r against the alternative 
hypothesis H1: r0> r, and the tracking test that has the null hypothesis 
H0: r0 � r against the hypothesis alternative H1: r0> r that examines the 
cointegration relationship for the variables used. In this sense, for the 
sake of brevity, the estimated long-term coefficients terms that closely 
match those predicted by economic theory in magnitude and sign must 
be adopted as a cointegration model. In this case, for both tests used in 
this study, the null hypothesis of cointegration, none, 1, 2, 3 and 4 are 
rejected and the 5 cointegration equation does not reject the null. The 
result indicates that there are cointegration relationships between model 
variables (see Table 3). 

Indeed, the results show the cointegration relationship between the 
variables in the considered period, although, there is one model, whose 
doesn’t reject the null hypothesis. This result implies that there is some 
kind of co-movement between these series in the long run, as the 
convergence is observed. This allowed determining the long-term coef-
ficient between the variables by the FMOLS and DOLS methods as tools 
to investigate the magnitude of the cointegration relationship between 
the time-series [21]. Therefore, our next step was to estimate equations 
(1) and (2). 

In this case, the tool econometric regresses cointegration by imple-
menting two completely efficient estimates: FMOLS – using correction to 
eliminate problems among the error of the cointegration and the re-
gressor. Whilst, DOLS – are conditioned to absorb the long-term corre-
lation, indeed, the long-term covariance is calculated with a pre-upgrade 
strategy and kernel functions; the standard errors are consistent with 
heteroskedasticity and autocorrelation. In the end, it produces regres-
sion of the cointegration model. The model’s empirical results with 
cointegration regression FMOLS and DOLS are in harmony in terms of 
statistical significance and signal orientation (see Tables 4 and 5). 

Table 4 reports that when the dependent variable is economic 
growth (equation (1)), with FMOLS estimator - model (a), for the hy-
dropower, natural gas, and renewable electricity variables, the co-
efficients of direct effects is negative (e.g., these variables have 
relationship negatively with GDP in � 0,87%, � 0,05% and � 0,34%), 
respectively, at 1% significance level. In other words, in the long run, the 
coefficients are perfectly inelastic to the GDP variation in Brazil, but 
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with the coefficients of CO2 emissions and trade openness perfectly 
elastics. This finding suggests that although pollution emissions and 
trade openness benefits an increase in the GDP, the other variables suffer 
from it. The estimate with DOLS (model (a1)) has similar results to the 
FMOLS results (model (a)) (see Table 4). 

Table 5 reports the estimates of the implicit direct effect of electricity 
production, GDP and trade openness on CO2 emissions to Brazil. This is 
when the dependent variable is the CO2 emissions (equation (2)), 
FMOLS estimator – Model (b), the coefficient of the direct effect of 
natural gas production and trade openness is positive and statistically 
significant. Therefore, the elasticities are elastic and demonstrate those 
emissions of carbon dioxide increase with the increase in natural gas 
production and trade openness. Already the coefficient of the direct 
effect of GDP, hydropower and renewable electricity is negative and 
implies that an increase of 1% in GDP and the production of these en-
ergies, the inelasticity’s demonstrate the reduction of CO2 emissions by 
� 1.57%, � 5, 43% and � 0.24%, respectively. 

When CO2 emissions are estimated using DOLS, model (b1), the only 
series that returned a negative value was trade openness at the 1% 
significance level, whilst, the GDP and natural gas were not significant. 
In this case, long-term trade liberalization causes a reduction of 0.67% in 
CO2 emissions. The other remaining variables (hydropower and 
renewable energy) (as opposed to the FMOLS model) have positive long- 
term relationships with CO2 emissions. In other words, these series are 
elastics and show that a 1% increase in GDP and the generation of these 
energies causes increases of (0.62% and 0.45%) in CO2 emissions, 
respectively. 

In the overall, cointegration regressions showed that the FMOLS 
structure returns the best results in terms of mitigating pollution 

emissions than the structure (DOLS) for Brazil. Whilst, for economic 
growth, both models (FMOLS and DOLS) have been results similarity. 
Another negative effect is specific to the way as is distributed the 
models, namely, (models (a), (a1) and (b), (b1), for these structures the 
energy sources take into account an unfavorable effect on economic 
growth. This result is similar to that found by Ref. [18,43], where the 
emission mitigation factors CO2 emissions have a cost associated with 
sacrificing economic growth. 

4.1. Robustness checks 

The dimension of economic activity and the repercussions of elec-
tricity production and consequently of CO2 emissions are captured by 
the cointegration models, which define possible interactions between 
each variable used by each model. A negative consequence is that the 
models may present specification bias or not be homoscedastic or may 

Table 1 
Unit root test.  

Variable augmented Dickey-Fuller (ADF) Phillips–Perron (PP)  

Level p-value 1st diff. p-value Level p-value 1st diff. p-value 

LGDP � 2.444 0.352 � 4.868a 0.001 � 2.127 0.515 � 4.784a 0.002 
LPCO2 � 1.817 0.677 � 4.684a 0.002 � 2.049 0.557 � 4.684a 0.002 
LHydro � 2.896 0.174 � 5.590a 0.000 � 2.878 0.179 � 5.532a 0.000 
LNatG � 2.805 0.204 � 6.445a 0.000 � 2.564 0.297 � 6.444a 0.000 
LRE 0.046 0.995 � 6.758a 0.000 � 0.054 0.994 � 6.748a 0.000 
LOPen � 1.372 0.586 � 5.373a 0.000 � 2.041 0.562 � 5.373a 0.000 

Note: a and b indicate that unit root in the first differences are rejected at 1% and 2% level, respectively; The null hypotheses of the test have a unit root that was decided 
upon following a visual inspection of the series; Lag length ¼ 1 and with the constant, linear trend; The software EViews11 served to calculate ADF and PP. 

Table 2 
VAR lag order selection criteria.  

Lag LogL LR FPE AIC SC HQ 

0 143.100 NA 3.56e-11 � 7.030 � 6.774 � 6.938 
1 370.095 372.504 2.03e-15 � 16.825 � 15.033sc � 16.182 
2 426.470 75.167 8.19e16 � 17.870 � 14.543 � 16.676 
3 482.624 57.592sc 4.27e- 

16sc 
� 18.903sc � 14.041 � 17.159sc  

Table 3 
Johansen tests for cointegration.  

Series: LGDP, LPCO2, LHydro, LNatG, LRE, LOpen Results 

Hypothesized no. of CE(s) Trace statistics 0.05% 
Critical value 

p-valueb Max-Eigen 
Statistic 

0.05% 
Critical value 

p-valueb 

nonea 239.813 117.708 0.000 65.226 44.497 0.001 Reject H0 

At most 1a 174.587 88.803 0.000 64.195 38.331 0.000 Reject H0 

At most 2a 110.492 63.876 0.000 43.341 32.118 0.014 Reject H0 

At most 3a 67.150 42.915 0.000 36.971 25.823 0.011 Reject H0 

At most 4a 30.179 25.872 0.013 21.758 19.387 0.022 Reject H0 

At most 5 8.420 12.517 0.219 8.420 12.517 0.219 Don’t reject H0  

Table 4 
Long-run analysis – Economic growth.  

Dependent variable ¼ LGDP   

Explanatory Model-(a) FMOLS Model-(a1) DOLS 

Variables Coeff. p-value Coeff. p-value 

LPCO2 0.794a 0.000 0.165a 0.000 
LHydro � 0.087a 0.000 � 0.476a 0.000 
LNatG � 0.005a 0.000 � 0.090a 0.000 
LRE � 0.341a 0.000 � 0.086a 0.001 
LOPen 0.329a 0.000 0.405a 0.000 
Constant 3.834a 0.000 � 8.936a 0.000 
Diagnostic test      

Test statistic p-value   
LM (2) 32.361 0.642   
Heteroskedasticity 4.49b 0.034   
Skewness 14.25b 0.014   
Kurtosis 1.18 0.277   
ARCH 9.404c 0.091   

Note: a, b and c indicate significance at 1%, 5%, and 10%, respectively; The Stata 
command “cointreg” was used to achieve the results for cointegration regres-
sion; LM: Lagrange multiplier test for autocorrelation; Heteroscedasticity is 
based on the regression of squared residuals on squared fitted values; Normality 
is based on a test of skewness and kurtosis of residuals. 
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not have a standard normal distribution. To check for these possible 
modeling errors, standard diagnostic tests are performed to find out if 
the model is well specified, that is, that the regression assumptions are 
not compromised. 

To first model (economic growth), we implement a Lagrange 
multiplier (LM) test for autocorrelation in the residuals of VAR models 
by Johansen [44]. We also implement the test of normality, serial cor-
relation and autoregressive conditional heteroskedasticity (ARCH). To 
the second model (CO2 emissions) we add the Ramsey regression 
specification-error test for omitted variables. The null hypothesis of this 
test is, H0: the model has no omitted variables. 

The results of the multiplier test of Lagrange (LM) reveal that there 
are no serial correlations in the model residues. The normality test 
concludes that the model residues have a normal distribution by kurtosis 
in the two results of the diagnostic tests (see Tables 4 and 5). The result 
for Ramsey’s test proves that in the model there are no omitted vari-
ables, for the last test (see Table 5). Therefore, our findings are not 
motivated by discrepancies or sample selection and survive multiple 
specifications, allowing to observe the relationship with great accuracy. 
The diagnostic tests applied shown that results it is not misleading. 

The results of the other auxiliary regressions can be found in 
table A3. In this stage, energy variables and commercial opening are 
dependent variables. The results show that the structure FMOLS that all 
series have significant coefficient values at level 1% significance with 
positive signs for the series: Natural gas and trade openness - model (c) 
and CO2 emissions, natural gas and trade openness - model (c1); CO2 
emissions, hydropower, renewable energy - model (d) and CO2 

emissions, hydropower, renewable energy, and trade openness (d1)); 
GDP, CO2 emissions, and hydropower - model (e) and GDP, natural gas 
and trade openness - model (e1)); GDP, CO2 emissions, hydropower, and 
renewable energy - model (f) and GDP, natural gas and trade openness - 
model (f1). The variables: trade openness - model (d1), CO2 emissions - 
model (e1) and (f1), natural gas - model (f1)) in the DOLS structure are 
not significant. 

The next step was to apply Toda-Yamamoto to identify the direc-
tionality of variables. So, we set up a VAR model and we performed a 
non-Granger causality test using a Wald standard test. Table 6 shows the 
results of the causality test. A unidirectional causality is running from 
renewable energy to GDP and Hydropower, natural gas and trade 
liberalization to CO2 emissions. The feedback hypothesis is confirmed 
among all sources of energies and trade openness, and between GDP and 
natural gas. Also, the hypothesis of the growth is confirmed from 
renewable energy running to GDP, that is, the renewable energy accel-
erates the growth of GDP. Another observation is that trade openness 
increases the CO2 emission at the 10% significance level. These results 
align with FMOLS models that support the relationships long-run be-
tween variables. Also, the natural gas increases the CO2 emissions at the 
5% significance level (see Fig. 4). 

Given these results, we list some crucial points of this study. Firstly, 
the results have several implications in economic and environmental 
terms for Brazil. We highlight: (a) the main source of electricity in Brazil 
is particularly intensive in hydropower. However, as the economy de-
velops, emissions related to energy consumption tend to increase with 
the growth of the economy; (b) the results of CO2 emissions (environ-
mental degradation) imply that direct or indirect energy resources are 
associated with important development strategies and, therefore, should 
not be dissociated from plans to reduce environmental degradation; (c) 
the dimension continental that Brazil represents and its heterogeneity is 
one of the major challenges for policymakers to adopt a different 
strategy to improve people’s quality of life and, at the same time, 
mitigate the risk of environmental deterioration; and (d), since higher 
levels of energy consumption is necessary for a high degree of economic 

Table 6 
Granger causality Wald tests.  

Wald test - (Chi-Square) 

Explanatory Dependent Variables →     

Variables ↓ LPCO2 LGDP LHydro LNatG LRE LOPen 

LPCO2  1.821 (0.402) 1.419 (0.492) 3.416 (0.181) 8.656a (0.013) 1.798 (0.407) 
LGDP 0.878 (0.644)  3.490 (0.175) 10.072a (0.006) 3.856 (0.145) 4.122 (0.127) 
LHydro 5.974b (0.050) 2.511 (0.285)  0.648 (0.723) 22.401a (0.000) 8.312b (0.016) 
LNatG 6.310b (0.043) 6.000b (0.050) 3.703 (0.157)  0.754 (0.686) 5.056c (0.080) 
LRE 2.715 (0.257) 7.383b (0.025) 9.62a (0.008) 4.643c (0.098)  19.635a (0.000) 
LOPen 4.617c (0.099) 3.606 (0.165) 6.971b (0.031) 5.362b (0.068) 80.076a (0.000)  
All 25.955a (0.004) 28.677a (0.001) 28.029a (0.002) 28.029a (0.002) 118.29a (0.000) 36.649a (0.000) 

Note: p-value is in parentheses; a, b and c indicate significance at 1%, 5%, and 10% respectively; the values of the Wald test are probabilities; The Stata command 
“vargranger” was used to achieve the results for Granger causality Wald tests. 

Fig. 4. Causality relationship flows.  

Table 5 
Long-run analysis – CO2 emissions.  

Dependent variable ¼ LPCO2 

Explanatory Model-(a) FMOLS Model-(a1) DOLS 

Variables Coeff. p-value Coeff. p-value 
LGDP � 1.568a 0.000 0.358* 0.370 
LHydro � 5.433a 0.000 0.621b 0.016 
LNatG 0.924a 0.000 0.158* 0.108 
LRE � 0.238a 0.000 0.451a 0.000 
LOPen 1.077a 0.000 � 0.670a 0.000 
Constant � 95.006a 0.000 20.104a 0.006      

Diagnostic test  
Test statistic p-value   

LM (2) 32.361 0.642   
Heteroskedasticity 2.62 0.105   
Skewness 13.40b 0.019   
Kurtosis 0.09 0.758   
Ramsey’s RESET 2.25 0.100   

Note: a and b indicate significance at 1%, 5%, respectively; * denote not signif-
icant; the Stata command “cointreg” was used to achieve the results for coin-
tegration regression; LM: Lagrange multiplier test for autocorrelation; 
Heteroscedasticity is based on the regression of squared residuals on squared 
fitted values; Normality is based on a test of skewness and kurtosis of residuals. 
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growth and, consequently, induces the growth of CO2 emissions, we can 
conclude that the sustainable development of electricity generation in 
Brazil is indispensable for long-term growth. 

These clear implications can be explained by the fact that the Bra-
zilian economy is eminently in transition and the increase in the average 
income of the population between 2002 and 2014 led to the expansion 
of consumption of industrialized goods. This mainly expanded the in-
dustrial sector concerning the primary sector (commodities), the latter, 
is Brazil’s main export item. In this case, domestic consumption in this 
decade and a half was the main driver of the economic growth of Brazil. 
Although these results are consistent with existing studies, there are 
some uncertainties due to the driving forces behind recent changes at 
the political level concerning the Brazilian government’s performance in 
the area of energy and the environment. Once that the investments in 
infrastructure that in previous governments were a priority, now those 
that are not paralyzed have been drastically reduced. And this can 
present a potential discrepancy considering the government of Brazil has 
moved in the direction of distancing public investment policies in areas 
considered to be priorities, this distancing can leave an important gap, 
whose the trend is to worsen the environmental and economic scenario. 

An important way forward would be the incorporation and use of 
efficient technologies to leverage not only the level of economic pro-
duction but also be effective in terms of cleaner production. But, as 
public policies (e.g., fiscal policies) imply a certain degree of market 
distortion due to unsustainable businesses supported by Brazil, this 
raises the possibility of worsening environmental and economic condi-
tions. These effects represent some of the pros and cons of the analysis. 
Our results reveal still that a consequence of these discoveries and re-
percussions is that we cannot see any effect of the impact of current 
policies, due, above all, to the availability of data and recent events that 
requires more effective and efficient methodologies that in itself, jus-
tifies future research. Mainly because the withdrawal or reduction of 
public policies for structural economic investments and environmental 
protection are endogenous factors and may explain the conflicting re-
sults of the literature. 

5. Conclusion and policy implications 

This article shows how intermediate economies like Brazil’s that are 
in different stages of development can improve the understanding of 
their energy potential to facilitate the design of policies that lead them to 
improve the use of available energy resources and, at the same time, 
mitigate the negative unintended consequences of this use. Specifically, 
we show the effects of the trajectories of electricity sources on the 
development process in Brazil and the impacts on environmental 
degradation, being the GDP, and CO2 emissions the control variables. 
Therefore, the main contribution of the paper has been the character-
ization of the effects of electricity generation of various energetic 
sources, and trade openness over economic growth and CO2 emissions 
in Brazil. We show that through the use of FMOLS and DOLS cointe-
gration regression models that the long-term relationship has a strong 
consistency. 

Although there is evidence that hydropower, natural gas, and 
renewable energy harm the GDP, it is not clear that this phenomenon is 
turn driven by energy conservation or growth policies. Concerning this 
finding, we offer a word of caution, once that suggests that although 
pollution emissions and trade openness benefits an increase in the GDP, 
the other variables suffer from it. Environmental results show that nat-
ural gas and trade openness have a positive impact on CO2 emissions. 
Whilst, GDP, hydropower and renewable energy have negative impacts. 
On the other hand, the results of Toda-Yamamoto found bidirectional 
causality among all energy variables in towards trade openness and vice 
versa and from GDP for natural gas. That is, for both cases, the feedback 
hypothesis for Brazil is confirmed. Also, the unidirectional causality 
from renewable energy to GDP is confirmed at 5% significance level. 
This finding is particularly important because, for most studies on 

economies in developing countries, the literature found results that 
support the presence of the conservation hypothesis, so something is 
changing, because, in this specific case, the opposite is confirmed, the 
hypothesis of growth with the use of renewable energies is found. 

From a political and economic point of view, we can evaluate that 
the various paths to economic maturity are complex and the relation-
ships that imply their development need to be an improvement. Thus, an 
ideal perspective would be to know how to manage energy resources in 
the face of climate benefits as opposed to the problems of environmental 
degradation. This suggests that environmental policies combined with 
sustainable resource management can impose better levels of environ-
mental protection and have better conditions to widen the path of 
growth. Therefore, it demonstrates a great challenge for policymakers, 
which to more effectively and efficiently direct the movement of re-
sources to more productive companies to offer concrete sustainable so-
lutions. These actions can play a decisive role in mitigating large 
portions of Brazilian emissions. Thus, they are more investments in 
infrastructure focused on sustainable development are needed to sup-
port economic growth and the consequent reduction in emissions of CO2 
in Brazil. In this sense, the expectation of international financing 
through climate funds for developing countries can help overcome 
financial challenges for sustainable development in Brazil. 

The political implications are diverse, because, energy production in 
Brazil is based on sources of hydropower and renewable energy. Indeed, 
the pressure of lack of investment in the energy sector (hydropower 
plants), whose, the government prioritize gave to private-sector plants 
until 2002 increased emissions related to the burning of fossil fuels; 
therefore, greenhouse gas (GHG) emissions in Brazil increased, while 
most developed countries have indicated that there will be a decline 
mainly due to investments in alternative energy sources; on the other 
hand, the public policies financial to several sectors were allocated in 
enterprises largely ineffective companies, as pointed out in the World 
Bank report that, at the federal level, about 4.5% of GDP was spent in 
2016, including tax breaks, subsidized credits, and transfers to in-
dustries and various companies [1]. 

For these reasons, appropriate development strategies for the Bra-
zilian economy, based on long-term sustainable development, are very 
important. This is part of a global trend in which the implementation of 
appropriate policies and the combination of financial resources and 
principally management capacity; in addition to increasing the use of 
energy from renewable sources can transform Brazil into a low carbon 
economy and energy efficiency and reduce the rate of pollution given 
the potential of available natural resources. We believe that it would be 
more persuasive to believe that open trade influences demand or energy 
for economic production. This hypothesis is confirmed by the results of 
all the methods used in the study. Therefore, the results reflect more 
causality than correlation, to provide a reasonable political recom-
mendation for Brazil. Mainly to an understanding of the necessity of the 
generation of more hydropower plants, more renewable energy, and 
natural gas. This, added to the withdrawal and/or reduction of public 
policies for structural economic investments, social justice, and envi-
ronmental protection justifies future research. 
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Appendix A 

Table A1 
Overview of selected energy-growth nexus literature.  

Countries Períod Results Methodology and author    

ARDL/Engler-Granger 
Indonesia 1971–2009 Relationship between Energy ↔ GDP  Saboori & Sulaiman [32] 
Singapore 1971–2009 Relationship between GDP→Energy   
Philippines 1971–2009 Relationship between Energy ↔ GDP   
Malaysia 1971–2009 Relationship between Energy ↔ GDP   
Thailand 1971–2009 Relationship between GDP→Energy      

ARDL 
Turkey 1960–2005 Relationship between Energy6¼GDP  Ozturk & Acaravci [45] 
Tanzania 1971–2006 Relationship between Energy→GDP  Odhiambo [46] 
ARDL/Toda-Yamamoto 
Algeria 1980–2002 Relationship between GDP→Electricity  Squalli [47] 
Indonesia 1980–2002 Relationship between Electricity→GDP   
Iran 1980–2002 Relationship between GDP ↔ Electricity   
Iraq 1980–2002 Relationship between GDP→Electricity   
Kuwait 1980–2002 Relationship between GDP→Electricity   
Libya 1980–2002 Relationship between GDP→Electricty   
Nigeria 1980–2002 Relationship between Electricity→GDP   
Qatar 1980–2002 Relationship between GDP ↔ Electricity   
Saudi Arabia 1980–2002 Relationship between GDP ↔ Electricity   
UAE 1980–2002 Relationship between Electricity→GDP   
Venezuela 1980–2002 Relationship between Electricity→GDP   
Granger causality 
Argentina 1950–1990 Relationship between Energy ↔ GDP  Soytas & Sari [48] 
Brazil 1980–2007 Relationship between Energy ↔ GDP  Pao & Tsai [49] 
Macao 1999–2008 Relationship between GDP→Electricity  Lai et al. [50] 
Russia 1990–2007 Relationship between Energy ↔ GDP  Pao et al. [51] 
USA 1974–1989 Relationship between Energy6¼GDP  Yu & Jin [52] 
USA 1946–2000 Relationship between Energy→GDP  Warr & Ayres [53]    

Granger causality 
South Africa 1980–2005 Relationship between GDP6¼Coal  Jinke et al. [54] 
China 1980–2005 Relationship between GDP→Coal   
South Korea 1980–2005 Relationship between GDP6¼Coal   
India 1980–2005 Relationship between GDP6¼Coal   
Japan 1980–2005 Relationship between GDP→Coal      

Granger causality 
Colombia 1970–1984 Relationship between GDP→Electricity  Murray & Nan [55] 
El Salvador 1980–2005 Relationship between GDP→Electricity   
Mexico 1980–2005 Relationship between GDP→Electricity      

Granger causality 
Argentina 1950–1984 Relationship between Energy→GDP  Nachane et al. [56] 
Brazil 1950–1984 Relationship between Energy ↔ GDP   
Chile 1950–1984 Relationship between Energy→GDP   
Colombia 1950–1984 Relationship between Energy ↔ GDP   
Venezuela 1950–1984 Relationship between Energy ↔ GDP      

Granger causality 
Brazil 1963–1993 Relationship between Energy→GDP  Cheng [57] 
Mexico 1963–1993 Relationshio between Energy6¼GDP   
Venezuela 1963–1993 Relationship between Energy6¼GDP   
Johansen and Joselius 
Argentina 1971–2000 Relationship between Energy ↔ GDP  Chontanawat et al. [58] 
Bolivia 1971–2000 Relationship between GDP→Energy   
Brazil 1971–2000 Relationship between Energy ↔ GDP   
Chile 1971–2000 Relationship between Energy→GDP   
Colombia 1971–2000 Relationship between Energy→GDP   
Ecuador 1971–2000 Relationship between Energy6¼GDP   
Paraguay 1971–2000 Relationship between GDP→Energy   
Peru 1971–2000 Relationship between GDP→Energy   
Uruguay 1971–2000 Relationship between Energy→GDP   
Venezuela 1971–2000 Relationship between GDP→Energy   
Sims test 
USA 1947–1974 Relationship between GDP→Energy  Kraft & Kraft [6] 
TAR 
Taiwan 1955–2003 Relationship between Energy→GDP  Lee & Chang [59] 
VAR 
USA 1974–1990 Relationship between GDP→Energy  Stern [60] 

(continued on next page) 
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Table A1 (continued ) 

Countries Períod Results Methodology and author 

VAR Markov-Switching 
USA 1960–2005 Relationship between Energy ↔ GDP  Fallahi [61] 
Panel/VECM 
Central America 1980–2004 Relationship between Energy→GDP  Apergis & Payne [62] 
South America 1980–2005 Relationship between Energy→GDP  Apergis & Payne [63] 
Sub-Sahara 1980–2008 Relationship between Energy ↔ GDP  Al-mulali & Sab [64] 
ASEAN 1980–2006 Relationship between Electricity→GDP  Lean & Smyth [39] 
BRICS 1992–2007 Relationship between Energy ↔ GDP  Pao & Tsai [65] 
China 1982–2004 Relationship between Energy ↔ GDP  Chang [66] 
France 1960–2000 Relationship between GDP→Energy  Ang [67] 
MENA 1980–2009 Relationship between Energy ↔ GDP  Al-mulali [68] 
OECD 1960–2005 Relationship between GDP→Energy  Costantini & Martini [69] 
Asian countries 1971–2002 Relationship between Energy→GDP  Lee & Chang [70] 
Turkey 1960–2006 Relationship between Energy6¼GDP  Halicioglu [71]    

Panel/ARDL 
5 European countries 1965–2009 Relationship between Energy ↔ GDP  Fuinhas & Marques [72] 
Panel Granger 
15 European countries 1990–2011 Relationship between Energy→GDP  Ucan et al. [73] 
OECD 1976–2009 Relationship between Crude oil ↔ GDP  Behmiri & Manso [74] 
Latin America 1980–2012 Relationship between Crude oil→GDP  Behmiri & Manso [75] 
G-7 1972–2002 Relationship between Energy→GDP  Narayan & Smyth [76] 
OECD 1960–2001 Relationship between Energy ↔ GDP  Lee et al. [77] 
OPEC 1971–2002 Relationship between Energy ↔ GDP  Mehrara [78] 

Note: ARDL - Auto Regressive Distributed Lag; VAR - Vector Auto-Regressive; VECM - Vector Error Correction Model; TAR - Threshold Auto-Regressive 
model.  

Table A2 
Overview of selected energy-growth-environment nexus literature.  

Countries Period Results Methodology/author    

ARDL/VECM 
Turkey 1960–2005 Relationship between Energy ↔ CO2, GDP ↔ CO2  Halicioglu [71]    

ARDL/EKC, VECM 
China 1995–2005 Relationship between GDP→CO2, EKC inverted U  Jalil and Mahmud [79]    

ARDL 
Denmark 1960–2005 Relationship between GDP→CO2  Acaravci and Ozturk [80] 
Greece 1960–2005 Relationship between GDP→CO2   
Iceland 1960–2005 Relationship between GDP→CO2   
Italy 1960–2005 Relationship between GDP→CO2   
Portugal 1960–2005 Relationship between GDP→CO2   
Switzeland 1960–2005 Relationship bwtween GDP→CO2      

ARDL/Granger causality 
Kuwait 1971–2017 Relationship between GDP→CO2, CO2→Energy, Energy ↔ CO2  Wasti and Zaidi [28]        

ARDL/Johansen-Joselius 
India 1971–2006 Relationship between Energy→CO2, GDP ↔ CO2  Ghosh [10]    

Toda–Yamamoto 
China 1960–2007 Relationship between Energy→CO2  Zhang and Cheng [81]    

EKC/VECM 
Central America 1971–2004 Relationship between Energy→CO2, GDP→CO2, EKC inverted U  Apergis and Payne [62]    

EKC, VECM 
ASEAN countries 1980–2006 Relationship between CO2→Energy, EKC inverted U  Lean and Smyth [39]    

ECM 
88 countries 1960–1990 Relationship Energy ↔ CO2  Dinda and Coondoo [82] 
BRIC 1971–2005 Relationship between Energy ↔ CO2, CO2→GDP  Pao and Tsai [83]    

Engler-Granger 
South Africa 1965–2006 Relationship between Energy→CO2, CO2→GDP  Menyah and Rufael [84] 
MENA 1980–2009 Relationship Oil ↔ CO2  Al-mulali [68]     

Asian Pacific Countries 1971–2005 Relationship between Energy→CO2  Niu et al. [85] 
USA 1960–2007 Relationship between Energy→CO2  Menyah and Rufael [86] 
USA 1960–2004 Relationship between Energy→CO2  Soytas et al. [87] 
Iran 1967–2007 Relationship between GDP→CO2  Lotfalipour et al. [88] 
India and China 1967–2007 Relationship between Energy ↔ CO2  Chandran and Tang [89]    

Johansen-Joselius 
Bangladesh 1972–2006 Relationship between Energy→CO2  Alam et al. [90]    

Panel/VECM 
China 1995–2007 Relationship between Energy ↔ CO2  Wang et al. [91] 
China 1977–2008 Relationship between Coal ↔ CO2  Bloch et al. [92] 
China 1982–2004 Relationship between GDP ↔ CO2, Relationship between Energy→CO2  Chang [66] 
Brazil 1980–2007 Relationship between Energy ↔ CO2, EKC inverted U  Pao and Tsai [49] 
Russia 1990–2007 Relationship between GDP ↔ CO2, CO2→Energy  Pao et al. [51] 

(continued on next page) 
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Table A2 (continued ) 

Countries Period Results Methodology/author    

Painel P-VEC 
Middle East 1990–2008 Relaç~ao entre Energia→CO2, PIB→CO2  Ozcan [8] 

Note: ARDL-Auto Regressive Distributed Lag; VAR-Vector Auto Regressive); VECM-Vector Error Correction Model/Mechanism; ECM-Error Correction Model/ 
Mechanism; P-VEC -Panel Vector Error Correction. 

Note: sc indicates lag order selected by the criterion; LR - sequentially modified LR test statistic (each test at 5% level); FPE - Final prediction error; 
AIC – Akaike information criterion; HQ – Hannan-Quinn information criterion; SC - Schwarz information criterion. NA – note available; The Software 
Eviews11 was used to achieve the results for VAR lag order selection criteria with Lutkepohl’s version of information criteria. 

Note. a indicates that the hypotheses cointegration at the 0.05% level; b MacKinnon et al. (1999) p-value; Linear deterministic trend (restricted). 
Lag interval (in first difference) 1 to 3. The software EViews11 served to calculate the Johansen test.  

Table A3 
Long-run estimates auxiliaries.  

Dependent Explanatory Model-(c) - FMOLS Model-(c1) - DOLS 

Variable ↓ Variables ↓ coeff. p-value coeff. p-value 

LHydro LGDP � 0.133a 0.000 � 0.286a 0.000 
LPCO2 � 0.133a 0.000 0.165a 0.000 
LNatG 0.219a 0.000 0.196a 0.000 
LRE � 0.071a 0.000 � 0.354a 0.000 
LOpen 0.195a 0.000 0.412a 0.000 
Constant � 20.627a 0.000 � 23.339a 0.000  

Dependent Explanatory Model-(d) - FMOLS Model-(d1) - DOLS 

Variable ↓ Variables ↓ coeff. p-value coeff. p-value 

LNatG LGDP � 0.339a 0.000 � 1.872a 0.000 
LPCO2 0.497a 0.000 0.621a 0.004 
LHydro 3.036a 0.000 0.791b 0.020 
LRE 0.619a 0.000 0.801a 0.000 
LOpen � 0.489a 0.000 0.083* 0.712 
Constant 61.094a 0.000 32.658a 0.001  

Dependent Explanatory Model-(e) - FMOLS Model-(e1) - DOLS 

Variable ↓ Variables ↓ coeff. p-value coeff. p-value 

LRE LGDP 6.805a 0.000 1.391a 0.000 
LPCO2 1.301a 0.000 0.050* 0.345 
LHydro 12.165a 0.000 � 1.290a 0.000 
LNatG � 1.390a 0.000 0.521a 0.000 
LOpen � 2.027a 0.000 0.677a 0.000 
Constant 144.218a 0.000 � 57.325a 0.000  

Dependent Explanatory Model-(f)- FMOLS Model-(f1) - DOLS 

Variable ↓ Variables ↓ coeff. p-value coeff. p-value 

LOpen LGDP 0.240a 0.000 2.153a 0.002 
LPCO2 0.109a 0.000 � 0.271* 0.393 
LHydro 0.576a 0.000 1.196a 0.001 
LNatG � 0.108a 0.000 0.089* 0.649 
LRE 0.901a 0.000 0.394b 0.036 
Constant 47.406a 0.000 28.189a 0.016 

Note: a and b indicate significance at 1%, 5%, respectively; * denote not significant; The Stata command “cointreg” was used to achieve the results for 
cointegration regression. 
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