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related to consumption behaviours. 

 A lower bargaining power of women makes it impossible to them take decisions 
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Is gender inequality an essential driver in explaining environmental degradation? Some 1 
empirical answers from the CO2 emissions in European Union countries 2 

 3 
Abstract: The effect of gender inequality on environmental degradation was examined for 4 
panel data of fourteen countries from the European Union (EU) from 1991 to 2016. The 5 
Quantile via Moments (QvM) and Fixed effects models were used to perform the empirical 6 
investigation. The results from the QvM and the Fixed effects models support that the gender 7 
gap pay and energy consumption increase the CO2 emissions in the EU. However, the economic 8 
growth, globalisation and urbanisation deepening do not increase the environmental problem. 9 
This empirical investigation will contribute to the literature, policymakers, and governments. It 10 
will help develop more initiatives to reduces gender inequality at the same time it mitigates the 11 
environmental degradation in the EU countries. Finally, the empirical finds of this investigation 12 
will open a new topic of investigation in the literature about the relationship between 13 
environmental degradation and gender inequality. 14 
 15 
Keywords: CO2 emissions; energy consumption; environmental degradation; environmental 16 
problem; European Union; gender inequality. 17 
 18 
 19 

1. Introduction 20 
 21 

Carbon dioxide emissions (CO2) is the most significant contributor to greenhouse gas 22 
emissions (GHGs), where it contributes to 77% of total GHGs (Khan et al., 2014). Indeed, 23 
between 1990 to 2014, these emissions grew fast, wherein 1990, the CO2 emissions were 3.0991 24 
metric tons per capita, and in 2016 reached a value of 4.6807 metric tons per capita. During this 25 
period, we had an increase of 1.5% in total emissions of CO2 in the World (Koengkan & 26 
Fuinhas, 2020). In the European Union (EU), the situation is not different from the rest of the 27 
World, wherein 1971 the emissions of CO2 were 8.0244 metric tons per capita and reached the 28 
value of 6.4684 metric tons per capita in 2016 as can be seen in Figure 1 below. 29 

 
Figure 1. CO2 emissions (metric tons per capita) in the European Union between 1990-2016. 
This figure was created by the authors and was based on the World Bank Open Data (2021). 

 30 



Indeed, the CO2 emissions in the EU remained relatively unchanged from 1990 to 2004. 31 
Though these emissions dropped sharply from 2005 to 2016, it was due to a decrease of 10.8% 32 
in the primary energy consumption, as can be seen in Figure 2 below.  33 

 
Figure 2. Primary energy consumption in the European Union between 1990-2016. This 
figure was created by the authors and was based on the database from IEA (2021). 

 34 
In the EU, the consumption of energy in 1990 was 1.641 million tonnes of oil equivalent 35 

(Mtoe), and in 2004 reached a value of 1.789 Mtoe. However, this consumption declined 36 
between 2005 to 2016 and reached a value of 1.598 Mtoe in 2016. This decrease could be 37 
related to the economic depression/recession that occurred between 2007-2012. That depression 38 
impacted the economies of the EU and, consequently, affected the consumption behaviour of 39 
people. As they focused on consuming basic life needs and reduced other unnecessary 40 
consumption, it, consequently, impacted the energy-intensive sectors. Also, it could be related 41 
to the energy efficiency improvements caused by the globalisation process, which consequently 42 
reduces the consumption of energy. Furthermore, the decline of the urban population in the EU 43 
also could be related to this decrease. 44 

In 1970, 93% of the EU's primary energy consumption came from fossil fuels energy 45 
sources, while only 6.90% come from renewable energy sources. However, this situation has 46 
been altered, and the contribution of fossil fuels had a decrease and reached a value of 75% of 47 
total primary energy consumption. In comparison, the consumption of renewable energy 48 
sources increased by 25% in 2016, as shown in Figure 3 below. 49 
 50 



 

Figure 3. Consumption of Energy by the source in the European Union in 1970 and 2016. 
Energy consumption is measured in terawatt-hours (TWh). Other renewables include 
geothermal, biofuels, biomass, and waste energy. This figure was created by the authors and 
was based on the database from the Our World in Data (2021).  

 51 
Beyond the consumption of fossil fuels, other drivers have been influencing the increase 52 

of CO2 emissions, such as economic growth, globalisation, urbanisation, obesity, and the like. 53 
That substantial inequalities of power or wealth could run environmental degradation is long-54 
established in the literature (Boyce, 1994). Nevertheless, the literature has given little attention 55 
to a possible connection between the gender inequality problem and the increase in 56 
environmental degradation, beyond what we already know, gender inequality. 57 

Gender inequality can be defined as a social process. In this process, men and women 58 
are treated as non-equals. The difference in treatment arises from distinctions that are linked to 59 
(i) biology; (ii) psychology; and (iii) cultural norms. These differences are both empirically 60 
grounded and socially constructed. The focus on social gender inequality has evolved into an 61 
increasing consensus that drives it to a wider one, including economics (Maceira, 2017). 62 

Gender's inequality has idiosyncratic characteristics that turn it different from the other 63 
forms of inequality. Indeed, it cannot be confounded with the ones that arise from race, caste, 64 
or social class. Gender inequality is present both outside the household as well as inside it. For 65 
example, economic theory considers the household as an entity (representative agent) where 66 
resources and incomes are pooled. Household members share common interests and 67 
preferences, and in some situations, an altruistic leader guarantees the allocations of goods and 68 
tasks in an equitable way. The literature is no exception in its assumptions about household 69 
unity. For example, the study of the effect of inequalities on cooperation among household 70 
members in the management of common-pool resources considers that the inequalities that can 71 
be identified originate from household-level heterogeneity. The most identified ones were 72 
wealth, social class, ethnicity, or even caste. Usually, they were regarded as the result of a 73 
conflict of interest. Nevertheless, intra-household inequalities were disregarded in the analysis. 74 

Almost every hypothesis of the egalitarian model has been questioned by empirical 75 
evidence. The research on the principles behind the intrahousehold shares quizzed the 76 



assumptions of (i) shared preferences and interests; (ii) pooled incomes; and (iii) altruism. 77 
Indeed, gender is more often than not considered to be a central expression of differences in 78 
interests and preferences. 79 

Incomes are not inevitably put together, and the manifestation of self-interest dwells 80 
basically in the same proportions both within the home and outside in all sort of markets. One 81 
important aspect of being considered is bargaining power. It disturbs the distribution between 82 
what one can does and who can do it. Women's situation cannot, any more, be taken as 83 
inevitably associated with their property status. Indeed, well-being was correlated to a 84 
household's property status in the past, but today this correlation has vanished. 85 

In the EU, gender inequality has been seen primarily as an issue of equality and justice 86 
(Klasen & Minasyan, 2017). Governments and policymakers have often framed several 87 
discussions about the gender pay gap, gaps in employment rates, and under-representation of 88 
women in senior management and corporate boards and political representation disparities in 89 
the last years. However, the gender pay gap has called for policymakers and governments' 90 
attention due to their harmful impact on economic development in the short and long run. This 91 
problem reduces the average amount of human capital in a society and thus harms economic 92 
performance. It does so by artificially restricting the pool of talent to draw for education, 93 
thereby excluding highly qualified girls (and taking less qualified boys instead).  94 

Indeed, according to European Institute for Gender Equality, the gender equality index 95 
in the 28 EU countries has been stabilising, wherein 2013 this index was 63.8 out of 100 points, 96 
and in 2020 reached a value of 67.9. Although there was an increase, the EU has a long way to 97 
reach gender equality. Moreover, most of the subcomponents of the gender equality index also 98 
have shown a stabilisation in their index (see Figure 4, below). 99 

 100 

 
Figure 4. Gender equality index scores in (%) for 28 EU countries, between 2013-2020. This 
figure was created by the authors and was based on the database from European Institute for 
Gender Equality (2021). 

 101 
According to the figure above, the work domain, which measures the extent to which 102 

women and men can benefit from equal access to employment and good working conditions. 103 
This domain, in 2013, indicated an index of 70.5 out of 100 and reached a value of 72.2 in 2020. 104 
The money domain measures the gender inequalities in access to financial resources and 105 
women's and men's economic situation. This domain in 2013 indicated an index of 78.4, and in 106 
2020 reached a value of 80.6. The knowledge domain measures the gender inequalities in 107 
educational attainment, participation in education and training over the life course and gender 108 



segregation. This domain indicated an index of 61.8 in 2013, and 2020 reached a value of 63.6. 109 
The domain of time where measures gender inequalities in the allocation of time spent doing 110 
care and domestic work and social activities. This domain in 2013 indicated an index of 66.3 111 
and in 2020 reached a value of 65.7. 112 

Moreover, the domain health measures gender equality in three health-related aspects: 113 
health status, health behaviour and access to health services. This domain in 2013 indicated an 114 
index of 87.2 in 2013, and 2020 reached a value of 88. However, the only domain that had 115 
considerable growth was power. This domain measures gender equality in decision-making 116 
positions across the political, economic and social spheres. In 2013 the index of this domain 117 
indicated a value of 41.9, and in reached a value of 53.5. 118 

Furthermore, when we talk about the women in the labour market, in the EU, they are 119 
less present in the labour market than men, where the gender employment gap stood at 11.7% 120 
in 2019, with 67.3 % of women across the EU being employed compared to 79% of men 121 
(European Commission, 2021). Indeed, when we approach the gender pay gap that is a 122 
subcomponent of the gender equality index as mentioned before and the gender inequality 123 
index, this index stands at 14.1% in 2019 and has only changed minimally over the last decade. 124 
It means that women earn 14.1% on average less per hour than men (see Figure 5, below). 125 
 126 

 
Figure 5. The unadjusted gender pay gap in (%) for 28 EU countries, between 2010-2019. 
This figure was created by the authors and was based on the database from Eurostat (2021).  

 127 
Indeed, when we approach each country from the EU, we identify a considerable 128 

difference between the countries. The gender pay gap ranges from less than 5% in Luxembourg 129 
and Italy to more than 19% in Austria, Germany, and Estonia in 2019 (see Figure 6, below). 130 

 131 



 
Figure 6. The unadjusted gender pay gap in (%) for 19 EU countries in 2019. This figure was 
created by the authors and was based on the database from Eurostat (2021).  

 132 
However, in those countries, the gender pay gap has decreased somewhat, growing in a 133 

few and stabilising in others. Women in the EU even earned 36.7% less than men overall in 134 
2018. One of the reasons is that, on average, women spend fewer hours in paid work than men. 135 
Only 8% of men in the EU in 2019 worked in p-time, almost a third of women across the EU 136 
(30.7%) did so (European commission, 2021).  137 

Moreover, the gender pay gap by working time in the EU ranges from negatively in Italy 138 
in part-time and full-time, and in Belgium in full-time in 2019. Indeed, in some countries, the 139 
gender pay gap by part-time ranges from less than 5%, as in Hungary, Germany, Denmark, 140 
Lithuania, Netherlands, Sweden, and Belgium, while in other countries ranges to more than 141 
10%, such as in Slovakia, Croatia, Portugal, and Spain. However, the gender pay gap by full-142 
time ranges to more than 10% in Hungary, Slovakia, Germany, Finland, Denmark, Bulgaria, 143 
Lithuania, Netherlands, Croatia, and Portugal in 2019 (see Figure 7, below). 144 
 145 

10,6



Figure 7. The unadjusted gender pays gap by working time (%) for 15 EU countries in 2019. 
This figure was created by the authors and was based on the database from Eurostat (2021).  

 146 
When we approach the gender pay gap by economic activity in the EU economies in 147 

2019, we can identify that in the Business economy activities, the gender pay gap ranges to 148 
more than 10% in most countries from the EU. In manufacturing activities, the gender pay gap 149 
ranges less than 5% in Sweden, while most countries range to more than 10%. In Electricity, 150 
gas, steam and air conditioning supply activities, the gender pay gap ranges less than 5% in 151 
Belgium, Croatia, Poland, Portugal, Slovenia, and Sweden, while in most countries ranges to 152 
more than 10%. In water supply, sewerage, waste management and remediation activities, the 153 
gender pay ranges to less than 5% in Czechia, Denmark, Germany, Estonia, France, Croatia, 154 
Netherlands, Poland, Portugal, Slovenia, Slovakia, Finland, and Sweden, while in some 155 
countries ranges to more than 10%, for example, Belgium, Spain, Lithuania, and Hungary. In 156 
construction activities, the gender pay gap ranges to less than 5% in most countries from the 157 
EU, while in some countries ranges to more than 10%, for example, Estonia. The gender pay 158 
gap ranges to more than 10% in most countries in information and communication activities. 159 
In financial and insurance activities, the gender pay gap ranges to more than 10% in all countries 160 
from the EU. In real estate activities, the gender pay gap ranges to more than 10% in most 161 
countries from the EU, while in some countries ranges less than 5%, such as Croatia and 162 
Slovenia. Finally, in professional, scientific, and technical activities, the gender pay gap ranges 163 
to more than 10% in all countries from the EU (see Figure 8, below).  164 

 165 



 
Figure 8. The unadjusted gender pay gap by economic activity (%) for 20 EU countries in 
2019. This figure was created by the authors and was based on the database from Eurostat 
(2021).  

 166 
Moreover, when we approach the gender pay gap by economic control, we can identify 167 

that in the private sector, the gender pay gap is higher if compared with the public sector in the 168 
EU in 2019 (see Figure 9).  169 
 170 

Figure 9. The unadjusted gender pay gap by economic control (%) for 17 EU countries in 
2019. This figure was created by the authors and was based on the database from Eurostat 
(2021).  

 171 
 172 



Therefore, this gender gap pay negatively affects women and households' green 173 
consumption choices. This problem restricts access to energy-efficiency appliances and their 174 
willingness to participate in energy-saving programmes (Li et al., 2019). Therefore, households' 175 
incapacity in purchasing energy-efficiency appliances and saving energy is related to lower 176 
women's bargaining power within the family caused by gender gap pay. A lower bargaining 177 
power makes it impossible for women to make decisions regarding green energy investments 178 
and reduce the family savings and productive family investments. It also turns impossible that 179 
these savings and investment may be used to alleviate the environmental impacts of subsistence 180 
labour. Additionally, the limitation of credit caused by lower wages and gender discrimination 181 
because of the culture of masculinity in some countries (Le & Stefańczyk, 2018), difficult the 182 
purchase of green energy technology or energy-efficient appliances by the women and families. 183 
This limitation increases energy poverty, where dirty or polluting fuels are used to meet the 184 
households' basic needs. 185 

For this reason, the main objective of this empirical investigation is to identify the effect 186 
of gender inequality on environmental degradation in the EU using a macroeconomic approach. 187 
Indeed, the following research question was formulated. Does gender inequality influence the 188 
increase in environmental degradation in the European Union? To analyse this possible 189 
phenomenon, a group of fourteen countries from the EU, between 1991 and 2016, is positioned 190 
well to that task. 191 

This research follows the best practices, i.e., take a theoretically sound base, do a pre-192 
analysis of variables, transform the raw data when necessary, to make them operational, choose 193 
an econometric technique suitable to both to handle the properties of variables and to handle 194 
the nature of the relationships under analysis. Following the best practices, we limit the 195 
probability of achieving wrong conclusions, which is different to meet the "true" model 196 
representing the reality under analysis. The main restriction of modelling the relationship 197 
between gender inequality and environmental degradation is the lack of literature that can be 198 
used as a theoretical guide to decide what to include or not in the modelisation. It is our 199 
conviction that our research performs well in the present state of the art. Furthermore, we 200 
believe that our research can stimulate knowledge development in this field with significant 201 
policy implications. 202 

This investigation is innovative and contributes to the literature for six reasons. First, to 203 
analyse the effect of gender inequality on environmental degradation in the EU. This research 204 
topic is few explored by the literature and opens a new line of investigation in literature related 205 
to environmental degradation and social problems. Second, to use the Quantile via Moments 206 
(QvM) methodology approach. This econometric technic is new and scarcely explored by 207 
literature. Third, to addresses the countries from the EU, bearing in mind that this region is not 208 
outlined in the literature in general about this topic of study. Fourth, this investigation is 209 
following the Sustainable Development Goals (SDGs) of the United Nations. Finally, to help 210 
the policymakers develop more initiatives to reduces gender inequality at the same time that 211 
reduce environmental degradation. 212 

This research is organised as follows. Section 2 presents the methodology and data 213 
approach. Section 3 presents results and a brief discussion. Section 4 presents the limitations 214 
of the study. Section 5 presents the conclusions and research policy implications. Section 6 215 
reveals the future research. 216 
 217 

2. Methodology and data 218 
 219 

This section's main objective is to evidence clearly and briefly the methodology approach 220 
and the data/variables and group of countries that will use in our experimental study. 221 
 222 



2.1. Methodology 223 
 224 

This empirical investigation will use as the main econometric method the Quantile via 225 
Moments (QvM) model approach. This method is an alternative for the quantile regression, and 226 
Machado & Silva (2019) developed that. According to Koengkan et al. (2020), this method can 227 
differentiate out individual effects in the panel data models. The QvM, according to the same 228 
authors, can also be used to provide information on how the regressor affects the entire 229 
conditional distribution and estimate the presence of cross-sectional and endogenous variables 230 
(Koengkan & Fuinhas, 2020). This method is not based on the estimation of conditional means 231 
but on the moments' conditions that identify the conditional means under exogeneity. Besides, 232 
it can identify the exact structural quantile function. Therefore, this investigation opted to use 233 
this method approach to take advantage of these features. 234 

After a brief explanation of the main methodology approach, it is necessary to show the 235 
equation of Quantile via Moments (see Equation (1)) below. 236 
 237 

퐴 = 푎 + 푌 훽 + (훿 + 푍 훾)푈  , (1) 
 238 

퐴 , 푌 푁 …, 푁239 
푃{훿 + 푍 훾 > 0} = 1  240 
 241 

However, to verify the robustness of results that the QvM model found, this empirical 242 
investigation will use the Fixed effects model. Indeed, this model follows Equation 2 below.  243 
 244 

푌 = 훽 푋 , + ⋯ 훽 푍 , + 훼 +휇  (2) 
 245 
With 푖 = 1, ⋯ , 푛 and 푡 = 1, ⋯ , 푇 .The 훼  are entity-specific intercepts that capture 246 
heterogeneities across entities. This model will be used in this investigation because it can 247 
capture differences in the constant term. The intercept term of the regression model varies 248 
across the cross-sectional units. In this model, 훼  is the intercept term that represents the fixed 249 
country effect. However, before the realisation of QvM and the Fixed-effects models, it is 250 
necessary to detect the proprieties of variables that will be used in this empirical study, as well 251 
as to verify the existence of singularities, which it is not taken into account and could lead to 252 
inconsistent and incorrect interpretations. To this end, some preliminary tests that will be 253 
applied in the study can be seen in Table 1 below. 254 
 255 
Table 1. Preliminary tests for QvM and the Fixed effect models 

Tests  Objective 
Shapiro-Wilk and Shapiro-Francia test 
(Royston 1983) 

 To verify the normality of the model. 

Skewness and Kurtosis test (D’Agostino et 
al., 1990) 

 
To check the normality based on the 
combination of skewness and kurtosis tests 
into an overall test statistic. 

Variance inflation factor (VIF) (Belsley et 
al., 1980) 

 
To check for the presence of 
multicollinearity between the variables. 

Cross-section dependence (CSD) (Pesaran, 
2004) 

 
To identify the presence of cross-sectional 
dependence (CSD) in the panel data. 

Panel unit root test (CIPS) (Pesaran, 2007)  To identify the presence of unit roots.  
Westerlund panel cointegration test 
(Westerlund, 2007) 

 
To identify the presence of cointegration 
between the variables. 



Hausman test  
To identify heterogeneity, i.e., whether the 
panel has random effects (RE) or fixed 
effects (FE). 

Bias-corrected LM-based test (Born & 
Breitung, 2015, and Wursten, 2018) 

 
To check the presence of serial correlation 
in the fixed-effects panel model. 

Notes: This table was created by the authors.  
 256 

In the regression of QvM and the Fixed effects models, it is necessary to apply some 257 
post-estimation tests to identify if the models' approach is adequate. Some post-estimation tests 258 
will be applied in this investigation, as can be seen in Table 2 below. 259 
 260 
Table 2. Post-estimation tests for QvM and the Fixed effects models 

Test  Objective 
The QvM model 

Wald test (Agresti, 1990)  
To verify the global significance of the 
estimated models. 

The fixed-effects model 

Modified Wald test (Greene, 2002)  
To assesses the panel groupwise 
heteroskedasticity in the residuals of FE 
estimation.  

Wooldridge test (Wooldridge, 2002)  
To assesses the autocorrelation in panel 
data. 

Pesaran's test (Pesaran, 2004)  
To assesses the cross-sectional 
independence of residuals. 

Breusch and Pagan Lagrangian Multiplier 
test (Breusch & Pagan, 1980) 

 
To assesses the independence for 
contemporaneous correlation of residuals.  

Notes: This table was created by the authors. 
 261 

All estimations and testing procedures will be accomplished using Stata 16.0, and all 262 
Stata' commands used in this empirical analysis will be provided in the notes of tables. Indeed, 263 
using the QvM model to explain the possible increase in environmental degradation makes this 264 
study innovative. It is one of the differentials that this research brings for the literature if 265 
compared with the others. The following subsection will show the data/variables and the group 266 
of countries from the EU that will be used to realise the empirical investigation. 267 
 268 

2.2.Data 269 
 270 

This subsection will present the data/variables that will be used in this empirical 271 
analysis. Fourteen countries from the EU (e.g., Austria, Belgium, Czech Republic, Denmark, 272 
Finland, Germany, Greece, Hungary, Ireland, Italy, Poland, Portugal, Slovakia, and 273 
Sweden) were selected to realise this investigation. Other countries (e.g., Estonia, France, 274 
Lithuania, Luxembourg, Netherlands, Slovenia, Spain, and United Kingdom) from the EU 275 
were excluded from this study. The exclusion was because they have insufficient data for the 276 
"Gender pay gap" variable or missing values in the database from these countries in Our World 277 
in Data (2021). If we considered these countries, we could have problems estimating the 278 
Pesaran CD-test and Panel Unit Root test (CIPS-test) and, consequently, could invalidate our 279 
investigation. 280 

Moreover, other countries from the EU (e.g., Bulgaria, Chipre, Croatia, Latvia, 281 
Malta, and Romania) were not considered in our investigation because of the absence of data 282 



for these countries in the Our World in Data (2021). Our investigation followed a rigorous 283 
process of selection of countries, so we do not have problems in the estimation process. 284 
Moreover, these group of countries that were selected presented to share the same 285 
characteristics, mainly in the variable "Gender pay gap", where at the beginning of 1990s to 286 
2002 the gender pay gap was extraordinarily high and from 2004 to 2010 registered a period of 287 
decrease, and from 2011 to 2016 a period of stabilisation. Pesaran CD-test confirms the 288 
suspicion that the selected countries share the same characteristics (see Table 9). 289 

Indeed, the period of data from 1991 to 2016 was used in this research. The time series 290 
began in 1991 and end in 2016 due to the data availability for the variable "gender gap pay". In 291 
some countries (e.g., Belgium, Czech Republic, Denmark, Germany, Greece, Hungary, 292 
Ireland, Italy, Poland, Portugal, and Slovakia), the data of the variable "gender gap pay" 293 
began in 1991 and ended in 2016. In other countries (e.g., Austria, Finland, and Sweden), we 294 
have data from 1975 to 2016. However, to create a balanced panel and do not have estimation 295 
problems due to an unbalanced panel, was used the data from 1991 to 2016. The description of 296 
variables used to investigate gender inequality in environmental degradation is shown in Table 297 
3 below. 298 
 299 
Table 3. Variables 

CO2 emissions (kg per capita 2011 in purchasing power parity (PPP) $ of Gross Domestic 
Product (GDP) was retrieved from World Bank Open Data (2021) and named in this 
investigation as CO2_pc. This variable will be used as a proxy of environmental degradation.  
GDP per capita, PPP (constant 2011 international $) was retrieved from World Bank Open 
Data (2021) and named in this investigation as GDP_pc. 
Gender gap pay in median earnings was retrieved from Our World in Data (2021) and named 
in this investigation as GPG. The gender gap pay is defined as the difference between men 
and women's median earnings compared to men's median earnings. The estimates refer to 
full-time employees and to self-employed. This variable will be used as a proxy of gender 
inequality because it can measure inequality of gender and captures a concept that is broader 
than the concept of equal pay for equal work. Indeed, as early know, the difference in pay 
between men and women also can capture differences among many possible dimensions, 
including occupation, experience, and worker education. 
Electric power consumption kilowatt-hour (Kwh) per capita was retrieved from World 
Bank Open Data (2021) and named in this investigation as ENE_pc. 
Globalisation index De facto that measures the economic, social, and political dimensions 
of globalisation on a scale from 1 to 100, was retrieved from KOF the Index of Globalisation 
(2021) and named in this investigation as GLOBA. This variable can reach three different 
dimensions, namely economic, political, and social ones. 
Urban population (% of the total population) is a proxy of the urbanisation process and was 
retrieved from World Bank Open Data (2021) and named in this investigation as URBA. 

 300 
The variables that were used in the model are based on economic principles. 301 

Furthermore, it is worth remembering that the variables, for example, GDP_pc, ENE_pc, 302 
GLOBA, and URBA, are already used by the literature to explain the increase of CO2 emissions 303 
that is a proxy of environmental degradation. However, only the variable GPG, which is a 304 
proxy of gender inequality, was not approached by literature to explain the increase of 305 
environmental degradation, as shown in Table 4 in the Appendix. It makes this study 306 
innovative if compared with others that approach a similar topic. 307 

Indeed, the descriptive statistics of all variables used in this empirical investigation are 308 
shown in Table 5 in the Appendix. In this empirical analysis, we opted to use the variables in 309 



per capita values because they allow us to reduce the disparities between the variables caused 310 
by population growth over time (Koengkan et al., 2020). In this subsection, we approached the 311 
group of countries and the variables used in our empirical study. The next section shows the 312 
empirical results from the main model and the robustness check and the possible explanations 313 
for the found results. 314 
 315 

3. Empirical results and deliberations  316 
 317 

This section will present the results from the main model and the robustness check, the 318 
possible explanations for the impact of gender inequality on environmental degradation, and a 319 
brief explanation for other variables' impact. The preliminary tests mentioned before (see Table 320 
1, above) indicate that the variables used in this empirical analysis have characteristics, such as 321 
the non-presence of normality in the model's residuals. The null hypothesis of both tests (e.g., 322 
Shapiro-Wilk and Shapiro-Francia test and Skewness and Kurtosis test) are rejected (see Tables 323 
6 and 7 in the Appendix). Were confirmed the presence of low multicollinearity between the 324 
variables (see Table 8 in the Appendix) and the presence of cross-sectional dependence in the 325 
variables in logarithms (see Table 9 in the Appendix). Indeed, these test results indicate that 326 
the countries share the same characteristics and shocks as indicated by Fuinhas et al. (2017). 327 
Moreover, the variables being on the borderline between the I(0) and I(1) orders of integration 328 
(see Table 10 in the Appendix). 329 

Moreover, the non-presence of cointegration was identified between the variables 330 
LogCO2_pc, LogGDP_pc, LogENE_pc, LogGLOBA, and LogURBA. The Westerlund 331 
panel cointegration test's null hypothesis cannot be rejected (see Table 11 in the Appendix). 332 
The presence of fixed effects, where the Hausman test's null hypothesis can be rejected (see 333 
Table 12 in the Appendix). The serial correlation is up to the second-order, where the null 334 
hypothesis of the Bias-corrected LM-based test can be rejected (see Table 13 in the Appendix). 335 

The next step after the realisation of preliminary tests is to carry out the QvM model 336 
regression. Indeed, the 25th, 50th, 75th, and 100th quantiles were respectively calculated to 337 
assess the non-linearities of the effect of gender gap pay that is a proxy for gender inequality 338 
on environmental degradation. These quantiles were used to simplify the exhibition of empirical 339 
results. Table 14 below shows the results from the QvM model regression. 340 
 341 
Table 14. QVM estimation 

Independent 
variables 

Dependent variable (LogCO2_pc) 
Quantiles 

25th 50th 75th 100th 
LogGDP_pc -1.0879 *** -1.0856 *** -1.0831*** -1.0901*** 
LogGPG 0.0796 *** 0.0721 *** 0.0641** 0.0869** 
LogENE_pc 0.8611 *** 0.8404 *** 0.8186*** 0.8809** 
LogGLOBA -0.7560 *** -0.7341 *** -0.7111*** -0.7770*** 
LogURBA -2.6868 *** -2.6336 *** -2.5776*** -2.7379*** 
Obs 245 245 245 245 
F/Wald test Chi2(5)=713.04 *** Chi2(5)=1321.57  *** Chi2(5)= 805.14*** Chi2(5)= 338.74*** 

Notes: The Stata command xtqreg was used; ***, ** denote statistically significant at the 1% and 5% 
levels, respectively; "Log" denotes variables in natural logarithms.  

 342 
Therefore, the outcomes from the QvM model regression indicate that in the 25th, 50th, 343 

75th, and 100th quantiles, the variable gender gap pay that is a proxy of gender inequality and 344 
consumption of energy, aggravate the process of environmental degradation by the increase of 345 
CO2 emissions in the EU. In contrast, the economic growth, globalisation, and urbanisation 346 
process do not aggravate this process. The empirical results answer the central question of this 347 



research, which was mentioned in the introduction. Additionally, the post-estimation test result 348 
mentioned before (see Table 2, above) was computed in each quantile. The same results 349 
indicate that the model estimator that this study chooses is adequate to perform this analysis. 350 

We have now reached a crucial point in this investigation to verify if the results revealed 351 
by the QvM model regression are robust and reliable when we perform a change in the 352 
econometric method approach. This approach to finding if the model approach is robust and 353 
reliable is not new, and there was already used by some authors, such as Koengkan et al. (2020) 354 
and Fuinhas et al. (2017). This study opted to use the Fixed effects model to perform this 355 
verification. Besides, this analysis opted to compute the following estimators from the Fixed 356 
effects model (e.g., FE robust standard errors (FE Robust), and FE Driscoll and Kraay (FE D.-357 
K.)). 358 

The FE D.-K. was used in this analysis due to the possible presence of first-order 359 
autocorrelation and heteroscedasticity that will be confirmed in the post-estimation tests for the 360 
fixed effects model, right below. As already known, this estimator can produce standard errors 361 
robust to the phenomena that were found in the sample errors. Also, not satisfied in carrying 362 
out only one regression, this investigation added dummy variables in the model regression to 363 
check if the model is also robust in the presence of shocks. The fixed-effects model regression 364 
before the inclusion of shocks can be seen in Table 15 in the Appendix. 365 

Indeed, these dummy variables were added to the model because, during the analysis 366 
period, the EU suffered some shocks (e.g., economic, political, and social). If not considered, 367 
these shocks could produce inaccurate results that lead to misinterpretations. Before adding 368 
these dummy variables in the model, this empirical analysis followed a triple criterion of choice 369 
that was developed by Fuinhas et al. (2017). For example: (i) the potential relevance of recorded 370 
social, economic, and political events at the country level; (ii) a significant disturbance in the 371 
estimated residuals; and (iii) the occurrence of international events known to have disturbed the 372 
European region. Therefore, the dummy variables that were added to the regression are the 373 
following: IDEU_2012 (EU, the year 2012) and IDEU_2013 (EU, the year 2013). 374 
 375 

 IDEU_2012: This is a break in the GDP of all countries in the model. The European 376 
debt crisis caused this break (often referred to as the eurozone crisis or the European 377 
sovereign debt crisis). Indeed, several eurozone members (e.g., Greece, Portugal, and 378 
Ireland) were unable to repay or refinance their government debt. 379 
 380 

 IDEU_2013: This is a break in the GDP of all countries in the model. The European 381 
debt crisis caused this break (often referred to as the eurozone crisis or the European 382 
sovereign debt crisis). Indeed, several eurozone members (e.g., Greece, Portugal, and 383 
Ireland) were unable to repay or refinance their government debt. 384 

 385 

These breaks affected the economic growth, consumption behaviour, industrial 386 
production, energy consumption, and so, the emissions of CO2 in these countries. Table 16 387 
below displays the results from the Fixed effects model regression controlling for shocks. 388 



Table 16. The fixed effects estimation (controlling for shocks) 

Independent variables 
Dependent variable (LogCO2_pc) 

FE FE Robust FE D.-K. 
IDEU_2012 -0.1015 *** *** *** 
IDEU_2013 -0.1014 *** *** *** 
LogGDP_pc -1.0383 *** *** *** 
LogGPG 0.0625 *** * *** 
LogENE_pc 0.7255 *** ** *** 
LogGLOBA -0.7359 *** ** *** 
LogURBA -2.1647 *** * *** 
Constant  15.8008 *** *** *** 
Obs 245 245 245 
Notes: The Stata command xtreg was used; ***, **, * denotes statistically significant at the 1%, 5%, 
and 10% levels, respectively; "Log" denotes variables in natural logarithms.  

 389 
In summary, the results from Table 16 also show that the proxy for gender inequality, 390 

the consumption of energy, aggravates environmental degradation by increasing CO2 emissions 391 
in the EU. In contrast, the economic growth, globalisation, and urbanisation process do not 392 
increase the CO2 emissions. That is, the results obtained from the model regression confirms 393 
that the results of this investigation are robust and reliable when we perform the change of 394 
method and, as well as when we introduce the dummy variables. Concerning the statistical 395 
significance at the 1% level of the dummy variables supports the decision to include them in 396 
the model. 397 

Moreover, the post-estimation tests for the Fixed effects model (see Table 2, above) 398 
indicate the rejection of the modified Wald and Wooldridge tests' null hypothesis at the 1% 399 
level. That is, indicating the presence of heteroscedasticity and first-order autocorrelation. 400 
However, it cannot reject the null hypothesis of Pesaran's test, indicating the non-presence of 401 
correlation. The Breusch and Pagan Lagrangian multiplier test could not be computed because 402 
the residuals' correlation matrix was singular. This last situation occurs because the number of 403 
crosses understudy is less than the number of years. The outcomes from these tests can be seen 404 
in Table 17 in the Appendix. It is worth remembering that the post-estimation tests were 405 
applied in the model controlling for shocks. Besides, Figure 10 below summarises the effect of 406 
independent variables on dependent ones. This figure was based on the results from QvM and 407 
the fixed-effects models. These effects were also supported by the Granger causality tests of 408 
Dumitrescu-Hurlin (2012). We do not reject that all variables Grange cause CO2 emissions at 409 
1% level, except for globalisation at 10% level. 410 
 411 



 
Figure 10. Summary of the variable's effect. 

 412 
After identifying that gender inequality aggravates environmental degradation by 413 

increasing CO2 emissions, we raise the following question. What are the explanations for this 414 
phenomenon? The possible explanation for the positive impact of gender inequality on 415 
environmental degradation can be related to consumption behaviours. That is, the gender gap 416 
pay will impact households' green consumption choices. This response will impact the use of 417 
energy-efficiency appliances and their willingness to participate in energy-saving programmes 418 
(Li et al., 2019). 419 

Indeed, households' incapacity in purchasing energy-efficiency appliances and saving 420 
energy is related to lower women's bargaining power within the family caused by gender gap 421 
pay. A lower bargaining power makes it impossible for women to make decisions regarding 422 
green energy investments and reduce the family savings and productive family investments. It 423 
also turns impossible that these savings and investment may be used to alleviate the 424 
environmental impacts of subsistence labour. Additionally, the limitation of credit caused by 425 
lower wages and gender discrimination, due to the prevalence of a culture of masculinity in 426 
some countries (Le & Stefańczyk, 2018), turn difficult to purchase green energy technology or 427 
energy-efficient appliances by women and families. This limitation increases energy poverty, 428 
where dirty or polluting fuels are used to meet the households' basic needs. 429 

Despite our limitations related to the existence of literature that approaches this topic 430 
directly, this investigation opted to support the explanations of results with close literature. It is 431 
worth remembering that this research's main motivation is to identify the effect of gender 432 
inequality on environmental degradation and evidence the possible reasons for the phenomenon 433 
that was found. Indeed, the other results that were found will be explained briefly. Since they 434 
are already widely studied in the literature, it is essential to identify the new drivers for 435 
environmental degradation and understand how they work and indicate possible solutions. 436 

Therefore, the negative effect of economic growth on emissions of CO2 emissions could 437 
be related to three factors. First, it could be related to an intense depression or recession that 438 
impacted the region. That is, this depression or recession have impacted the consumption 439 
behaviour of people. This behavioural change was consequential when it focused on consuming 440 
the basic life needs and reducing unnecessary consumption. Consequently, it impacted the 441 
energy-intensive sectors, energy consumption, and finally, the emissions of CO2. Second, it 442 



could be related to the existence of a U-shaped relationship between economic growth and the 443 
emissions of CO2. An increase in economic growth initially leads to a decline of CO2 emissions 444 
level that, consequently, reaches a threshold. Indeed, the intensification in the level of economic 445 
activity can be achieved at the cost of environmental degradation. Indeed, when a country 446 
industrialises, this will lead to an increase in pollution. Third, it could be related to policies that 447 
limit the level of pollution in industries. That encourages the adoption of environmentally 448 
friendly production techniques and processes. The production and consumption of renewable 449 
energy sources by industries and families and the consumption of environmentally friendly 450 
technologies were encouraged too. Indeed, some authors found this impact (e.g., Koengkan & 451 
Fuinhas, 2020; Muhammad et al., 2020; Aye & Edoja, 2017), and see Table 4 in the Appendix. 452 

The positive influence of consumption of energy on CO2 emissions could be related to 453 
two factors. First, it could be related to energy consumption in panels of countries that are not 454 
environmentally friendly. The consumption of fossil fuels can be associated with a high level 455 
of CO2 emissions. These results can also indicate that the group of countries of this investigation 456 
could depend on this energy source to grow, as it occurs in developing countries. Second, it 457 
could be related to the inefficiency of renewable energy policies that encourage green energy 458 
consumption and the development of green technologies in some countries of this panel. Indeed, 459 
this impact was found by several authors (e.g., Koengkan & Fuinhas, 2020; Adedoyin et al., 460 
2020; Yazdi & Dariani, 2020; Muhammad et al., 2020; Salahuddin et al., 2019; Koengkan, 461 
2018; Fuinhas et al., 2017; Aye & Edoja, 2017; Poumanyvong & Kaneko, 2010), and can be 462 
seen Table 4 in the Appendix. 463 

On the other hand, one explanation for the negative impact of globalisation on CO2 464 
emissions could be related to globalisation's capacity causes technological enhancement in the 465 
EU countries. It contributes to a decrease in environmental degradation. Besides, the 466 
globalisation process has another implication, the transfer of responsibility from the state to the 467 
private sector. This transfer corresponds to the shifting of regulatory attributes to independent 468 
governmental regulatory authorities. In other words, "regulation for competition". Indeed, this 469 
transference has, consequently, improved energy efficiency, diversification of energy sources 470 
with the inclusion of renewable sources in the energy matrix, energy supply routes, and the 471 
possibility of reducing energy prices for consumers in a high of oil and gas prices. Some authors 472 
found this impact (e.g., Chishti et al., 2020; Muhammad et al., 2020; Koengkan, 2018); see 473 
Table 4 in the Appendix. 474 

Furthermore, the negative impact of urbanisation on CO2 emissions could be related to 475 
two factors. First, it could be related to reducing the urban population that will impact the 476 
consumption of energy from non-renewable energy sources from industries, households, and 477 
the transport sector. Second, it could be related to (i) the improvement of energy efficiency 478 
caused by the introduction of new energy technologies; (ii) the diversification of energy 479 
sources, with the inclusion of renewable sources in the energy matrix in larges urban centres; 480 
and (iii) the introduction of environmental regulations, that encourages the acquisition of 481 
technologies that are environmentally friendly by industries and families, as well as that it 482 
restricts the use of fossil fuel-powered cars, or other transportation in the urban centres, as it 483 
occurs in some large cities in the EU. Additionally, the massive investment in public transports, 484 
powered by alternative energy sources, reduces the use of individual transport. Indeed, some 485 
authors found this effect (e.g., Muhammad et al., 2020; Salahuddin et al., 2019; Poumanyvong 486 
& Kaneko, 2010); see Table 4 in the Appendix. 487 

This section showed the results from the main model and the robustness check, the 488 
possible enlightenments for the impact of gender inequality on environmental degradation, and 489 
a brief explanation of other variables' impact. The following section will reveal some of the 490 
study's limitations. 491 



4. Limitations of the study 492 
 493 
This investigation is not free from limitations inherent to the research process. The 494 

dimension of the analysed time series was limited by data availability for the gender pay gap. 495 
It has limited the analysis to fourteen countries for the period from 1991 to 2016. In some 496 
countries from European Union (e.g., Belgium, Czech Republic, Denmark, Germany, 497 
Greece, Hungary, Ireland, Italy, Poland, Portugal, and Slovakia), the time series began in 498 
1991 and ended in 2016. In other countries (e.g., Austria, Finland, and Sweden), we have data 499 
from 1975 to 2016. Another limitation is related to the existence of few (or absence of) 500 
observations for many other countries from the European Union (e.g., Bulgaria, Chipre, 501 
Croatia, Latvia, Estonia, France, Latvia, Lithuania, Luxembourg, Malta, Netherlands, 502 
Slovenia, Spain, Romania, and United Kingdom). 503 

Another limitation is related to the lack of data for gender inequality in public and 504 
private sectors. For economic activity in European Union (e.g., Construction, Business 505 
Economy, Manufacturing, and the like), we only have data for the year 2019, and even for few 506 
countries. Indeed, the lack of data in specific sectors (e.g., the private sector with a higher 507 
gender pay gap if compared with the public sector) does not allow us to identify if gender 508 
inequality is related to the increase in environmental degradation and ecological footprint. 509 
Moreover, we were confronted with the limitation of scarce literature to support our results. 510 
There are very few studies that approach this topic of investigation directly.  511 

Therefore, all these limitations prevented us from carrying out a deep investigation 512 
related to the gender inequality and environmental degradation in European Union and getting 513 
a better and complete picture for the region. However, as mentioned before, this investigation 514 
is a kick-off regarding the effect of gender inequality on environmental degradation, and these 515 
limitations are not an impediment to conduct further investigations. Therefore, in future studies, 516 
we will experiment with new variables related to gender inequality to explain environmental 517 
degradation. 518 

The following section reveals the conclusions of this experimental investigation and the 519 
possible policy implications caused by the founded results. 520 
 521 

5. Conclusions and policy implications  522 
 523 

This analysis explored the effect of gender inequality on environmental degradation in 524 
a group of fourteen countries from the EU between 1991 and 2016. Indeed, this investigation 525 
is in the early stages of maturation, where will supply a solid foundation for second-generation 526 
research regarding this topic. That is, this study is a kick-off regarding the effect of gender 527 
inequality on environmental degradation, as well as on other aspects such as energy 528 
consumption. This empirical research has been based on economic principles to construct a 529 
model that provides an accurate explanation of why gender inequality can increase 530 
environmental degradation. 531 

As a proxy of gender inequality, this research used the variable gender gap pay and the 532 
variable CO2 emissions as a proxy of environmental degradation. The QvM model was used, 533 
and to verify the robustness of results found by the main model, the fixed effects were also 534 
used. The results from the preliminary tests indicated that the non-presence of normality in the 535 
residual of the model, the presence of low multicollinearity between the explanatory variables, 536 
the presence of cross-sectional dependence in the variables in logarithms, and that the variables 537 
are on the borderline between the I(0) and I(1) orders of integration. Moreover, the non-538 
presence of cointegration between the variables, the presence of fixed effects, and serial 539 
correlation up to the second-order was also identified. 540 



The results from the QvM and the fixed effects models indicated that the gender gap pay 541 
and consumption of energy aggravate environmental degradation by the increase of CO2 542 
emissions in the EU. In contrast, economic growth, globalisation, and urbanisation do not 543 
aggravate this process. Moreover, the post-estimation test outcomes, applied after the QvM 544 
model regression, indicated that the model estimator chosen is adequate to perform the 545 
investigation. The post-estimation test applied after the fixed effects model regression indicated 546 
the presence of heteroscedasticity, first-order autocorrelation, and non-presence of correlation. 547 
That is, the results from both models can answer the research questions that arose in this study. 548 

This investigation is not free from limitations inherent to the research process. The 549 
dimension of the analysed time series was limited by the availability of data for the variable 550 
gender pay gap, which is limited to the period between 1991 to 2016 for some countries of our 551 
investigation. Another factor that limited our investigation is related to the existence of a few 552 
pieces of literature to support the positive effect of the variable gender pay gap on CO2 553 
emissions and the existence of few variables in the macroeconomic aspect that approaches 554 
gender inequality to explain our model. Indeed, despite data limitations, the obtained results 555 
have relevant policy implications and warnings.  556 

As mentioned before, the possible explanation for the positive impact of gender 557 
inequality on environmental degradation can be related to consumption behaviours. The gender 558 
gap pay will impact households' green consumption choices. Indeed, households' incapacity in 559 
purchasing energy-efficiency appliances and saving energy is related to lower women's 560 
bargaining power within the family caused by gender gap pay. A lower bargaining power makes 561 
it impossible for women to take decisions regarding green energy investments and those that 562 
are environmentally friendly. Indeed, the limitation of credit caused by lower wages and gender 563 
discrimination due to the culture of masculinity in some countries challenging to purchase green 564 
energy technologies or energy-efficiency appliances by women and families. This limitation 565 
increases energy poverty, where dirty or polluting fuels are used to meet the households' basic 566 
needs. 567 

In the face of this discovery, another question arises. What can be done to reverse the 568 
contribution of gender inequality to the increase of environmental degradation in the 569 
European Union? Several policies can be implemented to reduce the gender inequality caused 570 
by the gender pay gap. For example, create policies that encourage de salary negotiation by 571 
showing salary ranges. Those policies include: (i) multiple women in shortlists for recruitment 572 
and promotions; (ii) introduce transparency to the promotion, pay, and reward processes; (iii) 573 
improve workplace flexibility for men and women; (iv) increase mentorship and extra efforts 574 
to boost the number of women in traditionally male occupations, and in positions of political 575 
leadership; and (v) increase government funding of high-quality day-care options to enable 576 
parents, with highlight to mothers, to work outside the home if they so desire, and to do so 577 
without fear that their finances or their children's well-being will be compromised. All these 578 
policies have a proposal to increase the women's bargaining power within the families and 579 
increase the possibility of green consumption choices by women. It will encourage the women 580 
to acquire green energy or energy-efficiency technologies that will reduce the consumption of 581 
fossil and, consequently, decrease environmental degradation. 582 

However, this problem is not limited to reduce gender inequality to mitigate the 583 
environmental degradation problem. It is necessary to change the way of producing and 584 
consuming energy in the EU. Although the region is a leader in the World in the decarbonisation 585 
of its economy by introducing several policies and initiatives that reduce the consumption of 586 
fossil fuels in the region, it is necessary to make more. These policies and initiatives lose their 587 
efficiency over time and with the changes in governance. Policymakers need to increase the 588 
efficiency of the current policies. They have to make adjustments related to the current 589 
economic, political, and social situation. This adjustment can bring more accessibility to 590 



renewable energy technologies, increase social justice and equality, and also reduces 591 
environmental degradation. 592 

The EU deserve to take advantage of the current situation of its economy and the 593 
globalisation process to reduce the barriers to products and technologies that improve energy 594 
efficiency and the production of green energy. This reduction could benefit the households and 595 
industries with the acquisition of renewable energy technologies and reduce the prices of these 596 
products. Besides, the region needs to encourage more local technological development to take 597 
advantage of each country's natural characteristics in the EU. 598 
 599 

6. Further research 600 
 601 

Based on the limitations of this investigation, future studies related to this topic needs 602 
to be developed to help understand how this problem occurs in the European Union. Therefore, 603 
according to data available for some countries (e.g., Bulgaria, Chipre, Croatia, Latvia, 604 
Estonia, France, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Slovenia, Spain, 605 
and Romania), new studies will be necessary.  606 

It is missing to investigate how gender inequality in a specific sector of the economy 607 
contributes to the increasing environmental degradation or ecological footprint in European 608 
Union. For example, as we already know, the gender inequality in the private sector is higher 609 
than in the public one, principally in some countries from the European Union (e.g., Croatia, 610 
Italy, Germany, Netherlands, Poland, Portugal, Spain, Slovakia, Netherlands). Therefore, 611 
identifying whether gender inequality in the public and private sectors contributes to increasing 612 
the environmental problem becomes essential in these countries to develop new policies to 613 
reduce these disparities and environmental degradation. 614 

Other aspects related to gender inequality and environmental degradation also could be 615 
focused on future investigations. For example, explore the effect of energy consumption (e.g., 616 
fossil fuels) on economic growth and health (e.g., obesity). All these aspects are related to 617 
gender inequality and an increase in environmental degradation. Therefore, this investigation 618 
can open new fields of study related to how gender inequality impacts energy consumption 619 
from fossil fuels and energy poverty in households. For example, if the gender inequality caused 620 
by the gender pay gap limits women and families to access equipment with high energy 621 
efficiency or green energy technologies. This type of obstacles increases energy consumption 622 
from fossil fuels and, consequently, the environmental degradation (CO2 emissions) in 623 
developed countries (e.g., European Union). The same questions can be put in developing 624 
countries with higher gender inequality than the European Union (e.g., Latin America and the 625 
Caribbean, Asia, and the Middle Eastern region). 626 

This study can also encourage the development of investigations related the gender 627 
inequality and some aspects of health (e.g., obesity in women). The gender inequality caused 628 
by the gender pay gap encourages the increase of obesity by consuming processed foods and, 629 
consequently, increasing food production, land use, consumption of energy, and environmental 630 
degradation (see Koengkan & Fuinhas, 2020). 631 

Finally, this study opens up the opportunity to develop new investigations and develops 632 
new indicators. For example, statistical agencies (e.g., Eurostat) and science institutes (e.g., 633 
European Institute for Gender Equality) could develop new indicators related to gender 634 
inequality in energy, environmental quality, and natural resources. These new indicators could 635 
measure the extent to which women and men can benefit from equal access to green or clean 636 
energy and energy efficiency technologies and measure how women and men can benefit from 637 
equal environmental quality and natural resources access. 638 
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Table 4.  The use of variables by literature 

  GDP Gender gap pay 
Electric power 

consumption/Energy 
Globalisation  Urbanisation 

 Impact on environmental degradation/CO2 emissions 
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Authors Positive Negative Positive Negative Positive Negative Positive Negative Positive Negative 

Koengkan 
&Fuinhas 

(2020) 
 

 
N.A N.A 

 
 N.A N.A 

 
 

Adedoyin 
et al. 

(2020)  
 N.A N.A 

 
 N.A N.A N.A N.A 

Chishti 
et al. 

(2020)  
 N.A N.A N.A N.A  

 
N.A N.A 

Yazdi and 
Dariani 
(2020)  

 N.A N.A 
 

 
 

 
 

 

Muhamm
ad et al. 
(2020) 

 
 

N.A N.A 
 

  
 

 
 

Salahuddi
n et al. 
(2019)  

 N.A N.A 
 

 
 

  
 

Koengkan 
(2018)  

 N.A N.A 
 

  
 

N.A N.A 

Fuinhas 
et al. 

(2017)  
 N.A N.A 

 
 N.A N.A N.A N.A 

Aye & 
Edoja 
(2017) 

 
 

N.A N.A 
 

 N.A N.A N.A N.A 

Poumany
vong & 
Kaneko 
(2010) 

 
 N.A N.A 

 
 N.A N.A  

 

Notes: N.A denotes not available; the icon with red colour means that the variable increase the 
environmental degradation/CO2 emissions, while in green colour means a decrease in environmental 
degradation/CO2 emissions.  
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Table 5. Descriptive statistics 

Variables 
Descriptive Statistics 

 
Obs. Mean Std.-Dev. Min. Max. 

LogCO2_pc 364 -1.3195 0.4227 -2.4003 -0.0069 
LogGDP_pc 364   10.2976 0.3546 9.1613 11.0319 
LogGPG 245 2.6216 0.4980 -0.9162 3.2958 
LogENE_pc 364 8.7303 0.4550 7.8923 9.7561 
LogGLOBA 360 5.0204 0.1314 4.4220 5.1882 
LogURBA 364 4.2555 0.1714 3.8809 4.5841 
Notes: The Stata command sum was used; "Log" denote variables in natural logarithms; Obs. denotes 
the number of observations in the model; Std.-Dev. denotes the Standard Deviation; Min. and Max. 
denote Minimum and Maximum, respectively. 
 744 
Table 6. Shapiro-Wilk W-test for normal data 

Variables Obs. W V Z Prob>z 
Resid 245 0.9218 13.930 6.122 0.0000 
Notes: The command sktest of Stata was used. The null hypothesis of this test is the presence of 
normality. 
 745 
Table 7. Skewness/Kurtosis tests for Normality 

Variables Obs. Pr(Skewness) Pr(Kurtosis) adj chi2(2) Prob>Chi2 
Resid 245 0.0000 0.0000 44.15 0.0000 
Notes: The command sktest of Stata was used. The null hypothesis of this test is that the data is normally 
distributed. 
 746 

 747 
Table 9. Pesaran CD-test 

Variables CD-test  
LogCO2_pc 44.47 *** 
LogGDP_pc 41.74 *** 
LogENE_pc 27.15 *** 
LogGLOBA 46.80 *** 
LogURBA 6.58 *** 

Notes: The Stata command xtcd was used; "Log" denote variables in natural logarithms; *** denotes 
statistical significance at the 1% level. 
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Table 8. VIF-test 
Variables VIF 1/VIF Mean VIF 

LogCO2_pc 
LogGDP_pc 3.19 0.3134 

2.62 
LogGPG 1.60 0.6230 
LogENE_pc 3.32 0.3016 
LogGLOBA 3.00 0.3337 
LogURBA 2.01 0.4967 
Notes: The Stata command estat vif was used; "Log" denotes variables in natural logarithms. 



Table 10. Panel Unit Root test (CIPS-test) 

Variables 
Panel Unit Root test (CIPS) (Zt-bar) 

Without trend With trend 
Lags Zt-bar Zt-bar 

LogCO2_pc 1 1.908  2.239  
LogGDP_pc 1 4.019  1.972  
LogGPG 1 0.450  -2.665 *** 
LogENE_pc 1 0.090  2.317  
LogGLOBA 1 0.745  -0.690  
LogURBA 1 1.842  5.367  
Notes: The Stata command multipurt was used; "Log" denotes variables in natural logarithms; the 
null for CIPS test is series have unit root; the lag length (1) and trend were used in this test; *** 
denotes statistically significant at the 1% level. 
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Table 11. Westerlund cointegration test between LogCO2_pc, LogGDP_pc, LogENE_pc, 
LogGLOBA, and LogURBA. 

Statistics Value Z value p-value Robust p-value 
Gt -2.594 1.114 0.867 0.249 
Ga -3.997 5.786 1.000 0.996 
Pt -6.100 3.734 1.000 0.799 
Pa -3.851 4.362 1.000 0.927 

Notes: The Stata command xtwest was used. Bootstrapping regression with 800 reps. H0: No 
cointegration; H1 Gt and Ga test the cointegration for each country individually, and Pt and Pa test 
the cointegration of the panel as a whole. 

 750 
Table 12. Hausman test 

chi2(5) =39.58 *** 
Notes: The Stata command hausman (with the options, sigmamore) was used; *** denotes 
statistically significant at the 1% level. The null hypothesis of this test is that the difference in 
coefficients is not systematic, where the random effects are the most sustainable estimator. 
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Table 13. Bias-corrected LM-based test 

Variables LM(k)-stat p-value 
LogCO2_PC 4.69 0.000  
LogGDP_PC 3.75 0.000  
LogGPG 1.65 0.099  
LogENE_PC 3.66 0.000  
LogGLOBA 3.49 0.000  
LogURBA 1.89 0.059  
Notes: The Stata command xtqptest was used; "Log" denotes variables in natural logarithms; under 
H0, LM(k) ~ N(0,1). The null hypothesis of this test is the non-presence of serial correlation of order 
k. 
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Table 15. Fixed effects model estimation 

Independent variables 
Dependent variable (LogCO2_pc) 

FE FE Robust FE D.-K. 
LogGDP_pc -1.0857 *** *** *** 
LogGPG 0.0724 *** ** *** 
LogENE_pc 0.8411 *** ** *** 
LogGLOBA -0.7349 *** * *** 
LogURBA -2.6354 *** ** *** 
Constant  17.2428 *** *** *** 
Obs 245 245 245 
Notes: The Stata command xtreg was used; ***, **, * denotes statistically significant at the 1%, 5%, 
and 10% levels, respectively; "Log" denotes variables in natural logarithms. 
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Table 17. Post-estimation tests for fixed effects model 

Statistics 
Modified Wald test Wooldridge test Pesaran's test 

Breusch and Pagan 
Lagrangian Multiplier 

test 
chi2 (14) =502.26*** F(1,13) =12.856** 23.423*** N.A 

Notes: *** denotes statistically significant at 1% level; H0 of Modified Wald test: sigma(i)^2 = 
sigma^2 for all i; H0 of Wooldridge test: no first-order autocorrelation; H0 of Pesaran's test: residuals 
are not correlated; H0 of Breusch and Pagan Lagrangian Multiplier test: no dependence between the 
residuals; N.A denotes not available. 
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