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Abstract

We propose a new Dynamic Multicriteria Alternative Routing (DMAR)
method that applies to reservation-oriented networks. DMAR combines a dynamic
alternative routing scheme with a periodic update of alternative paths according to
a multicriteria algorithm that aims to balance the traffic between traffic flows in sin-
gle service networks and also between services in multi-service environments. We
conducted extensive simulations to compare the performance of DMAR with that
of other reference alternative routing schemes in single and multi-service networks
with several topologies and load scenarios, namely with non-sta-tionary traffic. We
show that DMAR efficiently adjusts to traffic changes while often presenting better
network performance than the reference alternative routing schemes, particularly
in the multicriteria sense.

keywords: Multicriteria Optimization, QoS Routing, Dynamic Alternative
Routing, Multi-service Networks, Blocking Probability, Implied Costs

1 Introduction
Reservation-oriented networks require a service request to meet a certain ser-
vice guarantee before the request is admitted to the network. Most commonly
known reservation-oriented networks are voice telephone circuit-switched networks
and optical networks. Recent technologies such as multiprotocol label switching
(MPLS) networks and software-defined networks (SDN) have the ability to provide
reservation-oriented services that require service guarantees. While dynamic rout-
ing for reservation-oriented networks has received a lot of attention in the past three
decades (starting with circuit-switched networks) to improve network performance, we
found that certain aspects of dynamic routing in reservation-oriented networks have re-
mained unexplored. For instance, how does the network perform when multiple criteria
are considered? How about when multiple services are offered? How is the network
traffic dynamism adapted by a dynamic routing scheme? Exploring this problem space
spanning these three dimensions, we propose a dynamic multicriteria alternative rout-
ing (DMAR) scheme, along with its performance assessment.
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More specifically, the contribution of our dynamic routing scheme is a combina-
tion of an event-dependent dynamic alternative routing scheme with a periodic update
of alternative paths according to a multicriteria routing algorithm, in an attempt to si-
multaneously guarantee an efficient management of resources and a more equitable
overall quality of service. The formulation of the routing problem for single service
networks considers the minimization of the mean network blocking probability and of
the maximal point-to-point blocking probability, and the formulation for multi-service
networks aims at minimizing the bandwidth denial ratio (BDR) and the maximal ser-
vice mean blocking probability. In this context, the purpose of the routing scheme
proposed in this work is to periodically calculate a set of paths for the entire network
that represent a compromise solution among the objective functions.

1.1 Background and Related Work
Dynamic alternative routing has been proposed as a way to improve network perfor-
mance by allowing a second chance to a connection whose first choice path does not
have the available resources to meet its QoS requirements. This routing strategy is
mainly suited for metro and wide-area backbone networks with a fully or nearly-fully
meshed topology where there is a set of admissible paths (instead of a single one) to be
used.

Dynamic alternative routing has been widely studied and implemented in circuit-
switched networks [1, 2, 3] as a way to improve network performance. It has also been
more recently proposed in [4, 5] and suggested for several networking technologies
such as ATM [6], optical networks [4, 7, 8, 9], IP networks [10] and MPLS networks
[11, 12, 13]. The requirements for the use of dynamic routing in an MPLS environment
are explained in detail in [13].

Dynamic Alternative Routing (DAR) [2] is an event-de-pendent scheme working
as follows: a connection is offered to the first choice path (usually the direct-link path)
and, if there are no available resources, the connection may overflow to a randomly
chosen alternative path. If this alternative path fails, a new alternative path to be used
in future incoming requests is randomly selected from within a set of admissible alter-
native paths, using the sticky random principle. DAR is particularly attractive because
it is simple and based on local information, allowing the network to efficiently adjust
to changes. For this reason, DAR was implemented by British Telecom (BT) and it has
been proposed for several network technologies such as ATM [6], optical [7], IP [10]
and MPLS [11, 12].

DAR was originally designed for fully meshed networks. Adaptive Alternative
Routing (AAR) is presented in [7] as an adaptation of DAR to generic topology optical
networks where the first choice path is the shortest path and a pool of variable size of
alternative paths is tried in a set of different topologies. In this case, multiple alternative
paths may be attempted by each call due to the use of the crankback feature. However,
the sparser the network, the bigger the setup time that is experienced.

The approaches discussed so far are based on a single criterion such as to maximize
carried traffic. However, in many situations, a selection of a path may need to be based
on multiple criteria. The use of a multicriteria formulation enables to take advantage
of the trade-offs between the objective functions explicitly involved in the problem in
order to choose in each case appropriate non-dominated solutions. A non-dominated
solution, or a Pareto optimal solution, is a feasible solution such that there is no other
feasible solution which improves one objective function without worsening the value
of any other objective. A state of the art review on multicriteria routing and network
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design models in telecommunications networks is presented in [14].
The single criterion behind the classical alternative routing methods such as DAR is

the maximization of the carried traffic. However, it typically leads to a higher maximal
point-to-point blocking probability value in a single service network model, and it does
not guarantee equity in the quality of service provided to the various services in a multi-
service model. An attempt to solve this problem is proposed with Multiple Objective
Dynamic Routing method (MODR), defined for single and multi-service networks in
[15] and [16], respectively. Work in [13] proposes a simplified version of MODR
for multi-service networks, herein designated by Simplified MODR (SMODR), more
suitable for a realistic network environment as the computational effort is very much
reduced while good results can still be reached.

The main idea with MODR is to periodically calculate the “best” set of single alter-
native paths that represent a compromise solution among the objective functions. The
formulation of the routing problem of MODR for single service networks considers
two objectives: the minimization of the mean network blocking probability and the
minimization of the maximal point-to-point blocking probability. On the other hand,
for multi-service networks, a hierarchy with two optimization levels is considered: the
high priority network level objective functions aim at maximizing the network expected
revenue and minimizing the maximal service mean blocking probability; the less prior-
ity service level objective functions aim to minimize the service mean blocking prob-
abilities and the maximal point-to-point blocking probability for each service. MODR
is solved through a heuristic approach based on an exact bicriteria shortest path algo-
rithm using blocking probabilities and implied costs [17, 15], where the implied costs
measure the impact in terms of traffic loss due to a reduction in the available capacity
upon the acceptance of a connection, and their minimization tends to an increase in the
carried traffic.

In real networks where the traffic is intrinsically dynamic, a better network perfor-
mance could be achieved with a scheme where the spreading of the overflow traffic
(that could not be handled by the first choice path) across multiple alternative paths is
allowed (as opposed to MODR with a single alternative path) to overcome situations of
traffic unbalance. We posit that a set of potentially alternative paths periodically deter-
mined via a bicriteria algorithm according to the state of the network and in association
with an event-dependent routing behavior would allow to better cope with diverse net-
work topologies and changes in the traffic patterns while ensuring the fulfillment of
QoS requirements, until a new set of paths is discovered in the following path update
instant.

1.2 Our contributions
Our work proposes Dynamic Multicriteria Alternative Routing (DMAR), a routing
scheme inspired by DAR and MODR. DMAR is based on a path caching mechanism
and an event-dependent alternative routing strategy similar to DAR where path caching
is periodically updated according to the state of the network by a bicriteria routing
algorithm. The two metrics used for bicriteria are blocking probabilities and implied
costs. As an adaptation to a generic topology, the first choice path is the shortest path
such as in AAR. To properly validate if DMAR may represent an added value in real
networks, the network performance of DMAR is evaluated in this work against the
performance of DAR and MODR in a diversified simulation environment in terms of i)
network model (single service and multi-service), ii) network topology (fully meshed
and sparser) and iii) traffic matrices (with stationary and dynamic traffic).
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2 The Dynamic Multicriteria Alternative Routing
(DMAR) Method

DMAR combines a centralized periodic state-dependent strategy like in MODR (and
Dynamically Controlled Routing (DCR) [3]) with an event-dependent strategy like in
DAR. As in MODR, a centralized routing processor periodically (every path update in-
terval) estimates the offered traffic matrix for the following interval based on real-time
measurements and performs, via a bicriteria routing algorithm based on fixed-point it-
erators, the computation of the new routing tables which are afterwards communicated
to each originating node. The time it takes to process all these data is assumed as neg-
ligible when compared with the path update interval. Between path update instants,
DMAR works similarly to DAR, and the alternative paths are locally updated on the
basis of whether calls succeed or fail. DAR additionally employs trunk reservation as a
first choice path protection mechanism while the heuristics of DMAR and MODR elim-
inate alternative paths. To assure the convergence of the fixed-point iterators in DMAR
where multiple alternative paths are allowed, it was necessary to resort to heavy damp-
ening techniques. Comparing with MODR, the heuristic of DMAR solves a problem
with a larger solutions space being computationally more demanding.

2.1 Single Service DMAR
We first start by presenting our single service DMAR approach. Consider a single
service network model (S = {S1}) where N = {1,2, . . . , |N|} is the nodes set. For a
given time instant t, let Pt be the network routing plan which is constituted by the
set of paths for the entire network, at

i j be the offered load between nodes i and j and
Bt

i j be the average end-to-end blocking probability that is experienced by a connection
being routed from node i to node j. The computation of the blocking probabilities
is based on a fixed-point iterator as in [15], extended to multiple alternative paths in
[18], as a function of a particular routing plan, offered traffic matrix, network topology
and links capacity (assuming Poissonian arrivals and statistical independence in the
blocking of the links). The blocking probability on each link is calculated by applying
the Erlang B formula. Additional details are described in [18]. The mean network
blocking probability experienced by a connection in time instant t is given by Bt =

∑i, j∈N at
i jB

t
i j/∑i, j∈N at

i j and the formalization of the DMAR bicriteria routing problem
for the single service case is:

(Problem P1)

min
Pt

B = Bt (1)

min
Pt

Bmax = max
i, j∈N

Bt
i j (2)

s.t. equations of the traffic model enabling to calculate
{Bt

i j} in terms of {at
i j} and Pt as described in [18].

The purpose of DMAR in the single service network model is thus to periodically
find the set of alternative paths that represent a good compromise solution in terms of
the following network performance metrics: mean network blocking probability B and
maximal point-to-point blocking probability Bmax.

Discovering the “best” routing plan in the scope of DMAR can be computa-
tionally intensive. For the case of a fully meshed network, each pair of nodes can
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have ∑
N−2
i=0 C(N − 2, i) possible sets of disjoint alternative paths, where C(n, p) =

n!/(p!(n− p)!) and N is the number of nodes in the network. Considering that the so-
lutions space includes the set of alternative paths for all N ∗(N−1) node pairs, the solu-

tions space for the single service routing problem includes
(
∑

N−2
i=0 C(N−2, i)

)N∗(N−1)

different solutions. To cope with this complexity we use a heuristic based on an exact
bicriteria shortest path algorithm.

The bicriteria shortest path strategy for DMAR uses two metrics for each link lk:
i) the implied costs m1

k , and ii) the blocking probabilities m2
k = − log(1−Bk), where

the log is used to transform the blocking probability in each link, Bk, into an additive
metric. The computation of the implied costs is based on a fixed-point iterator as in
[15], adapted by the authors in [18] to multiple alternative paths. Let Pi j be the set of
paths between a given pair of end nodes (i, j). For each path p∈Pi j, consider that Lp
denotes the set of links lk used by this path. The problem formulation for the bicriteria
shortest path algorithm is as follows:

min
p∈Pi j

mu = ∑
lk∈Lp

mu
k , u = 1,2. (3)

Note that minimizing the path implied costs tends to minimize the mean network block-
ing probability while minimizing blocking in paths tends to minimize the maximal
point-to-point blocking probability.

Consider further that d is the bandwidth required by a connection on each link and
that nAltPaths is the maximum number of alternative paths allowed for pair (i, j). The
BSPA procedure is depicted in Algorithm 1.

Algorithm 1 - BSPA Procedure (i, j, nAltPaths)

1. Compute the relative weights of m1 and m2, α1 and α2: α1×M2 = α2×M1 ∧
α1 +α2 = 1, where M1 and M2 are the average values for each metric, respec-
tively. These relative weights intend to give no preference to any of the metrics.

2. Calculate Pi j =
{

p1
i j, . . . , pM

i j

}
, where Pi j corresponds to the set of M two-arcs

link disjoint alternative paths for pair i→ j with an implied cost value lower than
d.

3. Sort the paths in Pi j in ascending order of their euclidean distance to the ideal

global optimal (which, in this case, is (0,0)):
√

∑
2
u=1 (αu×mu)2.

4. If (M > nAltPaths) Pi j =
{

p1
i j, . . . , pnAltPaths

i j

}
, where Pi j corresponds to the

first nAltPaths paths in the previously ordered set.

5. Pi j is used as the new set of alternative paths for pair i→ j.

In each path update instant, the alternative paths for each pair of nodes in the single
service network are determined according to the heuristic specified in Algorithm 2.
Every time instant t = {nT : n = 1,2, ...}, where T is the path update interval, the two
link metrics m1 and m2 are calculated considering the set of initial paths P

n
for the

nth path update time instant and using a moving average traffic matrix estimate An.
By definition, any path whose implied cost is higher than the revenue that it generates
should not be used. The revenue was considered equal to d and, in the particular case
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of this work, it is assumed that each link has a capacity in units of bandwidth. A
starting point for the heuristic of DMAR in order to achieve a good performance in
terms of carried traffic is the sequential removal from the routing plan of the alternative
path with the highest implied cost. In fact, the implied costs have already shown to be
very effective in conducting to a good network performance in terms of carried traffic
[17]. However, this is usually at the expenses of high maximal point-to-point blocking
probability.

After the removal of the alternative paths with high implied cost, it is given priority
(in terms of search for new alternative paths) to the pairs of end nodes responsible for
the highest values of point-to-point blocking probabilities. A simple approach consists
in sorting all pairs of end nodes (i, j) in descending order of their point-to-point block-
ing probabilities Bi j. Considering Ma

i j as the number of paths for pair (i, j) in the set
of paths of the current solution P

a
, the search for a new set of alternative paths for

that pair is done according to the bicriteria shortest path algorithm (BSPA), depicted in
Algorithm 1.

In BSPA the alternative paths to test in the new solution correspond to the first
nAltPaths paths within the set of paths with an implied cost value lower than d and
sorted by ascending order of the euclidean distance to the ideal global optimum. This
is an improved version of MMRA, the bicriteria shortest path algorithm in the MODR
scheme. MMRA defines preference regions in the objective functions space, whose
boundaries vary dynamically reflecting the network conditions, and the single alterna-
tive path to test in the new solution is the first solution to be found in the higher priority
region, excluding the fixed first choice path.

Every newly discovered solution is compared against the “best”solution (P
∗
) so

far. The comparison criterion considers the best solution to be the one presenting the
highest ratio of improvement in one objective, with the least degradation on the other.
With this criterion and considering only the last solution found during the heuristic ex-
ecution time, it is possible to reach a situation where the initial and final solutions are
non-dominated, while a solution that dominates the initial solution has been found by
the heuristic. For example, let’s consider the following sequence of three tested solu-
tions

(
B1,B1

max
)
=(0.03,0.3),

(
B2,B2

max
)
=(0.032,0.27),

(
B3,B3

max
)
=(0.029,0.29).

In this case, the final solution chosen by DMAR is the second one (while the third so-
lution dominates the first solution). This limitation is acknowledged and accepted for
the sake of simplicity.

2.2 DMAR-S
We now present DMAR as applicable to multi-service networks (DMAR-S). Consider
a multi-service network model (S =

{
S1,S2, . . . ,S|S|

}
) where N = {1,2, . . . , |N|} is the

nodes set. For a given time instant t, let Pt be the network routing plan, ats
i j be the load

offered by service s between nodes i and j, ds be the bandwidth required by a service s
connection on each link and Bts

i j be the average end-to-end blocking probability that is
experienced by a service s connection being routed from node i to node j. The blocking
probability on each link is calculated according to the methods in [19, 20]. More details
can be seen in [18]. Then, the mean network blocking probability experienced by a
service s connection in time instant t is given by Bts = ∑i, j∈N ats

i jB
ts
i j/∑i, j∈N ats

i j and the
formalization of the DMAR bicriteria routing problem for the multi-service case is to
consider minimization of bandwidth denial ratio (BDR) and minimization of maximum
service blocking:
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Algorithm 2 - DMAR

1. ∀i, j ∈ N, Pa
i j = P

∗
= P

n

2. Calculate m1, m2, B and Bmax, for P
a

using the An estimate

3. minB← B, minBmax← Bmax, cycle← 0, change← 0

4. Identify K , the set of pairs of nodes for which there is no two-links path with
enough available bandwidth to carry all the blocked traffic in case of fixed routing
(direct routing, for a fully meshed network)

5. While (cycle < change+2)

(a) maxCost← d

(b) While ( maxCost ≥ d ) do

(i) ∀i, j ∈ N, calculate maxCosti j = maxpm∈Pa
i j\{p1} cpm

(ii) Calculate maxCost = maxi, j∈N maxCosti j

(iii) If (maxCost ≥ d)
(A) Identify the pair (i, j) which is responsible for the value of

maxCost
(B) Calculate the new P

a
by eliminating from Pa

i j and Pa
ji the alter-

native path that is responsible for the value of maxCost
(C) Calculate m1, m2, B and Bmax, for An and the new P

a

(D) ratioB= (minB−B)/minB
(E) ratioBmax = (minBmax−Bmax)/minBmax

(F) If (ratioB + ratioBmax > 0)
• minB← B, minBmax← Bmax

• change← cycle, P
∗←P

a

(c) Sort the pairs of nodes in descending order of Bi j, where Bi j is calculated
according to eq. 8 in [18]

(d) For (order = 1; order ≤ N ∗ (N−1)/2; order ++)

(i) Identify the pair of nodes (i, j) for which Bi j has the orderth highest
value

(ii) nAltPath← N - 1
(iii) If (Bi j ≤ B ∧ (i, j) /∈K )

• nAltPath←Ma
i j - 1

• If(nAltPath==0) nAltPath=1;

(iv) P
a
= P

a\
{
Pi j ∪P ji

}
∪
{

P
BSPA(i, j,nAltPath)
i j ∪P

BSPA( j,i,nAltPath)
ji

}
,

where BSPA (Algorithm 1) determines the set of alternative paths for
pair (i, j) in the new solution

(v) Calculate m1, m2, B and Bmax, for An and the new P
a

(vi) ratioB= (minB−B)/minB
(vii) ratioBmax = (minBmax−Bmax)/minBmax

(viii) If (ratioB + ratioBmax > 0)
• minB← B, minBmax← Bmax

• change← cycle, P
∗←P

a

(e) cycle← cycle + 1

6. P
n+1←P

∗
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(Problem PS)

min
Pt

BDR =
∑s∈S ∑i, j∈N ats

i jB
ts
i jd

s

∑s∈S ∑i, j∈N ats
i jds (4)

min
Pt

maxB = max
s∈S

Bts (5)

s.t. equations of the traffic model enabling to calculate
{Bts

i j} in terms of {ats
i j} and Pt as described in [18].

Note that the typical single objective in classical alternative routing methods is
the maximization of the carried traffic that does not guarantee the fairest traffic man-
agement among different services, measured by the maximal service mean blocking
probability. The purpose of DMAR in the multi-service network model is thus to find
a good compromise solution in terms of the mean bandwidth denial ratio BDR [11]
and the maximal service mean blocking probability maxB. Note that the calculation
of BDR takes into account the effect of having services with different bandwidths all
attempting to access the same network resources.

We now emphasize the difference in terms of routing problem formulation between
DMAR and MODR for the multi-service case. While DMAR attempts to find good
compromise solutions between BDR and maxB, the formulation of MODR considers
a hierarchy with two optimization levels: the more priority network level objective is
the same as in DMAR; the less priority service level objective functions aim to mini-
mize the service mean blocking probabilities and the maximal point-to-point blocking
probability for each service.

The heuristic for DMAR-S is presented in Algorithm 3 and it results from the ex-
tension of Algorithm 2 to a multi-service network, through the replacement of B by
BDR and Bmax by maxB.

Algorithm 3 - DMAR-S

1. steps 1-4 in Algorithm 2, considering all services

2. While (cycle < change+2)

(a) For (s = 1; s ≤ |S|; s ++) // runs through all services s ∈ S

i. steps 5(a) - 5(e) in Algorithm 2 for service s

3. step 6 in Algorithm 2

3 Performance Evaluation
We now report on conducting studies on performance of DMAR against the perfor-
mance of DAR and MODR in a biobjective sense to validate whether the use of DMAR
may represent an added value. Both DMAR and DAR allow a set of alternative paths
to be used for each pair of nodes. However, while DAR has a fixed set of alternative
paths and it applies a trunk reservation mechanism in each link (

√
capacity/2) [7])

to deal with congestion situations, DMAR periodically calculates through a bicriteria
routing algorithm and according to the state of the network the alternative paths to use
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in the following time interval. On the other hand, the comparison between MODR
and DMAR sheds light into performance differences concerning the potential use of a
single or multiple alternative paths to share the overflow traffic for each pair of nodes.

This performance study is done in diversified scenarios namely in different network
models (single service and multi-service) and topologies (fully meshed and sparser
networks) in several load situations, with both stationary and dynamic traffic patterns,
which were obtained based on a voice service traffic pattern made available for a 24
hours period, courtesy of Sprint [21]. The traffic patterns used in this study are de-
scribed later in Appendix A and they are used for five test network scenarios (derived
from a 10-node network) as described in Appendix B, where Networks A, B and C
are used for studying the single-service case, while Networks D and E are used for
studying the multi-service case.

Recall that alternative routing is often studied and applied to fully meshed net-
works, where the first choice path is the direct link and there are N − 2 alternative
paths. However, in sparse topologies, the first choice path may not necessarily be the
direct link for every node pair, the number of alternative paths may not be N− 2 and
the maximum allowed size for the admissible paths may be difficult to establish. Thus,
we evaluated DMAR in both these two types of topologies.

It is also important to analyze the performance dependency of the routing methods
for different traffic matrices. Global congestion situations evaluate if the routing meth-
ods are capable of avoiding the network performance degradation due to the excessive
use of alternative (usually longer) paths. On the other hand, a dynamic traffic pattern is
the most effective way to test a dynamic routing strategy as it represents a more realistic
network environment.

We used an existing discrete-event connection simulator [22, 23], written using
the CSIM package [24]. By extending this simulator, we implemented our scheme
to evaluate its network performance. This simulator provides generators of stationary
and dynamic traffic, namely for sinusoidal behavior in the latter case, and it allows
the definition of a multi-service environment. The following is assumed: all traffic
flows are homogeneous Poissonian and independent and service times are negative
exponentially distributed. For each simulation scenario, 5 independent simulation runs
were performed.

A typical value in circuit-switched networks for the path update interval is 10 sec-
onds. However, to reduce the computational effort in this study, DMAR and MODR
periodically calculate, every 1 minute, the routing plan to be used in the next time in-
terval according to an estimated offered traffic matrix. In the simulator, the estimated
offered traffic x̃ in the nth time interval for traffic flow f is obtained from an estimate
X̃ f (n− 1) of the offered traffic in the previous interval calculated from on-line mea-
surements, for the same traffic flow, by using a first order moving average iteration:
x̃ f (n) = (1−b)x̃ f (n−1)+bX̃ f (n−1) with b = 0.9.

3.1 Single service network model
Single service test networks were engineered with a single service with the required
bandwidth d = 1 and an average call duration of 1 minute, representative of voice.

3.1.1 Stationary Traffic Matrices

Often in the literature, a dynamic routing scheme has been tested by generating sta-
tionary traffic although this does not represent a realistic situation; we also do so for
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Figure 1: Network A - Nominal load and global congestion (10% and 20%).

the baseline study. Results for more realistic dynamic traffic are presented later in
Section 3.1.2.

We begin with the comparative performance of DMAR, DAR and MODR in two
10-node networks (Network A and B) with different topologies (fully meshed and
sparser, respectively) presented in Table 2 in Appendix B, and for a set of stationary
traffic matrices inspired by a voice service traffic pattern for one of the busiest hours
in [21] (see “BH” traffic in Table 1 in Appendix A.1). The reference traffic matrix
is herein designated by the nominal load situation and its performance is compared
against 10% and 20% global congestion situations in Figures 1 and 2 for Networks A
and B, respectively.

We represent the bicriteria nature of DMAR and MODR methods using Cartesian
graphs where the axis correspond to each of the objective functions considered. The
simulation results in Figures 1 and 2 for the network performance, measured in terms
of B and Bmax, as well as all the following simulation results are the midpoints of the
confidence intervals calculated with a 95% confidence level and obtained using the
method of independent replications.

We observe that for the nominal load situation, DMAR performs better (lower B
and Bmax) than DAR and MODR in both fully meshed (A) and sparser (B) networks.
In regard to 10% and 20% overloaded situations, we observe that the values of Bmax
obtained with DMAR are significantly lower than the ones obtained with DAR and the
B values of DMAR are slightly higher than the corresponding values of DAR. However,
the average B values of DMAR are within the 95% confidence interval of the B values
for DAR; therefore, they are comparable. It may be noted that MODR was not found
to be the method with the best value either for B, or Bmax.
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Figure 2: Network B - Nominal load and global congestion (10% and 20%).

3.1.2 Dynamic Traffic Matrices

To understand how traffic fluctuations affect the routing methods performance we now
present results for dynamic traffic matrices, following the sinusoidal-based dynamic
traffic model described in Appendix A.1. Figure 3 shows the offered traffic curves for
a scenario where the traffic offered by each node to any other node follows a sinusoidal
waveform with the average (Avg) equal to the “BH” value with a peak amplitude (A)
of 5% of that value, and wave periods (T) of 117, 101 and 128 minutes, sequentially
assigned according to the ordered list of node pairs. Figure 4 shows the total offered
traffic curve for the 5% and 10% peak amplitude variation cases.

Because the traffic pattern varies over time, the results presented next correspond
to 24-hours simulations, where the first 4 hours correspond to a warmup period (which
is discarded from the analysis). Consequently, the performance results in Figures 5-6
and 7-8 for Networks A and B, respectively, correspond to the ]4,24]h=]14400,86400]s
period. Each 15 minutes interval B and Bmax are calculated and the curves in figures
result from linear interpolation between the mean values of B and Bmax, respectively,
for 5 simulation runs. Note also in the legends the identification of the pair of nodes
responsible for the value of Bmax for each of the methods. We observe that the per-
formance of DMAR is the best for Network A in both 5% and 10% peak amplitude
situations. For Network B, in both situations, the curve of B tends to be slightly better
for DAR in the peak values at the expense of much worse Bmax values.

To test the routing methods in a more realistic and challenging environment, the “7
BHs” traffic scenario in Appendix A.1 considers the mapping into sinusoidal waves of
the Sprint offered traffic matrices for the seven busiest hours period (]10,17]h). Figure 9
shows the offered traffic curves for this scenario. The total offered traffic and the traffic
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Figure 3: Offered traffic curves (per pair of nodes and total value) for the dynamic
traffic with A=5%.
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Figure 4: Offered traffic curves for the dynamic traffic with A=5% and A=10%.
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Figure 9: Offered traffic curves (per pair of nodes and total value) for the “7 BHs”
traffic.

corresponding to the more demanding pairs of nodes are highlighted in the legend. This
traffic was tested in Network C (see Table 2 in Appendix B). The performance results
in Figure 10 indicate that DMAR presents the best performance for both metrics.

Note also in Figure 10 the much worse comparative performance of B curve
for the MODR method in some time intervals ([14400,16200]s, [21600,28800]s and
[36900,38700]s). The reason is that MODR only allows a single alternative path for
each pair of nodes and there is no single alternative path capable of carrying the over-
flow traffic of pair 7-9 (the pair responsible for the Bmax curve and that in average offers
more traffic to the network) in the mentioned intervals. In fact, the worse performance
occurs in the time intervals corresponding to the peaks of offered load to pair 7-9.

To test this assumption, a modification to MODR (herein designated as MODR+)
was considered: in the beginning of each path update instant, the links whose occu-
pation is higher than a threshold (99%) are marked as being congested and cannot be
used for alternative routing.

MODR+ was tested with a short path update interval (10 seconds) [25]. It is pos-
sible to conclude that the limitation of MODR was identified because the performance
curve of B for MODR+ is more similar to the ones of the remaining routing meth-
ods. This evidence further supports DMAR and the use of multiple alternative paths to
share overflow traffic. Note that, for consistency purposes the performance results for
MODR in Figure 10 concern a 1 minute path update interval. However, no significant
difference in terms of performance is identified between MODR with a 10 seconds and
a 1 minute path update interval.

3.2 Multi-service network model
The multi-service networks in this study were engineered with three services with the
required bandwidth d = [1,6,10] and call duration h= [1,5,10] minutes for services S1,
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S2 and S3, respectively. Similarly to the approach followed in the single service network
model, this simulation study includes several load situations, with both stationary and
dynamic traffic.

For the multi-service network model a simplified version of MODR (herein desig-
nated by Simplified MODR or SMODR) is used instead. SMODR was firstly proposed
in [13] and it is more adaptive than MODR to realistic multi-service network environ-
ments due to its reduced computational effort.

3.2.1 Stationary Traffic Matrices

The multi-service study begins by analyzing the performance of DMAR, DAR and
SMODR for Network D (see Table 2 in Appendix B) for a set of stationary traffic
matrices, namely for nominal load (“BH” traffic extended to multi-service, as defined
in Appendix A.2) as well as for 10% and 20% global congestion. Figure 11 shows that
DMAR presents the best performance (lower BDR and maxB values) in all the tested
scenarios. We observe that DMAR allows greater fairness among the different services
(smaller discrepancies in terms of the service mean blocking probability values for each
of the services) while DAR benefits services S1 and S2 with a much lower service mean
blocking probability in detriment of a much higher value for service S3. In fact, the
mean blocking probability of service S1 for DAR is so low in any of the load situations
that its value cannot be observed in the presented bar chart.

3.2.2 Dynamic Traffic Matrices

Multi-service networks present an increased challenge, specially in situations where
the traffic pattern varies in time. Figure 12 shows the performance results in Network
E (see Table 2 in Appendix B) for a traffic pattern based on the one exhibited by the
single service Sprint network during the seven busiest hours period, herein expanded to
multi-service, as described in A.2. Note in the legend the identification of the service
that is responsible for the value of maxB for each of the methods.

We observe that DMAR performs better than SMODR. Furthermore, DMAR gen-
erally presents the best performance in terms of a bicriteria approach when comparing
to DAR. Note that the biggest challenge when comparing with the performance of
DAR lies near t = 15000s, t = 30000s and t = 35000s, which correspond to the peaks
of the total offered traffic curve where the accuracy of the offered traffic estimates is
more critical. As already observed for the stationary traffic, Figure 12 also shows that
DMAR is the method guaranteeing greater fairness among the different services for the
dynamic traffic.

3.3 Summary of Key Observations
Based on our comprehensive studies presented above, we now summarize the key ob-
servations:

• For single service networks with stationary traffic, DMAR performs better than
both MODR and DAR for nominal load, while they are comparable in 10% to
20% overloaded situations.

• For single service networks with dynamic traffic, DMAR has better perfor-
mance for fully-mesh networks, while DMAR and DAR are comparable (DMAR
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presents higher B and lower Bmax than DAR) for nearly fully-mesh networks in
certain situations.

• For multi-service networks with stationary traffic, DMAR is found to perform
better than the other schemes and is also more fair.

• For multi-service networks with dynamic traffic, DMAR performs better than
the other schemes.

4 Conclusion
In this work, we consider reservation-oriented networks where dynamic alternative
routing schemes are employed. In particular, we propose DMAR, a new dynamic al-
ternative routing method with a multicriteria formulation. We first present DMAR for
single service and then expanded it for multi-service networks. Our scheme is ap-
plicable to generic topologies. We evaluated DMAR against other reference routing
schemes in a diversified simulation environment including several load scenarios like
global congestion situations and dynamic traffic patterns. The obtained results show
that DMAR efficiently adjusts to network changes while ensuring the satisfaction of
QoS requirements.
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A Traffic Matrices

A.1 Single service network
Traffic “BH” in Table 1 is based on a voice service whose traffic pattern was made
available by Sprint for the busiest hour for a 10-node network [21].

Table 1: Offered traffic matrices for the single service network.

O-D BH 7 BHs O-D BH 7 BHs
Avg A(%) T(h) ϕ(◦) Avg A(%) T(h) ϕ(◦)

1-2 358 289 30 5 0 3-10 750 649 21 4 -112.5
1-3 1137 978 22 5 0 4-5 1218 981 35 4 -112.5
1-4 299 255 23 5 0 4-6 921 775 25 4 -112.5
1-5 338 284 25 5 0 4-7 670 700 36 2 -135
1-6 990 823 27 5 0 4-8 323 282 22 4.5 -50
1-7 456 490 26 2.5 -234 4-9 361 404 34 2 -135
1-8 416 332 32 5 0 4-10 372 315 24 4 -112.5
1-9 238 254 32 2.5 -234 5-6 713 597 26 4 -112.5

1-10 529 434 28 5 0 5-7 557 680 14 2 -135
2-3 766 649 24 5 0 5-8 244 205 25 4 -112.5
2-4 520 441 30 4 -112.5 5-9 302 374 15 2 -135
2-5 378 311 28 5 0 5-10 359 302 25 4 -112.5
2-6 902 751 26 5 0 6-7 2417 2819 10 3 -300
2-7 399 413 33 2.5 -234 6-8 3375 2911 25 5 0
2-8 320 258 31 5 0 6-9 1210 1439 11 2 -135
2-9 227 233 35 2.5 -234 6-10 1679 1451 22 4 -112.5

2-10 513 421 29 4 -22.5 7-8 661 677 34 2.5 -234
3-4 1054 853 30 4 -112.5 7-9 2360 3714 33 4 -292.5
3-5 1466 1174 32 4 -112.5 7-10 620 606 38 2.5 -234
3-6 2215 1926 23 4 -112.5 8-9 467 576 15 2.5 -234
3-7 1375 1403 37 2 -135 8-10 621 516 27 5 0
3-8 835 728 21 4 -112.5 9-10 407 497 14 2.5 -234
3-9 745 770 35 2 -135

Dynamic traffic matrices present a time-varying traffic pattern that is mapped as a
sinusoidal wave for each pair of nodes by considering the following time-dependent
function: Traf(t) = Avg(1 + Asin(2π f t + ϕ)). The Sprint offered traffic matrices
for the seven busiest hours period ([10,17[h) inspired the mapping into the sinusoidal
waves defined as “7 BHs” in Table 1.
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A.2 Multi-service network
Work in [11] applies to multi-service networks with a load distribution based on an
actual service provider. This work was inspired by [11] leading to the following load
distribution: 5(S1):20(S2):75(S3). This study assumes that the base rate is the band-
width in use by service S1 and that all services require some multiple of this base rate.
The multi-service networks were thus engineered with three services with the required
bandwidth d=[1,6,10] for services S1, S2 and S3, respectively.

Traffic for service S1 is based on single service traffic. The traffic that is offered
to services S2 and S3 in every situation is such that maintains the load distribution
before mentioned. To reduce the simulation time, the average values used by each
service are affected by a multiplicative factor f=[1/3,2/9,1/2] for services S1, S2 and
S3, respectively. In the dynamic traffic case, the amplitude variation is also affected by
the same factor.

B Test Networks
Table 2 presents all the networks used in this study. The dimensioning of the single
service networks was done in a simplistic manner based on the Sprint offered traffic
matrices for the seven busiest hours period, assuming the use of direct routing and using
the inverse of Erlang B formula as first approach for a reference blocking probability
value.

Network A was adjusted by simulation based on the busiest hour traffic to get a
mean network blocking probability of approximately 1% for DAR.

Network C was dimensioned based on the traffic for the three time instants corre-
sponding to the peak values of the offered traffic in Figure 9, and using the fixed point
iterators in [18].

Network B is a sparser network and it resulted from the removal of approximately
10% (5 links) of the links in Network A (see Figure 13). The first choice path for
each of the pairs of nodes is fixed and the same regardless of the routing method.
The capacities of the links that are used in the two-arcs first choice paths are increased,
when compared with Network A, by the corresponding capacities of the removed links.

Multi-service networks D and E were obtained in a similar way as single service
networks A and C, respectively, and considering all the offered traffic as if it was single
service.
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Table 2: Networks A, B, C, D, E: links capacities.

O-D A B C D E O-D A B C D E
1-2 363 363 140 2405 2211 3-10 754 754 253 5015 4579
1-3 1105 1105 415 7600 7131 4-5 1108 1108 391 8410 6988
1-4 325 1215 119 2012 1918 4-6 890 - 302 6156 5475
1-5 356 812 133 2272 2141 4-7 809 809 311 6061 5192
1-6 940 1830 364 6643 6099 4-8 354 354 129 2196 2107
1-7 583 583 214 3919 3602 4-9 490 1020 184 3457 3020
1-8 411 411 161 2792 2541 4-10 392 392 131 2500 2267
1-9 324 780 121 2145 1930 5-6 699 - 237 4775 4241

1-10 523 523 201 3546 3267 5-7 788 - 267 4927 4813
2-3 754 754 284 5123 4790 5-8 268 1755 89 1645 1498
2-4 530 - 181 3641 3168 5-9 456 - 154 2741 2684
2-5 388 388 147 2538 2358 5-10 376 376 126 2411 2176
2-6 863 863 332 6035 5564 6-7 3025 3025 961 19614 18465
2-7 499 499 190 3489 3098 6-8 3121 3820 1222 23161 21190
2-8 328 328 127 2164 1983 6-9 1591 1591 538 10178 10017
2-9 300 830 114 2019 1789 6-10 1604 1604 545 11210 10120

2-10 507 507 195 3457 3167 7-8 784 1572 304 5756 5044
3-4 973 973 337 7049 6055 7-9 3948 3948 1095 31338 23915
3-5 1313 1313 461 9861 8318 7-10 708 708 281 5332 4576
3-6 2099 2099 720 15048 13417 8-9 676 676 232 4198 3906
3-7 1553 1553 609 12223 10332 8-10 612 612 233 4160 3853
3-8 839 839 281 5585 5118 9-10 591 591 201 3609 3554
3-9 884 884 339 6624 5695
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