Luis Carlos Vitoria dos Santos

Control and Estimation Strategies
for Robotic-Assisted Tele-Echography

Tese de doutoramento em Engenharia Electrotécnica e de Computadores, Ramo de Especializagdo em Automagdo e Robotica,
orientada pelo Senhor Professor Doutor Rui Pedro Duarte Cortesao
e apresentada ao Departamento de Engenharia Electrotécnica e de Computadores da Faculdade de Ciséncias e Tecnologia da Universidade de Coimbra

Setembro de 2016

UNIVERSIDADE DE COIMBRA






UNIVERSITY OF COIMBRA

Control and Estimation
Strategies for Robotic-Assisted
Tele-Echography

Ph.D. Thesis

Luis Carlos Vitéria dos Santos

September 2016

Advisor

Prof. Dr. Rui Pedro Duarte Cortesdo, University of Coimbra






Control and Estimation
Strategies for Robotic-Assisted
Tele-Echography

Ph.D. Thesis

Luis Carlos Vitéria dos Santos

September 2016



Copyright (© 2016 by Luis Carlos Vitéria dos Santos
All rights reserved



iii

to Preta






ABSTRACT

Medical ultrasound examination is one the most common medical
imaging procedures, being a crucial diagnostic tool for several medical
specialties. This procedure requires skilled and experienced physicians,
which might not always be available, especially in emergency scenarios
or in geographically remote areas. Furthermore, some tasks require the
physician to perform forceful and repetitive movements in uncomfort-
able body postures, leading to substantial prevalence of work-related
musculoskeletal disorders among sonographers. A robotic-assisted tele-
echography system pops up as a solution to these problems, where a
haptic device can be used to tele-control a robot manipulator for echo-
graphic inspection. To accomplish this, probe motion must accurately
replicate physician’s movements, either in free space or under contact
constraints, avoiding force peaks and jerky behaviors when moving from
free-space to contact and vice-versa.

This thesis addresses strategies and methodologies to develop a tele-
operation control architecture for robotic-assisted tele-echography, rely-
ing on computed-torque techniques, robot dynamics, contact stiffness
estimation and task space and null space designs. The slave manipulator
control architecture follows a hierarchical approach, where explicit Carte-
sian force control arises as the primary task while orientation control
is designed in the null space. This solution allows accurate orientation
control with compliant positioning, which resembles the physician be-
havior when handling the probe in a traditional ultrasound procedure.
Based on a 3D time-of-flight camera and force data, contact stiffness is
anticipated, allowing control adaptation before contact. This approach
is adequate for tele-echographic tasks since it reduces robot dynamics
before contact, enabling smooth transitions from free-space to contact
and vice-versa. Additionally, free space inertial forces are also eliminated
from the control loop, improving free space motion control. In contact,
the environment stiffness is estimated online using robot inertial proper-
ties and force data. A strong correlation between the perceived stiffness
and the effective mass exists, being this correlation used in the stiffness
estimation algorithm to improve force control performance. In this way,
the perceived stiffness can be seen, not as a well defined physical prop-
erty, but as a force control optimization parameter. The teleoperation
control architecture is validated in both clinical and non-clinical scenar-
ios. In the clinical experiment, a gynecologist performs a robotic-assisted
pelvic ultrasound examination in a healthy volunteer.






RESUMO

A ecografia é uma técnica de imagiologia médica comum e trans-
versal a vérias especialidades médicas. E um meio de diagnéstico que
requer médicos especialistas para a sua execugdo, os quais nem sempre
se encontram disponiveis, especialmente em locais com baixa densidade
populacional ou em situacdes de emergéncia. Para além da falta de espe-
cialistas, alguns exames requerem que os radiologistas exercam forcas
em posi¢des ndo naturais durante largos periodos de tempo, o que leva
a que haja uma elevada incidéncia de lesdes musculo-esqueléticas entre
a comunidade de radiologistas. Uma possivel solugdo para estes pro-
blemas é a utilizagdo de um sistema de tele-ecografia assistida por robo.
Ao controlar a sonda através de um dispositivo haptico, o radiologista
consegue efetuar o exame de forma similar ao procedimento tradicional,
mantendo a percecao das forgas que estd a exercer no paciente. Porém,
para esta solucdo ser adotada, a sonda tem que replicar fidedignamente
os movimento que o médico efetua no dispositivo hdptico, quer em
aproximagédo ao paciente em espago livre, quer em contacto com este. A
dindmica do robd deve ser adaptada ao tipo de exame, impondo limites
nas forgas aplicadas no paciente.

Ao longo desta tese vdo ser apresentadas as estratégias e metodo-
logias adotadas no desenvolvimento da arquitetura de controlo para
tele-ecografia assistida por robd. A arquitetura de controlo apresenta
uma estrutura hierdrquica, sendo o controlo explicito de forca a tarefa
com maior prioridade, permitindo impor uma dindmica de interagdo
adequada entre sonda e paciente. O controlo de orientacédo é efetuado
utilizando formalismo de controlo no espaco das juntas e no espaco da
tarefa, o que permite ultrapassar limitagdes presentes em solugdes de
controlo efetuado apenas no espaco da tarefa. O controlo de orientagdo
é considerado uma tarefa secundéria, sendo projetado no espago nulo.
A dindmica do manipulador é estabelecida através de uma camara 3D
tempo de voo e de um sensor de forca. Utilizando dados de distancia
e de forga, o contacto é antecipado, aumentando a rigidez do ambiente
no modelo do controlador em situagdes de pre-contacto. Esta estratégia
reduz a dindmica do rob6, permitindo uma transi¢do suave entre o movi-
mento em espaco livre e contacto (e vice-versa). Permite ainda eliminar
as forgas inerciais da malha de controlo, melhorando o desempenho do
sistema em espago livre. Em contacto, a rigidez é estimada em tempo
real, usando as propriedades inerciais do manipulador e dados de forga.
Existe uma correlagdo entre a massa efetiva e a rigidez percecionada pelo
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controlo, sendo esta correlacdo utilizada no algoritmo de estimagdo da
rigidez, o que permite melhorar o desempenho do controlador. Desta
forma, o parametro da rigidez deixa de ter um significado fisico claro,
passando a ser interpretado como um pardmetro de otimizac¢do do con-
trolo de forca. A arquitetura de tele-operagéo é validada clinicamente
por um médico ginecologista, efetuando uma tele-ecografia pélvica num
voluntério saudével.
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CHAPTER

INTRODUCTION

Research motivation and goals are presented in this Chapter, as well as

key contributions and the thesis structure.

1.1 Historical Perspective of Robotics

The idea of replacing humans by automated tools in mundane, dull or haz-
ardous tasks has its roots in ancient times. Already in ancient Greece, Aristotle

in his work Politics, wondered

" if every instrument could accomplish its own work, obeying or anticipating the
will of others, like the statues of Daedalus, or the tripods of Hephaestus, which, says
the poet, "of their own accord entered the assembly of the Gods; " if, in like manner,
the shuttle would weave and the plectrum touch the lyre without a hand to guide

them, chief workmen would not want servants, nor masters slaves.”

Robotics is the result of pursuing this dream.

The etymology of the word "robot" comes from the Czech word "robota",
meaning forced work, and was first used by the Czech playwright Karel Capek
in the play Rossum’s Universal Robots, where Rossum, a fictional character,
developed and mass-produced robots resembling humans to act as servants to
their makers. Eventually, the robots rebelled and wiped out humanity (Clarke
(1993)).




2 CHAPTER 1. INTRODUCTION

The word robotics was coined by Isaac Asimov, a biochemistry professor
who was also a science fiction novelist, and defined it as: "a science or art
involving both artificial intelligence (to reason) and mechanical engineering (to
perform physical acts suggested by reason)" (Clarke (1993)). Asimov, together
with fellow science fiction author John W. Campbell, developed in his books a
series of principles to be used in robot conception, in order to avoid robots
from hurting humans. Those principles are known as the "Laws of Robotics":

e First Law:

A robot may not injure a human being, or through inaction, allow a

human being to come to harm.

e Second Law:

A robot must obey the orders given it by human beings, except where
such orders would conflict with the First Law.

e Third Law:

A robot must protect its own existence as long as such protection does
not conflict with the First or Second Law.

The laws were further extended, with the introduction of the zeroth law, that
was devised to protect humanity as a whole (Clarke (1994))

e Zeroth Law:

A robot may not injure humanity, or, through inaction, allow humanity
to come to harm.

Inspired by Asimov novels, George Devol and Joseph Engelberger built the
first industrial robot manipulator in the late 1950s, called "Unimate", which
was first used in a General Motors plant for sequencing and stacking pieces
of die-cast metal. Industrial robots are well suited to perform repetitive tasks
that require high geometric accuracy in predefined motion trajectories and
fixed time periods. Since the "Unimate" was first installed on an assembly line
in a GM plant in Trenton, New Jersey, industrial robots have spread all over
the world, being expected to reach a population of 2 million by 2017 (Brown
(2015)).
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1.2 Medical Robotics

Robots have changed society. The way robots couple different sources of
information in physical actions, have positively influenced our society, either
by increasing productivity at lower costs, or by executing tasks that otherwise
would be infeasible or even impossible to be accomplished by humans. A
robot can be defined as a device featuring the following characteristics (Clarke

(1993)):
e programmability, which implies robots have computational capabilities;
e mechanical capability, enabling it to act on its surrounding environment;

o flexibility, since it can operate using several programs and act on objects

in a variety of ways.

While being a mature technology in industrial contexts, the introduction of
robots in other areas has been much slower, as is the case of the healthcare sys-
tem. Medical robotics has the potential to revolutionize the healthcare system
similarly to the way that robots have revolutionized industrial procedures.
However, while the repetitive nature of most industrial tasks, such as welding
or painting, allowed the replacement of the human worker by a robot in the
assembly line, assigning the worker with a supervision role, in the medical
context, rather than aiming to replace a physician by a robot, robots and physi-
cians have to work together, side by side in a complementary fashion. Medical
robots are designed to share its workspace with both patients and physicians,
possibly even including the physician in the control loop, maximizing both
human and robot strengths. While robots excel in geometric accuracy and in
fine motions, humans have the ability to learn and make decisions in unpre-
dictable scenarios. In this way, medical robots may be better understood as
"smart" medical tools, enabling physicians to treat patients with improved
safety, better precision, greater efficiency and less morbidity, simplifying and
allowing to perform procedures otherwise infeasible, while minimizing pa-
tient trauma (Taylor (2006)).

With the evolution in control theory, the development of new mechani-
cal designs and components (e.g., motors, materials), advances in medical
imaging and a better understanding from physicians and patients that robots
are only improved medical tools, new medical robotic-assisted procedures
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are being regularly proposed. However, to be accepted by the medical com-
munity, real advantages must be obvious when comparing robotic-assisted
procedures with traditional ones. Taylor (2006) summed up the three main

advantages of medical robots:

1. improvement of physicians capabilities by exploiting both human and
robotics strengths, in order to make procedures faster, accurate and less
invasive or by allowing to perform procedures otherwise infeasible;

2. improvement of procedure safety either by improving procedure per-
formance due to on-line monitoring or by preventing movements that

may jeopardize delicate anatomical structures;

3. procedure data recording, being a valuable tool in medical training,

skill assessment and medical certification.

Several works reporting the evolution, challenges and future directions of
medical robotics exist in the literature (most focusing in robotic-assisted
surgery), and some can be found in Beasley (2012), Fichtinger et al. (2008),
Hoeckelmann et al. (2015), Howe and Matsuoka (1999), Kazanzides et al.
(2008a,b), Najarian and Afshari (2012), and Taylor (2006).

1.3 Robotic-Assisted Ultrasound

The main area of research in medical robotics is undoubtedly surgery, being
the surgical robotic system da Vinci the best example of a successful imple-
mentation of a robotic system in the medical field, (e.g., in 2008 in the United
States, 80% of radical prostatectomies procedures where already performed
using the da Vinci robot (Beasley (2012))). However, other medical areas
also have potential to be favorably impacted with the development of new
robotic tools. One of such areas is telemedicine. Telemedicine allows people
living in remote locations to have access to medical services that, usually, are
only available in areas with high density population. Among telemedicine
applications, one that is particularly well suited for robotic implementation is
tele-echography (Kontaxakis et al. (2000)).
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1.3.1 A Brief History of Medical Ultrasound

The discovery of X-rays by Wilhelm Rontgen in 1895, was a key milestone
for medical science, marking the beginning of a new era in medical diagnosis
(Bradley (2008)). For the first time, physicians were able to "look" inside
the human body without having to open or inserting an instrument on it.
Since then, several other medical imaging techniques have emerged. Medical
ultrasound is one of those techniques. It can be seen as a form of "medical
sonar", where an ultrasound pulse is sent through the body and an image
of traversed structures is built from reflected echoes. Nonetheless, the first
medical use of ultrasounds was not as a diagnostic tool. Using the heating and
disruptive effects of high intensity ultrasounds on animal tissue, ultrasounds
were first employed as neurosurgical tool and as physical therapeutic tool
(Woo (2006)). The first attempt to use ultrasounds as a diagnostic tool was
performed by Karl Dussik in 1942, when he attempted to locate brain tumors
and cerebral ventricles by measuring the attenuation of an ultrasound bean
through the skull (Kane et al. (2004)). With the maturity of ultrasound as a
physical therapeutic tool and the proliferation of ultrasound devices after the
World War II, several researchers started to investigate its use as a diagnostic
tool. In the earlier 1950’s, John Wild and John Reid developed a linear hand-
held B-mode ultrasound scanner and, by sweeping the scanner from side
to side through breast lumps, were able to visualize breast tumors (Woo
(2006)). This achievement was a key milestone, demonstrating the potential
of ultrasounds for real-time imaging the interior of the human body in a safe,
non-invasive and relatively inexpensive way. Ever since, ultrasound imaging
has never stopped evolving, becoming a widespread and crucial diagnostic
tool for a large number of medical specialties.

1.3.2 Robotic-Assisted Tele-Echography Concept

Ultrasound examination is a procedure that requires skilled and experienced
physicians, which might not always be available, especially in emergency
scenarios or in geographically remote areas. In traditional tele-echography
procedures, a physician placed in a medical center, performs an ultrasound
examination by coordinating a remote medical assistant to properly move an
ultrasound probe, receiving the examination images in real-time. However,

the task of properly moving the ultrasound probe is not a trivial one, requiring
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Figure 1.1— Robotic-assisted tele-echography concept. Robotic-assisted
tele-echography concept. In a remote station, a robot holding an ultrasound
probe is tele-operated by a physician in a master station. In the master sta-
tion, the physician controls the ultrasound motion through a haptic device,
enabling him with a perception of the touched environment. Real-time ultra-
sound and teleconference data are also sent to the physician.
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a skilled assistant to acquire images with important diagnosis information,
being very operator-dependent. Furthermore, some ultrasound procedures
require the physician or the assistant to perform, for extended periods of time,
forceful and repetitive movements in uncomfortable body postures, leading
to a substantial prevalence of work-related musculoskeletal disorders among
sonographers (Morton and Delf (2008)).

A robotic-assisted tele-echography system pops up as a solution to these
problems. By tele-operating an ultrasound probe through a haptic device, the
physician is able to perform the examination in a similar fashion to the stan-
dard procedure. Fig. 1.1 shows the robotic-assisted tele-echography concept.
A slave manipulator holds an ultrasound probe that performs the examination,
replicating the physicians movements performed through a haptic device in
a master station. In the master station, the physician receives haptic feed-
back, enabling him with a perception of the touched environment. Usually
the feedback force is a scaled value of contact forces, which reduces the strain
felt by the physician. Real-time ultrasound and teleconference data are also
sent to the master station, being both stations connected by a communication
channel.

However, for a robotic-assisted ultrasound system to be adopted by the
medical community, the probe motion must accurately replicate physician’s
movements, either in free space or under contact constraints, avoiding force
peaks and jerky behaviors when moving from free-space to contact and vice-
versa. Furthermore, the dynamic behavior has to be adapted according to
the medical procedure, imposing interaction dynamics constraints, while the
device that the physician is handling must clearly reflect the forces exerted in
the patient, enabling the physician with the same tactile feeling as if he was
directly performing the procedure. Patient safety should never be jeopardized

by any kind of system malfunction.

1.4 Goals

The main objective of this thesis is the development of a control architecture
for robotic-assisted tele-echography. This architecture has to be designed to

cope with the following requirements:

e A remote center of motion (RCM) placed at the probe tip.
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e A compliant contact behavior at position level.
o A stiff contact behavior at orientation level.

e High control performance in free space and in contact with soft and stiff

environments, without control switching.
e Smooth transition from free space to contact and vice-versa.

e High control performance in contact when interacting with unstructured

environments.

1.5 Key Contributions

This section summarizes the main contributions of this thesis.

A Dynamically Consistent Hierarchical Control Architecture

A dynamically consistent hierarchical control architecture is developed for
robotic-assisted tele-echography, allowing to establish a compliant behavior
at position level, while enforcing a stiff behavior at orientation level.

Motion and Contact Dynamics driven by a 3D Time-of-Flight Camera

and a Force Sensor

The aim of this approach is twofold: first, it enables contact anticipation,
reducing the robot dynamics before contact; second, it eliminates free space

inertial forces from the control loop.

Online Stiffness Estimation using Force Data and the Robot Inertial
Properties referred to the End-Effector

Due to the noisy nature of force measurements, force filtering is usually re-
quired. It is going to be shown in this thesis that when the force feedback
signal is filtered, the system dynamics is no longer decoupled from the en-
vironment dynamics despite nonlinear feedback linearization. A correlation
between the stiffness perceived by the controller and the manipulator inertial
properties exists, and this correlation can be used in the stiffness estimation

algorithm to improve force tracking performance.
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1.6 Thesis Structure

The thesis is organized as follows. Chapter 1 motivates the research, estab-
lishing the main goals and key contributions. Chapter 2 reviews the solutions
adopted for robotic-assisted ultrasound diagnosis and presents the experi-
mental setup associated to this PhD thesis. Chapter 3 introduces fundamental
concepts in robot manipulation and Chapter 4 reviews the fundamentals of
interaction control architectures. In Chapter 5 the mathematical formulation
of the hierarchical control architecture is presented, detailing the developed
control strategies, while in Chapter 6 the relation between perceived stiffness
and effective mass is demonstrated, being proposed a new stiffness estimation
algorithm based on force measurements and manipulator inertial properties
referred to the end-effector. In Chapter 7, the control architecture and the
stiffness estimation algorithm are experimentally assessed, first in testbed
scenarios and then validated in a clinical scenario. Chapter 8 concludes the
thesis, presenting key contributions and future research directions.






CHAPTER

ROBOTIC-ASSISTED TELE-ECHOGRAPHY
REVIEW AND SYSTEM SETUP

In the nineties, researches started to develop robotic-assisted ultrasound sys-
tems. According to Priester et al. (2013), a robotic-assisted ultrasound system
can be defined as the integration of an ultrasound imaging system in a robotic
platform, taking advantage of robots characteristics (e.g., accuracy, repeatabil-
ity, etc...) to improve or create new medical procedures based on ultrasound
imaging. Priester et al. (2013) performed a review of robotic-assisted ultra-
sound systems in different medical applications, dividing them in three large
groups:

e Extracorporeal Diagnostic Systems (for ultrasound diagnostic proce-
dures)

e Needle Guidance Systems

e Intraoperative Surgical Systems (ultrasound real-time imaging of hidden
structures in surgical environments)

In this chapter, a literature review focusing on extracorporeal diagnostic
systems is going to be performed. Additionally, our robotic-assisted tele-
echography setup is also going to be described. This chapter is organized as
follows. Section 2.1 provides the literature review, while Section 2.2 presents
our setup.

11
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2.1 Robotic-Assisted Tele-Echography Review

A few approaches detailing robotic-assisted ultrasound systems have already
been discussed in the literature. Most solutions are based on custom made

robotic systems, with the adopted solutions following one of two approaches:

e the first one, developed exclusively for tele-echography applications,
addresses small and portable robots, requiring an assistant to hold and
place them in the region under examination, being the physician able to
control the probe orientation and perform small probe translations near
the organ of interest.

e the second approach features independent robotic architectures to fully

control the probe pose.

Portable Approaches

The OTELO system (Delgorge et al. (2005)) exemplifies an architecture that
fall into the first approach. Taking advantage of the slave robot structure, an
inverse kinematics position control with singularity avoidance is proposed by
Courreges et al. (2005) for the OTELO slave robot. The TERESA robot (Vilchis
et al. (2003), the ESTELE robot (Arbeille et al. (2008)) and more recently the
commercially available MELODY system (Avgousti et al. (2016)) are also
examples of architectures that fall into the first paradigm. When mounted in
the patient body, these robotic structures are subjected to perturbation arising
from unexpected assistant or patient motions, or due to patient physiological
movements. Krupa et al. (2016) proposed to improve the tele-echography
procedure by combining the teleoperation examination with an ultrasound
image-based visual servoing, guaranteeing that the ultrasound image plane

intersects the organ of interest, despite external perturbations.

Independent Robotic Structures

Solutions adopting an independent robotic architecture are more common and
applied either to tele-echography as well as to autonomous ultrasound scans.
One of the first approaches to introduce a robot in the echographic procedure
was presented by Pierrot et al. (1999), where a force controlled manipulator
was used to autonomously scan an artery for offline 3D reconstruction. The

control architecture features an inner joint position loop, where joint references
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are computed from its task space counterpart through inverse kinematics.
Interaction forces are controlled by an outer force loop, whose output acts
on the reference trajectory to cancel the force error. Zhu et al. (2000) devised
a fully counter-balanced 6-degree of freedom (DOF) robot to be used as the
probe holder. The control architecture presents a joint velocity control loop,
with the joint velocity reference computed from its task space counterpart
through differential inverse kinematics. By suitable design of a Cartesian
velocity reference, in plane ultrasound visual servoing (Abolmaesumi et al.
(2002)), force, and position control are all possible to be accomplished for each
dimension individually. Switching between control modes is made offline.
The TER system (Vilchis et al. (2003)) replaces the assistant by a parallel robotic
structure. Probe orientation and the motion along the probe longitudinal
axis are performed by a cable driven serial structure, with an architecture
similar to the portable robots. The translation motions along the patient
body are performed by a parallel robotic system. Koizumi et al. (2009) also
developed a robotic-assisted tele-ecography system. The slave manipulator
is impedance controlled at position level and a continuous path controller
is used for orientation (Koizumi et al. (2008)). The continuous path control
works by sampling and sending together, at a frequency f, n orientation
samples from the master to the slave robot, where an orientation trajectory
is generated by a cubic spline curve. The authors claim better orientation
tracking performance when compared with the traditional point-to-point
method, common in master-slave systems. However, it comes at a cost of an
extra delay introduced by the orientation sampling. Monfaredi et al. (2015)
presented a 6 DOFs parallel robot to control the probe motion. The robot is
position controlled by a proportional-integral-derivative controller (PID) at
joint level. A solution based on a commercially available robot is proposed
by Mathiassen et al. (2016). They propose to control the slave manipulator by
implementing a compliance control loop on top of an internal joint velocity
controller. Mylonas et al. (2013) presented a different solution for remote
robotic-assisted ultrasound diagnosis. Focusing in detecting intracavitary
hemorrhage, they propose to perform an autonomous ultrasound scan via a
learning-based control approach from expert demonstration. The manipulator
is controlled by a Cartesian impedance control. Nadeau and Krupa (2013)
presented an ultrasound intensity-based approach to control a robotic-assisted
ultrasound system. The control architecture features a hybrid vision/force
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Figure 2.1— Robotic-assisted tele-echography system. The master station
has a haptic device and a computer interface for ultrasound probe control.
In the remote station a robotic platform interacts with the patient, being
connected to the master station through a packet switched network like the
Internet.

controller, with the motion normal to the contact surface controlled at force
level while the remaining DOFs are controlled by ultrasound visual servoing.
Nadeau et al. (2015) applied this technique for instrument and tissue tracking
in 3D ultrasound guided beating heart surgery.

2.2 Robotic-Assisted Tele-Echography System and

Experimental Setup

A robotic-assisted tele-echography system can be divided in three major parts:

e Master site, where the physician is located, controlling a remote ma-
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(b)

Figure 2.2— Slave Station End-Effector. (a) Ultrasound probe, depth camera
and force sensor attached in the WAM manipulator end-effector. (b) Illustra-
tive depth map example.

nipulator through a haptic device and receiving ultrasound and video

conference images.

e Slave or Remote site, where the patient, robot and ultrasound device are
placed.

e Communication link, used to exchange control, ultrasound and video

conference data between master and slave station.

In Fig. 2.1 our robot-assisted tele-echography setup is depicted.

Remote Station

The remote station has an anthropomorphic robot, the Whole Arm Manipu-
lator (WAM)™ robot, with an ultrasound probe attached in its end-effector.
The WAM is a torque controlled 7-DOF lightweight anthropomorphic robot
from Barrett. The WAM presents high joint ranges, which provides high versa-
tility. All joints but the last one, are cable driven (the last joint is gears driven),
enabling low friction, no backlash and low opposition to external forces. Low
motor-to-joint transmission ratios together with low frictions enables the
WAM with high backdrivability. The robot controller is on an external PC
with a Linux-Xenomai operating system, being connected to the robot through
CAN bus. A JR3 67M25 force/torque sensor is attached to the end-effector. In
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Figure 2.3— Master Station. Through a haptic device, the physician controls
the ultrasound probe position and orientation while receiving haptic feedback
information. Real-time ultrasound images, video conference, real and virtual
probe position are all displayed in a GUL (a) Desktop Phantom device. (b)
Graphical User Interface.

the force sensor, an ultrasound probe and a 3D time-of-flight camera are also
attached (see Fig. 2.2). The ultrasound probe is a SonoSite Titan C15 curved
transducer while the 3D camera is a PMD[vision]® CamBoard nano. The 3D
camera is used in the stiffness estimation algorithm (see Chapter 6). Fig. 2.2a
shows a depth camera and an ultrasound probe mounted in the end-effector,
while Fig. 2.2b shows an illustrative depth map. Ultrasound images are ac-
quired using a frame grabber in a separate computer, being compressed using
H.264 video compression standard and sent to the master station through a
packet switched network such as Internet. The streaming of compressed im-
ages is achieved using several transmission protocols: the Real Time Streaming
Protocol (RTSP) is used to establish and control the session between server
(master station) and client (remote station); video data is transmitted using
Real Time Protocol (RTP) together with User Datagram Protocol (UDP); and the
Real Time Control Protocol (RTCP) is used to monitor the quality of service and
to transport information about the members in the session. End-effector poses

and interaction forces are also sent to the master station.
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y

Figure 2.4— Robotic-assisted tele-echography system in a local setup. Illus-
trative example.

Master Station

Fig. 2.3 shows the master station. A haptic device and a Graphical User
Interface (GUI) are presented for task monitoring, assessment and control.
The haptic device sends 6-DOF (position and orientation) commands and
receives 3-DOF force feedback. Two haptic devices are used in experiments,
a Phantom Desktop and a Phantom Omni from SenSable. References can be
generated by the haptic device or by moving a 3D virtual probe in a GUI,
through keyboard/mouse inputs (Sousa et al. (2010)). Fig. 2.4 shows the
robotic-assisted tele-echography system in a local network setup.






CHAPTER

BACKGROUND

A robot manipulator is as mechanical structure encompassing a sequence of
rigid bodies, called links, connected by articulations that provide mobility
to the structure — the joints — forming a kinematic chain. The manipulator
structure can be divided in three major parts: an arm that ensures mobility,
a wrist for dexterity and an end-effector to perform a task. One end of the
kinematic chain is generally fixed — the base — while the other end - the
end-effector — is free to move and interact with the environment. From a
topological point of view, the chain can be named open, if there is only one
sequence of links connecting the two ends (serial manipulator), or closed if a
sequence of links forms a loop (parallel manipulator)!.

This chapter introduces fundamental concepts and relations in robotics.
The material presented in this chapter can be found in several classical robotics
textbooks, e.g., Yoshikawa (1990), Murray et al. (1994), Khalil and Dombre
(2004), Craig (2005), Spong et al. (2006), Siciliano et al. (2009), etc... The re-
mainder of this chapter is organized as follows. Section 3.1 introduces the
manipulator kinematics relations. Section 3.2 describes the robot dynamic
model, while Section 3.3 explains how to achieve a linear and decoupled sys-
tem through nonlinear feedback linearization techniques. Finally, Section 3.4
introduces the unit quaternion formulation as a rigid body orientation repre-

sentation, since it is the representation used in orientation control.

1This work is only focused on serial manipulators.
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3.1 Manipulator Kinematics

A serial-link manipulator is a set of  4- 1 links (including the base, link 0) con-
nected by 7 joints. Each joint i, withi =1, ..., n, typically has a DOF, being
the manipulator characterized by the number of DOFs. The joint position vec-
tor q, given by the ordered set of all joints positions ¢ = {g1,...,qx} € R",
uniquely defines the manipulator posture?. Knowing the manipulator geom-
etry, it is possible to compute the end-effector configuration x € R™ in the
operational® space as a function of joint variables g € IR". This transformation
is known as direct kinematics* and is commonly performed resorting to the
Denavit-Hartenberg (DH) convention (Denavit and Hartenberg (1955)). The
direct kinematics is an unique and, in general, nonlinear mapping from the

joint space q to the operational space x,
x = DirKinem(q) . (3.1)

Motion specifications are usually performed in terms of end-effector positions
and orientations in the operational space rather than in joint coordinates. This
leads to the inverse problem that, given an end-effector pose, which joint
configuration will accomplish the desired end-effector configuration? This

problem is known as inverse kinematics
g = InvKinem(x) , (3.2)

and is a much more complex problem to solve, since inverse kinematics
functions may result in single, multiple, infinite or even in no solutions,
depending on the robot structure and if the desired end-effector pose is in the
manipulator dexterous space (Siciliano et al. (2009)).

While direct and inverse kinematics establish a relationship between joint
and operational space at position level, it is also possible to establish a map-
ping between both spaces at velocity level. The differential kinematics equation
provides a linear mapping from joint velocities § € R" to end-effector veloc-

ities x € R™, through a manipulator configuration dependent matrix called

2The term posture denotes the position and orientation of all rigid bodies in a kinematic
chain, while the term pose denotes position and orientation of a rigid body.

3Throughou’r this document, end-effector, operational and task space will be used inter-
changeably.

4Some authors call it the direct geometric model, forward geometric model or forward
kinematics.
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Jacobian, J(q) € R™*" (Spong et al. (2006)),

x=7J(q)q. (3.3)

If the manipulator is nonredundant, i.e., the number of joints and end-effector
variables are equal (n = m), the solution to the inverse differential kinematics
problem is given by

qg=7"(q)%, (3.4)

where J~1(g) € R"*" is the Jacobian inverse matrix.

The Jacobian is a fundamental entity in robotics, arising in almost every
aspect of robotic manipulation. It is also the Jacobian that establishes the rela-
tion between the end-effector forces f € R” and the manipulator generalized
forces (joint torques) T € R". This mapping is performed through the Jaco-
bian transpose JT(gq) € R by

=J"(q)f. (3.5)

3.1.1 Redundant Manipulators

A manipulator is said to be kinematically redundant when has more DOFs
than the number of end-effector variables required to specify a given task.
Regarding (3.3), the Jacobian J(g) € R™*" performs a linear mapping from
the joint velocity space 4 € R" to the end-effector velocity space x € R",
operating between vector spaces R" and R” as shown in Fig. 3.1. If m < n,
the structure is kinematically redundant with (n — m) redundant DOFs, and
(3.3) can be characterized by the Jacobian range and null space. The range
space or column space R(J) is the subspace of end-effector velocities that, in

the current manipulator posture, can be generated by joint velocities

R(J) ={%=7J(q)4, 4 € R"} CR™. (3.6)

The null space N (]) is the subspace of joint velocities that, in the current
manipulator posture, do not lead to any end-effector motion

N(T) ={J(9)4=0 4€R"} CR". 3.7)
If the Jacobian has full rank,

dim(R(])) = m dim(N(])) =n—m,



22 CHAPTER 3. BACKGROUND

ieR"

SING

AN

T

J

Figure 3.1— Mapping between joint and end-effector velocity spaces.

it spans the entire space R™. On the other hand, if the Jacobian degenerates at
a singularity, the range space dimension decreases, increasing the null space

dimension by the number of dimensions lost in the range space, such that
dim(R(J)) + dim(N (J)) = n

always hold.
Let W € R"*" be a projector to the null space of J(q), such that

R(W)=N(]).
If g* is the solution of (3.3), the joint velocity given by
=4 +Wgq,, (3.8)

is also a solution to (3.3), where 4, is an arbitrary vector of joint velocities. It
can be verified that (3.8) is in fact a solution of (3.3) by premultiplying both
sides of (3.8) by J(g), which leads to

J@d=T@)gq" +](@W4q,=](q)4" =%, (3.9)
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since J(q)W¢, = 0 for any 4,,. This result shows that redundancy can be dealt
in a systematic way through N (J). By properly setting 4, the redundant
DOFs can be used to reconfigure the manipulator posture when performing a
given task, since W¢,, will generate motions in the manipulator structure that
will not be reflected in the task execution.

3.1.2 Inverse Differential Kinematics

When a manipulator is kinematically redundant, (3.3) is not uniquely defined
and infinite solutions exist. A possible way to solve the inverse differential
kinematics problem for a redundant manipulator is to consider it as a con-
strained linear optimization problem. For a given ¥, and knowing J(q) in
a given configuration g, one wants to find the solution that solves (3.3) and

minimizes the quadratic cost function of joint velocities

a) = 54— 4o) Al ~ do) (3.10)

where g should be close to g, as possible and A € R"*" is a symmetric positive
definite matrix. Resorting to the Lagrange multipliers formulation, the cost
function to incorporate the constraint (3.3) is given by

raA) = 50— 4) A~ dg) + AT (- T(@)) @I

where A € IR is a vector of unknown multipliers used to take into account the

constraint (3.3) in the cost functional. The solution has to satisfy the necessary

"o (",
9ag) or)

The first condition leads to

conditions:

Gg=do+A T (q)A, (3.12)

where A1 exists and (3.12) is a minimum since

is positive definite. From the second condition, the constraint

x=J(q)q
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is recovered. Pre-multiplying (3.12) by J(q), and then combining both condi-

tions gives

¥ =J(q)do+T(0)A7' T (g)A, (3.13)
Solving for A leads to
—1

A= (T@Aa (@) (x-T@)d,) - (3.14)

Replacing (3.14) in (3.12), the optimal solution is achieved
‘7:‘70+I#(‘7) (x—TJ(9)40) (3.15)

where »
a) = A7 (@) (1A (9) (3.16)

is a right generalized inverse of J(q) such that

J(@)T*(q) = I

with J*(q) € R™™ and I, € R™*" as the identity matrix. If
A=1,,

J*(q) becomes the Moore-Penrose right pseudo-inverse of J(q) (or just right

pseudo-inverse)

@)= (M @I@) 1@, (3.17)
which instantaneously minimizes the joint velocities norm (Chiaverini (1997)).

Equation (3.15) can be rewritten as
i=T @i+ (L—T' @I @) dy - (3.18)

The matrix I, — J' ()] (q) has the same properties of W, projecting 4, in the
null space of J(g) . In this way, 4 satisfies the constraint (3.3) while 4, is a
secondary objective that may or may not be fulfilled, an homogeneous term
that does not induce any motion in the primary task execution. A common

choice is to specify 4, as

. ()’
a=o(T0) 619
where « is a positive constant and y(g) is a scalar objective function. Unde-

sired manipulator configurations correspond to minima of y(¢q) while desired
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configurations correspond to 7(q) maxima. Since the gradient vector points
away from minima in the direction of maxima, (3.19) points away from un-
desired 7y(g) minima. The manipulability measure proposed by Yoshikawa
(1985), which vanishes at singular configurations, is a typical example of an

objective function

(q) = \/det(J(9))" (), (3.20)

where det(.) is the matrix determinant of J(g)J"(q).

3.2 Manipulator Dynamic Model

The kinematic model describes the robot motion without accounting with
the forces that generate the motion. Control algorithms based only on the
manipulator kinematic model are able to perform low speed point-to-point
motions, but unable to perform tasks that require high accelerations or to
control interaction forces. To carry out such tasks it is necessary to know how
motions and forces are related. The dynamic model establishes this relation.

3.2.1 Euler-Lagrange Formulation

The manipulator dynamic model establishes the relation between forces acting
on the manipulator structure and its motion (position, velocities and accelera-
tions). The Euler-Lagrange (EL) formulation allows to derive the equations
of motion independently of the reference coordinate frame, provided that
is possible to represent both kinetic K and potential energy P as a function
of a set of generalized coordinates. Given a set of generalized coordinates that
fully describe the configuration of a manipulator g = [g4, ..., qn]T € R", the

Lagrangian is given by
L(q,4)=K(q,9)—P(q), (3.21)

and the EL equations of motion are expressed as

d0L(q,q) 9L(q.4)
dt aC]Z 86]1

=1 i=1,...,n, (3.22)
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where T; is the generalized force® associated with the generalized coordinate
gi. In compact form, (3.22) can be written as

d (9L(q,q)\" _ (L@ d)" _
4 < o 7 - (3.23)
T € R" is given by the forces doing work on the manipulator not derivable

from a potential function, i.e., the actuators torques, the friction torques and
the torques induced by the end-effector interaction with the environment.

Kinetic Energy Computation

The kinetic energy of a rigid body is given by the sum of its translational and
rotational kinetic energy

1 1
K= Empfpc + EwTI,fw : (3.24)

p. € R3 is the linear velocity of the center of mass, w € R? the angular
velocity, and Z; € R*>*3 the inertia tensor, all expressed in the inertial frame®.
m is the body mass. When expressed in the inertial frame, the inertia tensor
is configuration dependent. However, if expressed in a frame located at its
center of mass — the rigid body frame — the inertia tensor I; € R>3 is a

constant matrix, independent of the body motion

L, I, I,
It - Ifyx Ityy Ityz ’ (325)
I, I, I,

Itxx = ///‘;(yz_{—zz)pdv’
L, = ///V(xz +2°)pdV
Itzz - /// (x2+x2)pdv’
1%
o=t [
txy txy . nyP
L, =1 =— /// xzpdV ,
1%
L =1 :—// v .
ty: tay VyZP

5The term torque is going to be used as a synonym for joint generalized force.
6In robotics, the inertial frame is commonly referred as the base frame. Throughout this
work, both terms will be used interchangeably.

with

(3.26)
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The diagonal elements I;,, Iy, It are the principal moments of inertia while
the off diagonal elements are called cross product of inertia (Spong et al.
(2006)). The integrals are computed over the volume of the rigid body and p
is the density of the elementary particle of volume dV. The inertia tensor can

be represented in the inertial frame via a similarity transformation
Z; = RI,RT, (3.27)

where R € R3*3 is the rotation matrix from the rigid body frame to the inertial

frame.

Manipulator Kinetic Energy

The kinetic energy of a n-link manipulator is given by the sum of the kinetic
energy of all its  links. Equation (3.3) shows how to compute the end-effector
velocity as a function of joint space velocity through the Jacobian matrix. Let
the end-effector velocity be represented as X = [p w]T. Analogously, link i

velocity is given by

xizl"’f = Ji(a)i = [”"‘(")]q, (329)
Wi ]oi(q)
with i
@ :[jpl ey 0 0] 399
L(q) [Ioi(q)_ jo1 joi 0 ... 0 , ( )

where j, € R and Jo, € IR? are, respectively, the i-th column of linear J,(q) €
R3*" and orientation J,(q) € IR®*" Jacobian matrices. The contribution of the
Jacobians columns are taken up to link 7, with the remainder n — i columns
a zero vector (0 € R3). Similarly, the velocity of the link i center of mass

expressed in the base frame, is given by

[r"q] _ [I%’}-(q)] i (3.30)

wl IO,(q)
with
. 1;:;<q>] [] 0 o]
Ji'(a) = = |"" Fi , (3.31)
(9) !]01-(‘7) Jo, <+ Jo. 0 ... O

where the contribution of the Jacobians columns are taken up to the position
of link i center of mass p € IR3. For a revolute joint, the Jacobian is computed
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as
J?zzF1X(mg—m4)/ (3.32)
Jo, = Zj-1, (3.33)
where p;_; € R? and z;_; € R? are, respectively, the origin and z axis unit
vector of frame j — 1.

Taking into account the kinetic energy of all links, the manipulator kinetic
energy is given by the quadratic form

K(q 9" [T @ @) + T3 @ RERT T (0)] 4

(3.34)

™=
M:

Il
N~ N - NH—‘
. =
>§]
o]
—~~
K
N—r
K

bij (q) 4id;

Il
—_
~.
Il
—_

where, for each link i, m; is the mass, I, € R3*3 the inertia tensor computed
in the coordinate frame parallel to the link reference frame, but whose origin
is at its center of mass, and R; € R¥*? is the rotation matrix, expressing the
link orientation in the base frame. The entity

™=

B(q) = Y [mIsT (@5 (@) + JL(@RLRT ], ()] (335)

Il
—_

i

is the manipulator inertia matrix (B(q) € R"*"), which is symmetric, positive

definite and, in general, configuration dependent.

Potential Energy Computation

For a rigid body, gravity is the only source of potential energy®. The potential
energy of a n-link manipulator is also given by the sum of the potential energy
of all its links
n
P(q) =~ ) migyPei (3.36)
i=1

where g, € R3 is the gravity acceleration. Equation (3.36) shows that the
potential energy is only function of the manipulator configuration ¢ .

"The symbol X stands for cross product.
81f the manipulator links exhibit some flexibility, the potential energy would include terms
due to the energy stored in the elastic elements.
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Equations of Motion

The equations of motions are given by (3.22). Computing the Lagrangian
derivatives as

0L(q,9) _oK(q.4) &, s
9g; 04 _]-_Zlb”(m’ (3:37)
d (9L(q,4)\ _ d (0K(@d)\ _ &, (s o v dbijq)
dt( o )~ at\ " g, _];b”(q)qﬁ; dr
(3.38)
- "\ 9bii(q)
=) bj 22 s
]g ](6])] j_lk; aqx kYj
dL(q,4) _ 9K(q,4) 9P(q)
;i ;i ;i

(3.39)

and replacing (3.37), (3.38) and (3.39) in (3.22), the EL equations of motion are
given by

n n n
bij(q)Gi+ Y ) hip(@)indi +8i(q) =7 i=1,...,n (3.40)
j=1 j=lk=1
where 3b::(q) 3b::(4)
oy 9%ilg)  10bij(q
hl]k(q) - aqk 2 aql (3-41)
and P ()
(a) — i
i) 99 (3.42)

Three types of terms appear in (3.40). They have the following physical
meaning (Siciliano et al. (2009)):

e The acceleration terms:

— The coefficients b;; are due to the moment of inertia of joint 7, as-

suming that the other joints are blocked.

— The coefficient b;; accounts for joint j acceleration on joint i.
e The quadratic velocity terms:

— The coefficients hijjq']z are due to the centrifugal effect induced on
joint i by joint j velocity.
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— The terms h;jq;jx are due to the Coriolis effect induced on joint i
by the velocity of joints j and k .

e The configuration-dependent terms:

— The term g; is the torque induced on joint i due to gravity.

The manipulator equations of motion (3.40) can be written in a compact matrix

representation, known as joint space dynamic model’:

B(q)§+C(q,9)4+8(q) = 7. (3.43)

g(q) is the gravity vector and C(q, ) € R"*" is the centrifugal and Coriolis
matrix whose elements ¢;; must satisfy the equation

n n n
Yociidy =3 Y hije(a)dud; - (3.44)
j=i

j=1k=1

C(q, 4) is not unique. A common choice is to set

cij = Y Cijklk » (3.45)
k=1
where the coefficients
1 abl] abik abl]
Cijk = E <aq1< + aq] - aql) (346)

are termed Christoffel symbols of the first order, which were obtained by inter-
changing the order of summation in (3.41) and by taking advantage of the
symmetry of B(q).

The generalized torques T are given by the actuator torques t,, minus
the friction torques 7, (mainly viscous and static friction) and the actuation

torques used to balance torques 7, induced by contact forces

T="Tg— Te— Tf. (3.47)

9 Along this work, the vector C(g, )4 in the dynamic model will be represented as c(q, §).
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3.2.2 Operational Space Dynamic Model of Non-Redundant
Manipulators

A task is typically specified in the end-effector configuration space!’. Khatib
(1987) presented the fundamentals of the operational space formulation, de-
veloping a unified approach for motion and force control. The idea behind
this formulation is to control the end-effector motions and interaction forces
by specifying end-effector control forces. For a nonredundant manipulator
(m = n), the operational coordinates can be regarded as a set of generalized
coordinates. Using the Lagrangian formulation,

L(x,%) =K(x,x) —U(x), (3.48)

the end-effector equations of motion are given by

d <8L’(x.,5c)>T - <8£(x,92))T ) (3.49)

dt ox ox

leading to the operational space dynamic model, formally analogous to its joint
space counterpart (3.43)

A(x)x%+cx(x,%) + g, (x) = f. (3.50)

A(x) € R™*™ is the operational space inertia matrix, cx(x,x) € R" is the
vector of end-effector centrifugal and Coriolis forces, g, (x) € R" is the vector
of gravity forces and f € IR" is the generalized operational force acting on the
end-effector.

The relation between joint space and operational space acceleration is

given by the second-order differential kinematics equation

=J(q)§+7J(9)4 . (3.51)

Solving (3.51) for §
j=7"q)E—] (@i (D)d, (3.52)
and replacing (3.52) and (3.5) in (3.43), leads to

I (q) [B@)T (@i - B@)] (@i (@)d+ca.q)+g@)] =F, (53

10Throughou’c this document, end-effector, operational and task space will be used inter-
changeably.
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being the relationship between joint space and operational space terms estab-
lished by

A(x) =] "(q)B(q)] (), (3.54)

ex(x,%) =] T(q)c(q,4) — I‘T(q)B(q)I‘l(q)I’ (9)4 (3.55)
=T "(q)c(q,4) —Ax)](9)4,

g.(x)=T""(q)8(q) . (3.56)

3.2.3 Operational Space Dynamic Model of Redundant
Manipulators

For a redundant manipulator, an independent set of end-effector configura-
tion parameters does not constitute a generalized coordinate system (n > m),
and its dynamics cannot be characterized by a dynamic model only in end-
effector configuration coordinates (Khatib (1987)). However, the end-effector
dynamics can still be described, and its equations of motion in the task space
can still be found. Analogously to the inverse differential kinematics solu-
tion (3.15), the relationship between operational forces and joint torques is

composed by a minimum norm term and a homogeneous term
— 17 T #7
=@ f+ (LT @) @) 7, (3:57)

where J#(g) is a right generalized inverse (3.16) and Ty € IR" is an arbitrary
vector of joint forces projected in V'(J7), such that it can change the redundant
joints configuration without inducing any end-effector forces. To infer how 7
affects the end-effector motion let’s analyze the relationship between & and
f . Pre-multiplying (3.43) by J(q)B~'(g) and using both (3.51) and (3.57) in
(3.43), the relation between &% and f is given by

£—J(2)4+](9)B~'(9) (c(9,4) + g(q)) =

=J@)B @) (I @f + (L= 1" @)1" (@) w) - -

From the above expression, for T to not induce any acceleration in the end-

effector motion, the second term in the right side of (3.58) must

@B () (L= 1" @)]" (9)) % = 0. (3.59)
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Solving for J *(g), the generalized inverse that is consistent with (3.59) is given
by
1

1*(9) = T(a) = B @)]"(a) (J(@)B (@) (a))
=B (9)]"(9)A(q),

(3.60)

where
-1 T -

A@) = (T@)B ' (@)]"(9)) (3.61)
should be seen as pseudo-kinetic energy matrix. J(q) is also the solution
of (3.3) that minimizes the manipulator’s instantaneous kinetic energy (see
(3.10)). Khatib (1995) called it the dynamically consistent generalized inverse of
J(q)-

Using J(g) as the generalized inverse, the equations of motion of the end-
effector can be obtained by pre-multiplying (3.58) by (3.61), leading to

Aq)i+c(q,q9)+g(q)=F, (3.62)
where
cr(q,9) =T (q)c(q,4) — A@)f(q)d, (3.63)
and
$.(a) =T (9)8(q). (3.64)

¢/(q,9) € R™is a vector representing the Coriolis and centrifugal forces acting
on the end-effector, while g,(q) € R™ is a vector representing the gravity
effect on the end-effector. Equation (3.62) describes the dynamic behavior
of the end-effector in the operational space, being simply the projection of
the joint space dynamic model (3.43) by J T(q). The dynamically consistent
relationship between the end-effector forces and the joint torques is then given
by
v =J"(@)f + (L1 @)(@] (@) w0, (3.65)
which allows the decomposition of the joint torque vector into two dynami-
cally decoupled vectors
T=Tr+ TN . (3.66)

Tt are the torques due to the forces acting on the end-effector, while Ty are
the joint torques acting on the manipulator structure, but without inducing
any motion in the end-effector. In this way, the end-effector can be controlled
by operational space forces, while redundancy can be handled by joint torques
that are guaranteed to not change the end-effector dynamic behavior.
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3.3 Nonlinear Feedback Linearization

The manipulator described by (3.43) is a nonlinear system, presenting
nonlinear dependencies on posture and velocities ( g and 4 ). With the iden-
tification of the manipulator dynamic model (Sousa (2014) and Sousa and
Cortesdo (2014)), it is possible to cancel the nonlinear terms through nonlinear
feedback linearization, allowing to control each joint individually. Neglect-
ing the effect of joint frictions (¥ ~ 0) and defining 7. as an estimation of

interaction torques
te=J"(@)f 0 (3.67)

where f, € RR™ are force and moments measurements, the commanded

torque T, can be specified as!!
T, =¢6(q,4)+8(q)+ T+ 7. (3.68)
Replacing (3.68) in (3.43), the system reduces to
B(q)j = c, (3.69)
where . € R" is the torque computed by the control law. If 7. is set as
T, = 1§'(q)oc , (3.70)
a linear and decoupled system arises
j=u, (3.71)

where & € R™ is the new control variable, a resolved acceleration in terms of
joint variables. The new system plant is independent from the robot posture

and velocity, being equivalent to a double integrator

a(s) s2’

Q) _ 1 (3.72)

where Q(s) is the joint position in the Laplace domain. In this context, T, is
known as computed torque and the control architectures developed within this

work are all based on computed torque techniques.

171t is assumed throughout this work that robot kinematic and dynamic parameters are
estimated with negligible errors. In this way, in the remainder of this thesis, the symbol ” is
dropped for robot kinematic and dynamic parameter estimations.
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3.3.1 Operational Space Nonlinear Feedback Linearization

The nonlinear feedback linearization can also be performed for the operational

space formulation. Recalling that

E=J(q)§+J(a)q, (3.73)
J(q) =B (q)]"(q9)A(q), (3.74)
=] (9)f. - (3.75)

where 7. € R" and f, € R™ are, respectively, torque and force vectors
computed by the controller.

Pre-multiplying both sides of (3.69) by | r (g) and performing some simple
algebraic manipulation (recall that A (q) = AT(q) and B(q) = B (gq) are both

symmetric matrices), leads to

A)I(9)g=f.. (3.76)
Replacing
J(9)iq =%—7T(9)q,
in (3.76), leads to
A(q)E = A (a)d = f. - (3.77)
Setting f.in (3.77) as
fe=A@f —A@)()d, (3.78)

a linear and decoupled system arises, representing the dynamics of a unitary

mass for each Cartesian dimension
= f", (3.79)

where f* € R" is the new control variable. In Laplace domain

X(s) 1
P T (3.80)

3.4 Unit Quaternions

The orientation of a rigid body can be described using multiple representations.
Typically, it is described by a rotation matrix R € R¥*3, although it can also be

specified by other sets of three to nine parameters. For an arbitrary rotation,
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four parameters representations are the representations with the least number
of parameters that allow nonsingular mapping between the chosen orientation
representation and their corresponding rotational matrix (Chou (1992)). Unit
quaternions are a four parameter representation that comes with a complete
quaternion algebra, enabling a better analysis and development of control

algorithms (Caccavale et al. (1999)). The unit quaternion is defined as:

Q={n¢€}, (3.81)
where 7 is called the scalar part
(%
1 = cos (2> , (3.82)
and € = [exey€;]T is the vector part
€ = sin (g) r. (3.83)

# is the angle of rotation and r € R3 is the unit vector of an equivalent
angle/axis representation. Since unit quaternions are a four parameter rep-
resentation for a sufficient three parameter representation, 7 and € are not

independent, being related by the following constrain
7 +ele=1. (3.84)
Given a unit quaternion, the corresponding rotation matrix is computed by
R= (172 - eTe> I+2ee’ 4+255(e), (3.85)

where I € R®*3 is the identity matrix and S(.) is the skew-symmetric matrix

operator. The unit quaternion representation of a given rotation matrix

i ra ns

R = Y1 ¥y T23| o (3-86)
31 T32 133
can be obtained by
1
n= E\/Tll +rpt+r3+1, (3.87)

and

sgn(rs — r3)V/r1 —r —r3z + 1
€ = — sgn(r13 — 1’31)\/1’22 —r33—1r11+1 , (388)
sgn(ro1 —r2)Vras —rn —r + 1
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where

1 if x>0
sgn(x) = {_1 6 r<0 (3.89)

From (3.87) and (3.82), 7 > 0 and ¢ € [—, 1], which allows to represent any
rotation without the ambiguity problem of the angle/axis representation (a
rotation by & about r gives the same unit quaternion as a rotation by —¢ about
—r). R lis givenby Q!

o 1= {n,—e€}, (3.90)

where Q! is the conjugate of Q.

Let Q, = {14, €,} and Qp = {1, €} be the corresponding unit quaternion
representation of R, and Ry, respectively. In the quaternion framework, the
product R, R;, is given by

Qux Qp = {Uaﬂb —eley , 1a€p + p€a + €4 X eb} , (3.91)

where * is the quaternion product operator. The product of a quaternion by
its conjugate gives the identity element of the product of quaternions

0xQ7'=1{1,0} . (3.92)

The relationship between the unit quaternion time derivative and the rigid

body angular velocity w is given by

7= —%eTw, (3.93)
o1
€= EE(n,e)w , (3.94)
with
E(y,e) =yl —S(€) . (3.95)

3.4.1 Mutual Orientation in the Quaternion Framework

Let R, and Ry, be the the orientation of two different frames in the same base
frame. The mutual orientation between these two frames is given by

"Ry = RIR,, . (3.96)

The unit quaternion representing the mutual orientation can be obtained from

“Ry, using (3.87) and (3.88) or computed by composition of unit quaternions

“Qup = {Nav, "€ar} = Q1 % Qyp, (3.97)
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where the double subscript has been used to indicate a mutual orientation.
2 and ‘e, are given by

Hab = Hally + €a€}, (3.98)

ueab = WNa€p — Np€a — S(eu)eb . (3.99)

The relationship between the unit quaternion time derivative and the angular

velocity is given by (Caccavale et al. (1999))

. 1
Mab = _EaeubTawab 7 (3.100)
a g, 1 a a

€y = EE(T]ub/ €ap) Wap , (3.101)
where “wy, is the angular velocity of frame b relative to frame 4, represented

in frame a
”wba = “wb — ”wa . (3.102)

and

“wp, =20 Q- (3.103)



CHAPTER

INTERACTION CONTROL
ARCHITECTURES

Controlling contact forces is critical for manipulation tasks that require interac-
tion with the environment. To perform tasks such polishing, drilling, pushing
or cutting, it is important to limit the range of interaction forces to improve
task execution and safety. Motion controllers are well suited for positioning
tasks but not for interaction. As a matter of fact, the better a motion controller
performs, less suitable it is to interact in a constrained environment, especially
with stiff surfaces, since a small position error in task planning might lead to
prohibitively high contact forces, resulting either in joint actuators saturation
or, in the worst case scenario, in breakage of contacting parts. The control of
contact forces when the manipulator shares its workspace with humans is
even a more critical issue, as is the case of a robotic-assisted tele-echography
procedure, where an excessive contact force might result in patient trauma.

Starting with a task space impedance controller with inverse dynamics
decoupling, this chapter and Chapter 5 describe the control architecture evolu-
tion, detailing adopted solutions to improve robotic-assisted tele-echography
procedures. This chapter is organized as follows. In Section 4.1 literature re-
view about interaction control is presented. Impedance control is presented in
Section 4.2, while in Section 4.3 a new control approach using both joint and
operational space formalism is discussed. Finally, Section 4.4 concludes the
chapter.

39
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4.1 Interaction Control Review

Control of interaction forces can be achieved either through indirect force
control, when interaction forces are controlled through a motion controller, or
by explicit force control, when contact forces are explicitly controlled to follow a
desired force reference (Whitney (1985)).

41.1 Indirect Force Control

As its name suggests, indirect force control handles interaction forces with-
out explicitly closing a force feedback loop. Stiffness (or compliance) and
impedance control are two examples of control architectures that fall into this
category. In stiffness control (Salisbury (1980)), the manipulator is controlled
to exhibit a desired steady state behavior, acting as a generalized spring in
contact with the environment. A compliant behavior can be achieved by
designing the controller with a low stiffness value, although such designs
lead to poor free space position tracking. High stiffness design improves free
space control, however it might also lead to prohibitively high contact forces
in stiff environments. If the environment is known, a trade-off between posi-
tion tracking and compliant motion can be achieved, assigning high stiffness
values in directions where contact is not expected and low values in kinematic

constrained directions, ensuring in this way that contact forces are bounded.

Impedance control generalizes this approach, specifying not only the static
behavior but also the manipulator dynamic behavior. In impedance control
(Hogan (1985)), the manipulator dynamics matches the dynamics of a me-
chanical impedance, i.e., a mass-spring-damper system. Similarly to stiffness
control, also impedance parameter design requires a compromise between
free space tracking accuracy and compliant contact behavior. To increase dis-
turbance rejection, motion control can be separated from impedance control.
In admittance control (Chiaverini et al. (1999)), an outer impedance loop gen-
erates a compliant motion reference to the inner motion loop. The inner loop
ensures high position tracking performance, while the outer loop is designed
to provide the desired compliant behavior. Nevertheless, admittance control
requires the availability of force measurements, and to limit contact forces,
control parameters must also take into account environment dynamics (spe-

cially the environment stiffness).
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4.1.2 Direct Force Control

Indirect force controllers limit interaction forces by specifying contact dy-
namics, suitably controlling the end-effector motion. In this way, if the envi-
ronment is at least roughly known, high interaction forces can be avoided.
However, if the task requires a precise control of interaction forces, explicit
force control is required. To perform complex interaction tasks, in addition
to control contact forces, it is also necessary to control the end-effector con-
figuration. In contact, the environment imposes kinematic constraints on the
manipulator, not allowing an arbitrary motion along constrained directions.
On the other hand, along unconstrained directions it is not possible to apply
an arbitrary force. However, it is possible (and desired) to control interac-
tion forces in kinematic constrained directions and the end-effector posture
along unconstrained ones. Following this reasoning, Mason (1981) states that
the environment establishes either a motion or a force constraint, classifying
the environment constraints along a DOF, as natural constraint. A controller
is only able to control the artificial constraints, i.e., the environment uncon-
strained variable, not being possible to simultaneously enforce an arbitrary
position and force along the same direction (Mason (1981)).

Due to this duality between motion and force control, most classical con-
trollers follow a hybrid position/force control paradigm (Railbert and Craig
(1981), Khatib (1987)). Motion and force controlled directions are selected
through a selection matrix, being a number of DOFs force controlled while the
remaining DOFs are controlled at motion level. This approach requires a pre-
cise knowledge of the environment geometry, otherwise, a small error in the
environment geometric model or in task planning would introduce undesired
behaviors in motion and force controlled directions. To overcome these limita-
tions, solutions that combine force and motion control on a single direction
have also been proposed (Chiaverini and Sciavicco (1993), De Schutter and Van
Brussel (1988)). The idea behind parallel force/position control (Chiaverini
and Sciavicco (1993)) is to combine the robustness of impedance /admittance
control with the ability to achieve both force and position control of hybrid
approaches, increasing the controller robustness to model uncertainties or
planning errors. Force and position are both controlled in a single direction by
superposition, with the force controller generating a suitable motion reference
for a low level motion controller. Force control prevails over motion control

in conflicting situations, i.e., force is regulated at expense of position errors
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(De Schutter et al. (1998)), by introducing an integral action in the force loop
(typically implemented by a proportional-integral controller (PI)), while at
position level, a proportional-derivative controller (PD) is implemented.

Force Control Architectures

Force control architectures are usually designed taking in account a few ideal-
izations. The environment is usually considered to behave as a linear spring
and the manipulator is regarded to be infinitely stiff. A stabilizing damping
action is also required. Since force measurements are usually corrupted with
noise, the damping action is typically provided by velocity terms, meaning
that a force controller implies, at least, force and motion measurements (veloc-
ity and/or position measurements). As De Schutter et al. (1998) states: “every
force control law adds position, velocity and/or force errors together in some way
or another, and use the result to generate set-points for the joint actuators.” The
way these errors from different physical nature are combined, is what distin-

guishes different force control approaches.

Early force control approaches followed, mostly, PI designs with static
model-based compensation (gravity compensation) (De Schutter and Van
Brussel (1988)). Volpe et al. (1993) performed a theoretic analysis and experi-
mental testing on a set of basic controllers, e.g., proportional, integrative, PD,
etc.., highlighting their strengths and weaknesses for force control. More com-
plex architectures grounded on model-based control strategies have also been
proposed. If the robot dynamic model is known, inverse dynamics control al-
lows to achieve a linear and decoupled system, allowing to apply the rich and
vast theory of linear systems in force control. Control designs that do not rely
on perfect dynamics compensation have also been proposed. Robust force
control techniques have been presented by Dawson et al. (1992) and Fraisse
et al. (2007). Passivity base controllers also present enhanced robustness, since
the controller does not rely on a perfect cancellation of robot nonlinearities
(Sage et al. (1999) and Siciliano and Villani (2000)), being used to control either
rigid robots (Siciliano and Villani (1996) and Villani et al. (1999)), as well as to
control robots with flexible joints (Albu-Schéffer et al. (2007) and Schindlbeck
and Haddadin (2015)). Adaptive model-based force control techniques have
also been addressed (e.g., Whitcomb et al. (1997)).
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4.2 Impedance Control

Impedance control (Hogan (1985)) is a natural starting point in the control ar-
chitecture development. Due to the unstructured nature of the environment in
echographic tasks, with free space motion interchanging with contact events,
impedance control presents a suitable solution from a theoretical point view,
providing motion control in free space, while enabling indirect force control
(open-loop) in contact. Furthermore, while interaction forces must be limited
and are procedure specific, to successfully perform an ultrasound examina-
tion it is not strictly necessary to have fine control over contact forces, making
indirect force control approach a suitable solution. Impedance control relates
position errors with contact forces through a mechanical impedance of ad-
justable parameters, i.e., the robot dynamic behavior is specified to match
the dynamics of a mass-spring-damper system. In the Laplace domain, this

relation (for one Cartesian dimension) is given by
E(s) = Z(s)X(s) , (@.1)

with
Z(s) = Ms* 4+ Ds + K, (4.2)

where F,(s) and X(s) are, respectively, contact force and position error in the
Laplace domain. M, D and K are, respectively, mass, damping and stiffness

parameters. In time domain, the desired impedance equation is given by
fm:M(jéd_jér)+D(xd_i'r>+K(xd_xr) (4.3)

where M € R™*", D € R™*" and K € R™*" are mass, damping and stiffness
matrices, while x,, x,, ¥, € R™ and x4, %4, ¥; € R" are, respectively, robot and
reference kinematic quantities. The manipulator dynamics in contact is given
by (3.43) (7 =~ 0)

B(q)j+c(q.9) +8(q) = Ta— e
Computing 7, as in (3.68)
Ta=c(q,9)+8(q) + T+ e, (4.4)

leads to
B(q)§ = 7., (4.5)
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where T, € R" is the torque computed by the control law f .. Pre-multiplying
both sides of (4.5) by J(q)B(g) !, one gets

J(@)i = J(a)B" ' (q)7. . (4.6)
Recall that
J(@)j =% —J(9)d,
Te = IT(q)fc ’
A (g) =T(@)B  (9)]"(q) -

Replacing these expressions in (4.6) leads to

% —J(@)g=T(@)B (@] @)f., 4.7)
and finally to
A(q)% - A@) (@) = f. - (4.8)
Making f_in (4.8) as
fe=A@f —A@](a)q, (4.9)

a linear and decoupled system arises, representing the dynamics of a unitary
mass
% =f, (4.10)
where f* € R" is the new control variable. Solving (4.3) for %, and replacing
itby f* leads to
ff=%+M"'(D@x;—%)+K(xi—x)—f,) (4.11)
Replacing (4.11) in (4.9), f. becomes
fo=A(4) (¥~ J(9)d) + A(@M " (D (%3 — %) + K (xg = x1) = f,)
(4.12)
The computed torque in (4.4) is then given by
Ta=c(q,4) +8(a) + T (@) f,n+
+T (@A) (% — J(9)4) + (413)
+ 1T (@A (@M (D (% — %) + K (xa =) = f,,)
where the relation
Te = ]T(q)fm ’

has been used. Fig. 4.1 shows a generic impedance control architecture.
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=10 e
T q

Figure 4.1— Impedance control. Task space impedance control with inverse
dynamics nonlinear feedback linearization.

4.2.1 Linear and Rotational Impedance

Let f* € R® be a 6-DOF control variable
f P] (4.14)

4 :[fé‘

with f, € R? and f; € R3 linear and rotational components, respectively.

Linear Impedance

fy is given by
fy=pa+ Mz (K, (py=p) + Do (py— 1)~ f)) (415

where M, € R3%3, K, € R3*3 and D,, € R3*3 are diagonal and positive
definite matrices, representing the linear mass, stiffness and damping, respec-
tively. p;, € R® and p, € R? are, respectively, reference and robot position
while p, € R® and p, € R are reference and robot velocity, respectively.
fm,, € R3 is the contact force.

Rotational Impedance
Similarly, f} is given by
f: =wy+ Md_ul <Kdnerd + an (wd — wr) — fma) , (4.16)

where M,;, € R¥3, K; € R*3 and D,;, € R¥ are diagonal and positive
definite matrices, representing the rotational mass, stiffness and damping,
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respectively and f,, € IR? is the contact moment. w; € R® and w, € IR? are,
respectively, reference and robot angular velocity, given by (3.103). €,4 € R3is
the orientation error computed resorting to unit quaternion theory. Let Q; =
{n4,€4} and Q, = {1, €+ } be, respectively, reference and robot orientation
expressed in the unit quaternion framework (Caccavale et al. (1999)). # and
€ are, respectively, the scalar and vector part of the unit quaternion. The
mutual orientation between Q; and Q,, expressed in the robot frame "Q, =
{na4r,) €4} is given as

"Qu = Q; ' % Qy, (4.17)
Mapping (4.17) onto the base frame
Qi = Qr#"Qur+ Q"
=Q;*x9, !,

while acknowledging that Q;, = {1,0} only if reference and robot frame are

(4.18)

aligned, a minimal orientation error representation can be defined as (see
Siciliano et al. (2009))

€4y = 1r€a — 1a€r — S(€4)€r , (4.19)

where S(.) is the skew-symmetric operator.

4.2.2 Control Strategy

When performing an ultrasound examination, applied 3D Cartesian forces
vary with medical procedure itself and patient body anatomy. On the other
hand, at orientation level, to obtain a desired view of anatomical regions,
the probe should be held in a desired orientation, presenting no compliant
behavior, such that the ultrasound image plane intersects the organ of interest.
To cope with these requirements, the impedance controller should be able to
present a compliant behavior at position level, while at orientation level the
controller must enforce stiff behaviors. In this way, the impedance controller
should be designed with relatively low control gains for position dimensions,
while high gains should be employed to present the desired stiff behavior at

orientation level.

4.2.3 Experiments

When testing this controller, it became clear that a compliant position behavior
with a stiff orientation would be unachievable with a satisfactory performance
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both in free space and in contact, requiring a different control approach. It is
well known that the selection of impedance parameters that leads to a good
performance both in free space and in contact, specially with stiff objects, is
difficult (Siciliano and Villani (2000). However, it was still important to assess
the control performance in free space, since it is part of the medical procedure.

Impedance Control Design

In free space, without contact forces, the impedance controller becomes a PD
task space controller with inverse dynamics decoupling if

My, = My, =diag[1 1 1] .

Assuming a perfect linearization, the input/output relation for each task
dimension is given by (in Laplace domain)

X;(s)  Ds+K
X4(s) s2+Ds+K’

with natural frequency

wp = VK, (4.20)
and damping ratio
D
(= 20 (4.21)

D is computed to assign a critically damped behavior ({ = 1). The feed-
forward acceleration term in (4.15) and in (4.16) is usually neglected in tele-
operation tasks, since its computation through velocity differentiation is
very noisy (the reference trajectory is not known in advance). Two posi-
tion impedance designs' were tested performing ultrasound examination

motions in free space, a stiffer

= diag [500 500 500| and Dy, ~=diag[45 45 45|,

Kdﬁsn'ff Pstiff

and a more compliant one

— diag [300 300 300| and D, =diag[35 35 35 .

dpcompl i

The orientation control is projected to present a stiff behavior

Kq, = diag [500 500 500] and Dy, =diag[45 45 45 .

Both position and velocity signals are filtered with a first order Butterworth

low pass filter with cutoff frequencies of 10[Hz] and 5[Hz]|, respectively.
1

experimentally.
" decampli and K,;, were tuned exp y.
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Figure 4.2— Slave manipulator with the tool used in Chapters 4 and 5 ex-
periments. Itis used a tool with a lower mass than the ultrasound probe to
emphasize control issues of the last joint.

Control Issues

Controlling the last joint is particularly problematic (typically this joint per-
forms roll motions). Due to its low inertia, friction effects are dominant (the
last element in B(q), is two orders of magnitude smaller than the other wrist
joints inertias). Since frictions are not taken into account in the dynamic model
(T = 0), to overcome friction effects, high control gains must be employed at
orientation level, which leads the system close to instability. To cope with this
issue, the tool mass taken into account in the dynamic model in this experi-
ment was slightly increased (40.030[Kg]). Further increasing the tool mass
does not improve orientation performance. Fig. 4.2 shows the experimental
setup reported in Chapters 4 and 5. It is used a tool with a lower mass than

the ultrasound probe (see Section 2.2) to emphasize control issues.

Discussion

Fig. 4.3 shows position tracking performance, while orientation tracking re-
sults are shown in Fig. 4.4. With a compliant design, coupling effects from
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Table 4.1: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for Compliant vs. Stiff Impedance Design
at Position Level. (Position Data).

Compliant Stiff

[m] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
x | 0.0093 | 0.0107 | 0.0259 | 0.0056 | 0.0064 | 0.0144
y | 0.0106 | 0.0125 | 0.0383 | 0.0069 | 0.0083 | 0.0207
z | 0.0055 | 0.0076 | 0.0319 | 0.0026 | 0.0033 | 0.0112

Table 4.2: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for for Compliant vs. Stiff Impedance
Design at Position Level. (Orientation Data).

Compliant Stiff

[rad] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
Roll | 0.1116 | 0.1321 | 0.3720 | 0.0814 | 0.1033 | 0.3920
Pitch | 0.0775 | 0.0976 | 0.2944 | 0.0647 | 0.0828 | 0.2314
Yaw | 0.1027 | 0.1241 | 0.2989 | 0.1079 | 0.1231 | 0.2686

the orientation control, model errors and dynamic unmodeled terms (such as
frictions) act as perceptible disturbances in position control, leading to poor
control performance, due to low control gains. Tables 4.1 and 4.2 present the
Absolute Mean Error (AME), Root Mean Square Error (RMSE) and Absolute
Maximum Error (AMAXE) for position and orientation tracking, respectively,
showing that position tracking performance improves with stiffer design (as
expected). Furthermore, the stiff design also leads to better orientation control
performance, reducing AME, RMSE and AMAXE in all orientation dimen-
sions, with the exception of roll AMAXE and AME yaw tracking.
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Figure 4.3— Cartesian position tracking performance. Impedance control

with stiff and compliant impedance design. (a), (b) and (c) are respectively
X, Y and Z tracking. Rotational impedance is designed for stiff behavior.
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Figure 4.4— Orientation tracking performance. Impedance control with
stiff and compliant impedance design. The orientation is represented by (a)
Roll, (b) Pitch and (c) Yaw angles. Roll € [—r, 7], Pitch € [—7, 7] and Yaw
angle € [0,27]. Rotational impedance is designed for stiff behavior.
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4.3 Joint Space Control with Task Space Pose

References

Even with stiff position control and artificially increasing the tool mass, the
orientation control performance is still not totally satisfactory, demanding a
new control solution. Instead of controlling the end-effector pose in opera-
tional space, a strategy is devised to control each joint individually, still based
on task space end-effector pose errors, but without explicitly solving the in-
verse kinematics problem. Task space errors are converted into joint velocity
references, allowing to control each joint individually at velocity level, im-

proving servo control performance.

4.3.1 Task Space Pose Control

Let ¥, € R® be a task space velocity reference
i, = [” P] , (4.22)
Wy
composed by linear and angular task space velocity references p, € R3 and

wy € IR?, respectively. The task space velocity reference %, is computed from

the task space error x, € R® as

%, = Ix, (4.23)
with
v, = | BPar| (4.24)
€dr

where I € R®*® is the identity matrix and Ap,;, € R® and €4, € R? are task
space position and orientation errors (see (4.19)), respectively. The position
error is given by

Apy = Pi—Prs (4.25)
where p, € R% and p, € R? are reference and robot end-effector task space
positions, respectively. The velocity %, is mapped into the joint space through
the differential kinematics equation

i, =T (@)%, (4.26)
where JT(g) € R"™*" is the Jacobian Moore-Penrose pseudo-inverse (see

(8.17)) and g, € R" is the joint space counterpart of X, used to compute inner
joint velocity control references.
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4.3.2 Joint Space Velocity Control

The joint velocity reference 4, € R" is computed by scaling 4, by a propor-
tional control gain K; € R"*",

q,=Kig,, (4.27)

where K is a diagonal positive definite matrix. A proportional gain K; €
R™ ™ acts on the joint velocity error

Ndgy = Ka (4 —d,) - (@.29)
The resolved acceleration « (see (3.71)) is then given by
« =K, (Klqp - qr) . (4.29)

The torques T, are given by

T, =¢c(q,4)+8(q) +B(q)x. (4.30)

4.3.3 Control Design

The control gains are set neglecting the presence of J(g) in the control law.
Without taking into account J(gq) and assuming perfect linearization, the
closed loop transfer function can be approximated by

Y(s) _ KiKy
X(S) N g2 —|—de + K]Kd '

To achieve a critically damped behavior (¢ = 1), K; is computed as

Ky

Kl:zzigz.

(4.31)
Fig. 4.6 shows the simplified control architecture. With the presence of J'(g)
in the control loop, a decoupled control is no longer achievable. However in
practice, the decoupled control architecture assumption provides good results,
being used in control design.

4.3.4 Experiments

The joint controller is assessed by comparing its free space tracking perfor-
mance against the performance of impedance control with stiff design, for the
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Figure 4.5— Joint velocity control architecture with task space pose refer-
ences. The probe pose is controlled through a velocity control in the joint
space, driven by task space orientation errors. Angular velocities from task
space are mapped into the joint space following an inverse differential kine-
matics approach.

Y
——
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Figure 4.6— Simplified joint control architecture. The joint control gains
are chosen based on this simplified model.

same motion of Section 4.2.3 experiments. Table 4.3 shows joint space control
gains, which are individually tuned, allowing to overcome the effect of system
disturbances. Higher gains are required to control wrist joints, specially the

last one, where frictions are dominant.
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Table 4.3: Joint Control Gains.

Ky Ky

425 10.625
g, 45 1125
g3 45 1125
gs 50 125

gs 75 1875
gs 75 1875
g; 110 275

Table 4.4: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for Stiff Impedance Controller vs. Joint
Space Controller (Position Data).

Joint Impedance

[m] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
x | 0.0044 | 0.0054 | 0.0129 | 0.0056 | 0.0064 | 0.0144
y | 0.0053 | 0.0068 | 0.0220 | 0.0069 | 0.0083 | 0.0207
z | 0.0027 | 0.0042 | 0.0210 | 0.0026 | 0.0033 | 0.0112

Discussion

Figs. 4.7 and 4.8 show position and orientation tracking results, respectively.
Table 4.4 summarizes position control results. Overall, position control perfor-
mance of both controllers is similar, with the joint controller having marginally
better results along X and Y directions (see Figs. 4.7a and 4.7b) and slightly
worst results along Z (see Fig. 4.7c). Position tracking errors arise especially
when performing orientation motions in a fixed position, highlighting cou-
pling problems between orientation and position control (around 16[s] — [25s]).
Orientation control performance is greatly improved with explicit joint control.
Table 4.5 summarizes orientation control results.

4.4 Conclusion

Two different control approaches are presented in this chapter. When per-

forming an ultrasound examination, the physician controls interaction forces
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Table 4.5: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for Stiff Impedance Controller vs. Joint
Space Controller (Orientation Data).

Joint Impedance

[rad] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
Roll | 0.0767 | 0.1093 | 0.3851 | 0.0814 | 0.1033 | 0.3920

Pitch | 0.0468 | 0.0634 | 0.2071 | 0.0647 | 0.0828 | 0.2314

Yaw | 0.0830 | 0.1042 | 0.2692 | 0.1079 | 0.1231 | 0.2686

between probe and patient, enforcing stiff or compliant behaviors in accor-
dance with the medical procedure. At orientation level, the probe is kept in
a desired configuration, showing no compliant behavior. To address these
requirements, a solution based on impedance control has been presented. The
impedance control is designed to present a stiff behavior at orientation level
and a compliant behavior at position level. Experimental results have shown
that with this design, notorious coupling effects between position and orien-
tation control exist, leading to undesired probe behaviors and poor motion
tracking performance. Furthermore, even with stiff design for both position
and orientation control, free space performance is still not satisfactory, spe-
cially at orientation level, which have led to follow a different control strategy,
based on individual joint control. The idea behind joint space velocity con-
trol with task space pose references is to devise a control architecture that
allows to design the control gains for each joint individually, reducing the
detrimental effect of unmodeled friction terms in control performance. Exper-
iments validate the joint control approach in free space, showing improved
motion tracking performance, specially in orientation control. However, high
control gains employed led to undesired stiff behavior also at position level.
Therefore, a solution based on joint space velocity control with task space
orientation references is going to be used as a building block for orientation

control, while a different solution is required to control interaction forces.
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Figure 4.7— Cartesian position tracking performance. Impedance control
with a stiff linear impedance design vs. joint space control with task space
pose references. (a), (b) and (c) are respectively X, Y and Z tracking. Rota-
tional impedance is designed to present a stiff behavior.



58 CHAPTER 4. INTERACTION CONTROL ARCHITECTURES

I‘Qeference Stiff Joint
2.00
=
N
= 1.00
o
&b
=1
< 0.00
—1.00 & ! ! ! N
10 20 30
time [s]
(a)
f{eference Stiff ‘ Joint
1.00
=
=
) 0.50
&b
[
<
0.00
\ \ \
10 20 30
time [s]
(b)
4.00 + f{eference Stiff Joint -
=
=
o 3.00
o0
[
<
2.00
\ \ \
10 20 30
time [s]

(©
Figure 4.8— Orientation tracking performance. Impedance control with
stiff impedance design vs. joint space control with task space pose ref-
erences. The orientation is represented by (a) Roll, (b) Pitch and (c) Yaw
angles. Roll € [—r, 7], Pitch € [—m, 7] and Yaw angle € [0,27t]. Rotational
impedance is designed to present stiff behavior.



CHAPTER

HIERARCHICAL CONTROL
ARCHITECTURE

For a robotic-assisted tele-echography system to be adopted by the medi-
cal community, free space and constrained probe motion must replicate the
physician movements with high fidelity, while the dynamic behavior has to
be adapted in accordance with the procedure nature, imposing constraints
in interaction dynamics to improve both procedure execution and safety. In
Chapter 4, it has been shown that an indirect force control approach falls short
to deliver a satisfying interaction performance. Coupling effects between posi-
tion and orientation control exist, leading to poor motion control performance
when impedance control parameters are designed to present a compliant be-
havior. In this chapter, a new control architecture is proposed, featuring an
explicit force control approach for compliant behavior at position level, while
high performance motion control strategies are pursued to present stiff behav-
iors at orientation level. To avoid coupling issues between orientation and
force control, a hierarchical control architecture is adopted. The hierarchical

control architecture relies on:

e Explicit Cartesian force control driven by position errors as the high
priority task. The force control establishes a suitable dynamic behavior
between probe and patient, limiting the range of applied forces. In free
space, position tracking is achieved without control switching.

e Probe orientation control in the null space, reducing coupling effects.
The orientation control is driven by task space orientation errors con-

59
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verted into joint velocity references, allowing to control each joint indi-

vidually, boosting orientation tracking performance.

Both force and orientation are controlled through AOBs (Cortesao et al. (2006)).
Furthermore, a strategy based on depth camera data is also developed to
cope with inertial forces measurements. When coupling a load to a wrist force
sensor, force measurements reflect not only contact forces but also inertial
forces, which can become dominant in dynamic scenarios, deteriorating force
control performance.

This chapter is organized as follows. In Section 5.1 a literature review on
hierarchical priority control and inertial forces compensation is performed.
Section 5.2 describes the hierarchical control architecture. Force and orienta-
tion control strategies are presented in Sections 5.3 and 5.4, respectively. Free
space experiments are presented in Section 5.5 and Section 5.6 concludes the
chapter.

5.1 Literature Review

This section provides literature review on hierarchical priority control and

payload inertial force compensation.

5.1.1 Hierarchical Priority Control

Robots were initially designed to perform repetitive, dull and hazardous tasks
in highly structured industrial scenarios. Therefore, robots were designed
with minimal DOFs, adopting control architectures based on analytical in-
verse kinematics with high control gains to achieve high tracking accuracy at
relatively low computational cost. With the increasing availability of compu-
tational power, roboticists focus started to shift from industrial applications
in isolated environments, to applications where robots share their working
space with humans (e.g., medical, assistive, and social robotics). To effectively
perform in a human like environment (highly unstructured), where multiple
and, sometimes, simultaneous tasks must be carried out, robots started to be
designed with multiple redundant DOFs. Redundancy allows the execution
of multiple tasks simultaneously in a hierarchical way, based on the Jacobian
null-space (Siciliano (1990)). Under this general framework, redundancy can
either be resolved at velocity (Liegeois (1977)), acceleration (Hsu et al. (1988))
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or force level (Khatib (1987)). Hierarchical priority control is a well-established
framework to perform multiple tasks simultaneously. By specifying mul-
tiple tasks, it is possible to assign different priorities to different tasks both
at kinematic (Nakamura et al. (1987) and Siciliano and Slotine (1991)) and
dynamic levels (Khatib et al. (2004), Sadeghian et al. (2011), and Sentis and
Khatib (2006)). Compliant task space control presents a suitable approach to
create an adequate motion of the end-effector in environments shared with
humans. Nakanishi et al. (2008) present a study about different task space
controllers for redundant manipulators. Null-space compliant control has
been investigated by Sadeghian et al. (2014) while multi priority impedance
control has been presented by Platt et al. (2010).

5.1.2 Payload Inertial Forces

When coupling a load in a wrist force sensor, force measurements reflect not
only contact forces but also inertial forces, which can become dominant in dy-
namic scenarios, deteriorating force control performance. Garcia et al. (2006)
present a sensor fusing approach (force, acceleration and position measure-
ments) based on extended Kalman filter to be used to estimate non-contact
forces, being this approach further extended by Kubus et al. (2008), where
all inertial payload parameters are estimated online. On the other hand,
Aghili (2010) proposes an impedance control scheme for manipulators carry-
ing heavy payloads that overcomes non-contact forces without performing

inertial forces estimation.

5.2 Hierarchical Priority Control

This section describes the hierarchical control architecture. Let x, € R"™ be a
task to be performed. J,(q) € R™*" and A, (g) € R"*™ are the Jacobian and
inertia matrix associated with task x,, respectively. From Section 3.3.1, the
torque vector computed by the control law to perform x, is given by

Tc:Tp:Ip(q)fpf (5.1)

with f p (similarly to (3.78)) as

fp = Ap(q>f* - Ap(q)lp(q)q . (5.2)
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If m < n, the system is redundant when performing x,, and 7. is not unique.

The generalized torque/force relationship is given by

Te=Jy(@)f, +Npy(q)Ts . (5.3)

This torque/force relationship allows the decomposition of 7, into two dy-

namically decoupled torque vectors
Te=Tp+Tu, (5.4)
corresponding T, to the primary task (see (3.75)) and
Tu = N, (q)Ts (5.5)
to a secondary task that does not interfere with 7, and is performed in the
null space (N (g)) of I;(q),
Ni(g) = [L-T@n@] =[L-1@ho], 66

where N ;(q) € R"™" is the null space projector of task p and J,(q) € R™*" is
the dynamically consistent generalized inverse of J,(q) (Khatib (1987)), given

by
J,(a) =B (q)],(9)A,(q) - (5.7)

Let x; € R! be a secondary task
X =J(q)q, (5.8)

where J,(g) € R"*" is its respective Jacobian matrix. The torque to perform

the secondary task 75 € R" can be defined similarly to 7, as

s =Ji()f,, (5.9)

where f, € R! is the task space counterpart of ;. Substituting (5.9) in (5.3),

Te = I;TJ(q)fp +N;T7(q)]sT(q)fs

' X (5.10)
= Ip (q)fp + Is\p(q)fs ’

where
T T
15, = (J(a)N,(9) (5.11)
appears as a new Jacobian matrix, combining the primary task null space

operator with the secondary task Jacobian. Its range space is the instantaneous
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space of the secondary task motion that is consistent with the primary task.
Khatib et al. (2004) called it the task-consistent posture Jacobian. If m +1 < n, the
system is still redundant when performing both x, and x;. The generalized
T. is then given by

e = (@) f, + 15,0 f + Ni(9)7o
=Ty + Ts|p + N{[(q)To ’

where 7, is the torque to perform the secondary task constrained by the

(5.12)

primary task, Tp € R" is a performance optimization torque and Ny(q) €
R"*" is the projection matrix for the null space of all prioritized tasks, given

by
Nn(q) = N,(9)N,,(q)
= (=T, @1,@) (1= Tp@), @) (5.13)

— L~ T, @), (@) ~ T, @)], (@)
where the property J,(q)N,(q) = 0, with 0 € R"*" as the zero matrix, has

been used.

5.2.1 Explicit Force Control with Null Space Orientation Control

In this section the control torque 7. is going to be computed for our archi-
tecture. Let T, be the torque computed by the force controller and 7; be the
torque computed by the joint space orientation controller, with J,(q) and
J+(q) the position and the orientation Jacobian, respectively. Let also f* € R3
be the control variable for the primary task and &« € IR” be the control variable
for the secondary task. From (3.69) and (5.12), the manipulator dynamics with
Coriolis, gravity and external force pre-compensation in the joint space (see
(3.68)) is given by

B(9)j =Ty + Ty, + Ni(q)70 - (5.14)
Left multiplying both sides of (5.14) by JI(q)]. ST (q) and setting T, as
Typ = Ny (9)Ts = N (9)B(q)a (5.15)

leads to
TN T (9)B(@)i = TI(q)]: (9)Tp+
+ I3 (@) (N} (0)B(q)at (5.16)
+JX(a)] (@)N} (9)N] (9) 70,

=0




64 CHAPTER 5. HIERARCHICAL CONTROL ARCHITECTURE

where J,(q) € R¥**" is the dynamically consistent generalized inverse of
Js(q) € R¥", computed similarly to (5.7). JI(q )]S (q)B(q)g are the con-
trol torques acting on the secondary task space, composed by the orienta-
tion control torques (second term of (5.16)) and the coupling torques from
the primary task (first term). The third term vanish due to the presence of

Jp(4)Ny,(q) =0,
TH(@)]: (@)N; (9)N]),(g)70 =

= B(9)]:(q) Js(@)N,(9) Ny, (9)d, - (5.17)
=J,,(q)
“Islp

where the commutation properties have been used:

N;(9)B(q) = B(9)N,(q), (5.18)
J(a)]; (@)B(q) = B()]s(9)](q) (5.19)

Projecting (5.16) through N ;(q), the torques acting on the secondary task
space without affecting the primary task execution are given by

Ny (@)JL(@)]: (0)B(q)i = Ny ()] (@] (@)7p+

(5.20)
+ Ny (@)L (9)]: ()N} (9)B(q)a .

Left multiplying both sides by B~!(g) and using the commutation properties

B '(9)N,(q) = N,(9)B'(q), (5.21)
U)X )] (a) =T.(9)](q)B " (q), (5.22)

the corresponding secondary task joint acceleration is given by

Np(q)fs(q)ls(q)f'i: (@) Ts(@)](a)B~ () Tp+

5.23
N, (@)T.(a) T (@) 2

Setting the control variable « as

w=Jop(@)]s(a) (v—B7(9)7,) (5.24)

and replacing (5.24) in (5.23), the secondary task closed loop dynamics be-

comes

Np(q)ls( )]s( )( _V) 0. (5-25)
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where v € R" arises as a new control variable. A linear and decoupled

joint acceleration in the primary task null space shows up, performing the

secondary task without inducing any motion in the primary task space.
Plugging (5.24) in (5.15) and replacing J;,(q) by

Jop(@) = B @)1, (9)A, (), (5.26)

Ts)p becomes
Ty = (@A, @]e) (v =B (9)7y) | 527)

2
where the null space idempotence property N ;(q) = (N g(q)) has been

used and A, (g) is a prioritized inertia matrix given by (Khatib et al. (2004))

slp

Ay(0) = (@B @I, @) . (5.28)
Substituting (5.27) and (5.2) in (5.12), the control torque to perform both tasks
is given by
= T1(@) [A(@)f — Ay @), (@)d] +
+ 1, (@) [v = B @)7y | + (5:29)
+ N (q)7o

In the above formulation, algorithmic singularities arise when the primary
and the secondary task are in conflict, causing J S| p( ) to drop rank (Sentis and
Khatib (2005)). To avoid issues with such singularities, « is computed by

w=T(@)].() (v-B@)7,) , (5.30)

where J,(g) has been used instead of J,(q). J5(q) is the orientation Jacobian
computed without any constraints from the force controller, with all DOFs
available. Due to the manipulator structure, J,(q) only loses rank at the exter-
nal boundary of its reachable workspace, having no ill-condition issues near
internal singular configurations, when both tasks are in conflict. Following
this approach and using (5.18), (5.29) becomes

=} @) [ A (@)F — @y (9)i] +
+ 1@ (@) [Blayw — 7] + (5.31)
+ N (q)7o



66 CHAPTER 5. HIERARCHICAL CONTROL ARCHITECTURE

The closed loop system in (5.25) is no longer achievable. As a consequence,
tracking errors might arise in the orientation control, since the forces given
by 7l (q) [B(q)v — T,] might have components along the primary task space,
which are canceled out by N ;(q). However, as it is going to be shown in Sec-
tions 5.5 and 7.4, this approach together with the orientation control strategy
provides good orientation tracking results in the presence or absence of con-

tact constraints.

5.2.2 Posture Optimization

The manipulator posture plays a key role in performance optimization. In
our setup, performance is optimized by keeping redundant joints close to the
middle of their range through gradient minimization, projecting 7y in the null
space of all prioritized tasks (see (5.13)),

T
Ty = B(q)KN (a%(;q)> . (532)

Ky € R"*" is a diagonal gain matrix and v(q) is an objective function given
by
<M> , (5.33)
qiM - qim

where §;, q;,, and g;, are, respectively, the i’ joint middle, maximum and

=

v(q) = —%

Il
—

minimum range value.

Projecting 7o through (5.13) in (5.31), the total computed torque is then
given by replacing (5.31) in (3.68). Fig. 5.1 shows the proposed control ar-
chitecture scheme, where force and orientation control are the primary and
secondary tasks, respectively, and posture optimization is performed in the

null space of all prioritized tasks.
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System Plant G(s)

Figure 5.2— Force control with an AOB in the loop. Each Cartesian force
dimension is controlled by an AOB. The dashed blue arrows show the control
variables that change with the stiffness adaptation Kj ;.

5.3 Force Control

This section discusses the force control architecture. Following the approach
presented in Cortesdo et al. (2006), each Cartesian force dimension is controlled
through state feedback from an AOB. f; € R? is the force reference, computed
from the position error through virtual coupling as

fa=Koirnt (Pa—p,) . (5.34)

where p, € R® and p, € R? are, respectively, desired and end-effector Carte-
sian positions and K;,; € R¥*? is a virtual coupling matrix (see Section 7.1).
In the sequel, the control analysis is done for each Cartesian force dimension
individually. Fig. 5.2 shows the force control scheme with the AOB in the
loop.

5.3.1 System Plant

Equation (3.79) represents the dynamics of a unitary mass for each Cartesian
dimension. Modeling the environment as a linear spring K,!, with nominal

stiffness K ,, and accounting with system delay T; due to signal processing,

1 The system stiffness is given by ﬁ = K% + K%U' where Kj; is the environment stiffness
and Ky, is the stiffness of the force sensor. It is assumed through this work that Ky, > K,
leading to Ksys ~ K.
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the force controlled robot plant is given by

Gs) =g ool (5.35)

S + Kze—STd) 7
where Kj; is the system damping, with nominal value Kj ,,, which includes the
feedback gain K3 (De Schutter et al. (1998)) and the robot structural damping
K3

Ky =K +K;. (5.36)
Assuming a small time system delay, the force controlled robot can be approx-
imated by
KsesTa
G(s)  ———. 5.37
(5) s(s +Ka) (5:37)
The equivalent temporal representation is given by
i(t) + Koy (t) = Ksu(t — Ty) , (5.38)

where u(t) is an acceleration (plant input) and y/(t) is the force exerted (f,,) by
the robot and measured at the end-effector (plant output). Defining x,, (t) =
y(t) and x,,(t) = y(t), respectively the output force and its time derivative,
(56.38) can be written in a state-space representation as

y(t) = Cssxy(t)
with
| xn B 0 1 _ 0 _
xr(t) = [xh Ags = 0 —K Bss = [Ks] and Cs = [1 0} ’

where A, € R?*2, B, € R? and C,; € R'*2 are, respectively, state, input and
output matrices.

5.3.2 Discrete System

Discretizing (5.39) with sampling time & (Astrom and Wittenmark (1997)), the
equivalent discrete time system becomes

, (5.40)

Xrk = q’rxr,k—l +Tugq
Ve = Crxp
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where
kT .
Ug_d
we= || D=0 G={1 0 o}. (5.41)
Ug_2 1
[Uk—1]

xy is the state vector of the core states (the discrete representation of x,(t)),

being the remaining d states in x, x due to T;. The term d is computed by

Td:(d—l)h+fl

(5.42)
0<7<h

®,, I'; and C; are, respectively, state transition, command and measurement

state-space matrices in discrete time. ®, is given by

(®, T; T, ... O
0 0 1 ...0
o= | oo, (5.43)
0 0 0 1
(0 0 0 0]
with ®¢, I'; and I as
@) =", (5.44)
/ T,
I, = eAs(i=7) / A A\B,. (5.45)
0
h—1'
Ty — / A d\B, , (5.46)
0

where ¢! = ¢(t) is the continuous time state transition matrix. In the
Laplace domain, ¢(t) is given by (Ogata (2010))

-1
S -1

0 S+K2

© =

®(s) = (sI — Ag) ' = )

S+K2

1
S<S+Kz>] . (5.47)

o

Applying the inverse Laplace transformation to ®(s), ¢ (t) arises as

1 17€7K2t
P(t) = [0 eKézt] : (5.48)
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Knowing ¢ (t), the computation of ®1, I'1 and I is straightforward. ®; is

1 1—e Kol
®, = [o e-Kézh] . (5.49)

given by

For a system delay of T; = h (the delay present in our system), d = 1 and
T’ = h (see (5.42)), which leads to

0
Iy = 5.50
0 [O] (5.50)
and o
K | h4+ <221 Iﬁ;—l
= — 5.51
A (5.51)

As aresult, ®,, I', and C, are given by

St & () 0
® =0 ek Kok |, T=l0l, C= [1 0 0} .
1

0 0 0

5.3.3 Active Observers

An AOB? is a state space observer that reformulates the Kalman filter frame-
work in order to accomplish model-reference adaptive control (Cortesao (2003,
2007)). Resorting to state feedback control to achieve a desired closed loop
behavior, the AOB performs state estimation based on the desired closed loop
behavior, using Kalman filter stochastic design to reflect the uncertainties of
system model and output measurements. An extra state (active state) py, is
employed to estimate an equivalent disturbance referred to the system input
due to unmodeled terms, such as higher order dynamics, parameter mis-
matches, unknown disturbances and noise, performing compensation actions.
To be able to track functions with unknown dynamics, py is described by a
stochastic equation

Pk — Pk—1 = Cpy (5.52)

2This section describes the AOB algorithm, its design and implementation in a force
control architecture for a medical robotic application. It is out of the scope of this work to show
AOB stability and robustness capabilities, since it has already been performed elsewhere. A
thoroughly work detailing the AOB can be found in Cortesao (2003).
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in which ¢, is a zero-mean Gaussian random variable, meaning that the first-
order evolution of py is randomly distributed ( Cortesdo (2007)). Introducing
pr and ;3 in (5.40), and controlling the system by state feedback from an

observer, the augmented state space representation is given by

X1k _ o, I, Xrk—1 + I, u;{ 1+§k (553)
Pk 0 1) |pPka 0]
i =Co || + ¢ (5.54)
Pk
where
l/l]/(_l = Tj—1 — [Lr 1} [x:'k_ll ’ (555)
Prk—1
and
C. = [c, o} . (5.56)

r¢—1 is the input reference and L, is the state feedback gain matrix used to set

the closed loop system response. The stochastic inputs

[
= Gl I 5.57
Ck [CW ] (5.57)

and «; represent model and measurement uncertainties, respectively. The
desired closed loop system appears when py = py and %, x = xi, leading to

Xrk|
Pk

The system state estimate is performed taking into account the desired closed

T,

0

+ re—1+ Gk - (5.58)

®, —-TI,L, O Xrk—1
0 1] | P

loop response, the uncertainties gy, ,, the deterministic term due to the system
input and the augmented state*

X ®,,—T,,L, O] [X4_ r
xAr,k _ rn rnbr x:,k 1 rn feq + Kk (yk . yk) (559)
pk 0 1 pkfl 0
with
yAk - Cu (

r
"”] rk_1> . (5.60)
0
3The subscript k indicates the iteration.

4<I>r,,, and I'; ; are the nominal representation of ®, and I'y, respectively. These matrices
are computed using K, and K ,,, the stiffness and damping nominal value, respectively.

+
0 1

(I)r,n - rr,nLr 0] [ﬁr,kl

Pr—1
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The Kalman gain Kj reflects the uncertainty of each state being a function of
¢ and « (Astrom and Wittenmark (1997))

T T -1
Ky = Py C! [caplkcu n Rk} (5.61)
with
Py = ®,P_1®] + Q; (5.62)
Py = Py — Ky C, Py (5.63)

where @, is the open loop augmented state transition matrix (5.53)°

®, = (5.64)

0 1

D, , r]

Ry = E{mx]} and Q. = E {;‘k@‘{} are, respectively, measurement and

Q., 0
= |~ , 5.65
Qx [ 0 Qm] (5.65)

¢, and x; are the stochastic inputs due to model and measure uncertainties,

system noise matrix

respectively. Py is the mean-square error matrix and its initial value reflects
the uncertainty associated with the state estimation. Its initial value should
not be lower than the initial value of Q.

Stochastic Design Strategy

The observer gain K is defined by the relation between the stochastic matri-
ces Q; and Ry, and not by their absolute value. Following a normalization
strategy for Ry (Ry = 1), the estimation strategy and the Kj dynamics is set
by designing Q, in order to reflect the uncertainty of the states (Cortesao et al.
(2010)). Setting Q; with a relatively small value with respect to Ry, means
that a model based strategy is followed, while a relatively high value of Q;
accounts for a sensor based approach.

State Feedback Control

The feedback gain L, is designed based on desired close loop poles. The

system is controllable and of dimension three, with two core states and one

5 The desired closed loop system (5.58) is non-observable
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extra state due to the delayed input (d = 1). In continuous time, the closed
loop characteristic polynomial is given by (without taking into account dead-
time)

2 + 20wps + w? .

Its discrete time representation (in the Z domain) is
2
z-4+az+ap,

with 41 and a; computed as (Astrom and Wittenmark (1997))

a; = —2e5M cos <« /1— g2wnh> , (5.66)

Ay = e~ 2wl (5.67)

The state feedback gain L, is set to achieve a critically damped behavior
(¢ = 1), with time constant 7y

1
Tf = o, (5.68)
and the extra pole due to T; mapped to z = 0. Through the Ackermann’s
formula, L, is computed by

L=[0 ... 0 1w P(e,). (5.69)
W, is the controllability matrix (Astrom and Wittenmark (1997)),
We=[I, @1, @0 'T,, (5.70)

where the superscript m represents the system order. P(®, ;) is the character-

istic polynomial in ®, ,;, and is given by

P(®,,) =@ 2+ n®! !+l . (5.71)

AOB Contact Model Adaptation

Consistent force responses require that the AOB contact model adapts when
the environment changes. If the environment stiffness changes from K; to
Ks + AK;, only I'y needs to be updated in ®, (see (5.43)) (Cortesdo et al. (2003))

I R (5.72)
AKq

AT =
1=K

. (5.73)
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Figure 5.3— Force control with an AOB in free space. The AOB generates
a "virtual state" into the system plant. This plant is not stable, having a contin-
uous pole at s = 0 and a discrete pole at z = 1. H is the transfer function due
to the AOB and G/ (s) is robot plant in free space. The dashed blue arrows
show the control variables that change with the stiffness adaptation Kj ;.

The system feedback gains also need to be updated (Cortesdo and Koeppe
(2001))

— L L
L= 1+AI<15/KS 1+AK25/K5 Ly ... Ln} , (5.74)

while the gains due to T; remain the same. The core state feedback gains, L;
and L, are proportional to K%
5.3.4 Free Space Position Control

The force control architecture is kept also in free space (no control switching).

Let’s rewrite (5.59) and (5.60) in a more compact form as
&c,k = (Dc»’ACc,kfl + 1—‘crkfl + Kk (]/k - yk) ’ (5-75)
Uk = Co (®ckep—1 +Teri—) , (5.76)

&, -TI,L, O r — T, o Xy i
’ c = ’ Xck = n .
0 1 0 Pk

where

P, =
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Assuming that inertial forces are effectively eliminated from the force control
loop, force measurements in free space are zero (f, = 0), and %, can be
further simplified as (replacing (5.76) in (5.75))

fop = ®Laop1 +Tln (5.77)

with
@/ = (I - K;C,) @, (5.78)

and
I/ = (I-KCo) T . (5.79)

The feedback control gain can also be represented in compact form as
L = [Lr 1} . (5.80)

Fig. 5.3 shows the force controlled robot in free space. The AOB state esti-
mation generates a virtual state X that enters in the system (Cortesao et al.

(2006)). In free space, the robot transfer function is given by

f e*STd
G N ———, 5.81
(s) s(s + Ka) (81)
while the force control transfer function arises as (Z-transform domain)
-1
Hf (z) = L. <zI —of ) . (5.82)

The overall system transfer function in free space (force controlled robot G/ (z)
plus the AOB) is given by

Gl(z) =L |6/(2) - H/ ()G (2)] , (5.83)

where G/(z) is the pulse-transfer function of G/(s), obtained by preceding
G/ (s) by a zero-order hold®
1 biz+b L1

G/ (z) = =— 5.84
(z) Ky 22+ mz+ap (5.84)
with

a = — (1 + e’th)

a, = e Kol

b Koh — 1+ e K . (5.85)

1= K
1—e K _ Kyhe Kb
b, =

K>

6 A table of the most common pulse-transfer functions can be found in Astrom and
Wittenmark (1997)
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Figure 5.4— Position controlled robot with an AOB in free space. Control
stability is achieved by computing force references f; from position errors
through virtual coupling K, closing a position feedback loop around the

force controlled robot. H; is the transfer function due to the AOB and G/ (s) is
robot plant in free space. The dashed blue arrows show the control variables
that change with the stiffness adaptation Kj ;.

This system is not stable, having a continuous pole at s = 0 and a discrete pole
at z = 1. The continuous pole in s = 0 is due to the open loop plant, while the

discrete pole at z = 1 is due to the active state (integral action).

Position Control

Position control is achieved by computing force references from position errors
through virtual coupling K+ (see (5.34)), closing a position feedback loop
around the force controlled robot. With virtual coupling, the system transfer

function is given by

Gl (z) = K”’”Gg(;) . (5.86)
1+ KointGs (2)

Fig. 5.4 shows the force controlled robot in free space with an outer position
control loop. Position tracking is achieved by the virtual stiffness and the force
controller. In free space, the force control drives the robot towards the position
reference, since force references are computed from position errors. In this
way, as the robot gets closer to the position reference, both force references
and position tracking errors approach zero.



78 CHAPTER 5. HIERARCHICAL CONTROL ARCHITECTURE

5.3.5 Inertial Forces

Free space motion leads to non negligible inertial forces being captured by a
wrist force sensor when a tool is attached to it. These forces enter in the AOB
and in system linearization (see (3.67)), deteriorating control performance.
Using the depth information from a 3D time-of-flight camera, measured forces
can be taken into account only near contact, removing free space inertial forces
from the control loop. Let P € R"*H be a depth image, where W and H are
image width and height, respectively. p(i,j) € R* is the 3D homogeneous
coordinates of the i*", j camera pixel projected in the camera frame
Co e .. .. .. T
p(i,j) = [%(w) “py(irf) p2(if) 1}
Knowing PT, € R**, the homogeneous transformation matrix between

camera and probe, °p € R* can be represented in probe frame as

Ppli,j) = PTe p(irj) - (5.87)

The minimum distance of all 3D pixel coordinates to the probe frame is given
by
dy = mind,(i,j) i:1,...,Wj:1,...,H, (5.88)

where d,(i,j) = ||Pp(i,f)| is the Euclidean distance of "p(i, ) to the probe
frame.

Taking into account d,, the new force variable f, € R3, is given by
Fo- 0q(c,—(do—dt)) ffs ifpe=0

frs € IR3 is the force sensor measurement and p, is a boolean variable used to

(5.89)

identify contact

1 ifdy < dy and fuin < [If ]
Pe=141 ifdo > diand fuax <|fpll - (5.90)

0 otherwise

where f,,i, is a threshold value for inertial forces near contact and fyu,x is a
threshold value for contact not identified by the 3D camera. oy is a general
sigmoid function, given by

1

= 91
e (591)

a4 (¢, x)
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which acts as a smooth switch of d, centered around d;. The parameter c is
a smoothing factor that defines the adaptation dynamics while d; acts as a

threshold for force measurements, anticipating contact.

5.4 Orientation Control

The orientation control is performed employing a joint space velocity control
driven by task space orientation errors, following the strategy presented in
Section 4.3.
Let ws € R3 be the angular velocity reference, computed from the orienta-
tion error as
ws = Iey, , (5.92)

where I € R¥*3 is the identity matrix and €4, € RR® is the orientation error
computed by (4.19). The task space angular velocity reference is mapped to

the joint space by the inverse differential kinematics equation

i, = J1 (9w, (5.93)

where J{(gq) € R®*" is the Moore-Penrose pseudo-inverse of the orientation
Jacobian. 4, is the joint space counterpart of ws, used to compute the reference
for the joint velocity controller.

5.4.1 Joint Space Velocity Control

The joint velocity reference 4, is computed by scaling 4, by a proportional
control gain K1,
4, = Ki4, . (5.94)

In the sequel, the control analysis will be done for each joint individually,
being controlled by an AOB.

System Plant

The orientation controller is designed assuming the dynamics of a double
integrator in the null space (see (5.25)). When controlling the system at velocity
level, the system plant reduces to a single integrator, given by

e*STd

Gl =" (5.95)
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Figure 5.5— Joint velocity control with an AOB in the loop. Each joint is
controlled individually.

The equivalent temporal representation is given by
g(t) = v(t - Ty) (5.96)

where v is the plant input (joint acceleration) and y(t) is the plant output (joint
velocity 4,). Defining x,1(t) = y(t), the state-space representation of (5.96) is
given by (5.39), with

A=0 B=1land C=1.

The equivalent discrete system is achieved following the formalism presented
in Sections 5.3.1 and 5.3.2 . The AOB algorithm has been discussed in Sec-

tion 5.3.3 and the orientation control variable v is given by

. Rk,
v = leelqd - |:L7’vel ]_i| [f;,];uel] . (597)
7 Koel

Fig. 5.5 shows the joint velocity control with the AOB in the loop.

Control Design

Motion control is designed to provide a high tracking performance, to enforce
a stiff behavior at orientation level. L, , is set through the Ackermann formula
in accordance with the velocity loop time constant 7,. A fast response is
achieved by setting a small 7,. Kj is designed assuming that J!(g) and T
have no influence in motion control dynamics. With this assumption, the pole
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qd + qr

K

@ =

Figure 5.6— Simplified orientation control architecture at joint level. Sim-
ilarly to what was performed in Section 4.3, the joint control gains are chosen
based on this assumption.

placement gain reduces to L; . For the desired plant model (p , = px,, ), the
closed loop transfer function of the orientation control is equal to (see Fig. 5.6)

Y(s) Kl . (5.98)

C6)=X6) = 77 L+ Kl

vel

For a critically damped behavior ( = 1), K; is given by

Ly,
Ki =2 gﬁ . (5.99)

With the presence of J!(g) in the control law, the decoupled system is no
longer achievable. Although being an approximation, this approach provides
a “good guess" for the K; design, giving a good tracking performance without
any notorious overshoots in the end-effector orientation.

5.4.2 Inverse Differential Kinematics

Equation (5.93) computes the joint velocity reference without any force control
constraint. As a result, coupling effects with force control torques may arise,
being canceled by the null space projector (see (5.11)). Thus, only redundant
joints are used for orientation motion, which might introduce orientation
errors. Since JT(gq) is the Moore-Penrose pseudo-inverse, the solution of
(6.93) will instantly minimize the joint velocity norm and, as long as 4, is
not parallel to T, orientation motion is going to be performed by redundant
joints. As a consequence of this approach, error convergence towards zero
might be slower and, eventually, might converge to a non-zero error state if
g, is parallel to T;,. Slower convergence can be mitigated by setting higher

control gains.
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5.5 Experiments

This section assesses the hierarchical control architecture performance in free
space. Motion tracking capabilities are evaluated against the joint space con-
troller presented in Section 4.3. Control performance in contact is addressed
in Chapters 6 and 7.

5.5.1 Control Design

Force and motion control design are going to be presented in this section. The
control sampling time and the system time delay are h = 1.2[ms] and T; = h,

respectively.

Force Control Design

Typically, the manipulator structural damping K3 is neglected in the AOB
model (K5 = 0 and Ky, = K3). For this setup, setting K, = Kj = 16.6
provides good control performance, however it introduces noticeable high
frequency noise perturbation due to high KJ. Reducing both K, and KJ
affects control performance, decreasing system responsiveness. Recognizing
that the manipulator structure has some internal damping (K3 > 0), K , can
be set in the AOB model higher than the velocity loop feedback gain K3 (see
(56.36)), which reduces high frequency noise without any notorious drop off in
control performance. Following this approach, the damping parameters are
set to K», = 16.6 and Kj = 12.5, being both tuned experimentally. The force
control time constant is set to 7y = 0.035[s], which leads to a desired closed
loop behavior with a double pole ({ = 1) at 51, = —28.57. K, is set to 10 and
Kyirt is set to 40. Both values were experimentally tuned, with nominal low
values to reduce the effects of modeling free space as a spring. Low K; , value
leads to higher feedback gains, which results in manipulator motion with fast

dynamics. Pole placement gains in free space are
L = [79.68 398 0.048],
being given by (5.69). The null space gain Ky € R7*7 is set as

Ky =diag [50 50 ... 50| .
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Table 5.1: Motion Control Design.

Ty K1 led Lz

g1 0.008 29.02 116.08 0.14
g2 0.008 29.02 116.08 0.14
gz 0.0075 308 123.21 0.15
g4 00075 308 12321 0.15
gs 0.005 4445 177.81 0.21
ge 0.006 4445 177.81 0.21
g7 0.006 4445 177.81 0.21

vel

Stochastic Design

For the AOB stochastic design, a sensor based strategy (relatively high Q,
when compared to Ry) is pursued with

Q; = diag[1071 107 107 3x 107
and Rj = 1, leading to the following steady state Kalman gain in free space

T
Ky = [0.2705 0.1133 0.148 0.148} .

A sensor based design enables better free space position tracking, reducing
model errors introduced by modeling free space as a spring. f is filtered with
a first order low pass Butterworth filter with cutoff frequency of 25[Hz].

Motion Control Design

Table 5.1 summarizes motion control gains. For the AOB stochastic design,

all joints have the same sensor based approach
Qy,, =diag [1071 102 10-12]
entailing the following steady state Kalman gain

T
K, — [0.2702 324 x 10-10 324 x 10*10] .

vel

High control gains and sensor based strategies tackle slow tracking control of

the orientation.
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Table 5.2: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for Hierarchical Control Architecture vs.
Joint Space Controller (Position Data).

Joint Hierarchical
[m] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
x | 0.0044 | 0.0054 | 0.0129 | 0.0031 | 0.0037 | 0.0091
y | 0.0053 | 0.0068 | 0.0220 | 0.0041 | 0.0050 | 0.0117
z | 0.0027 | 0.0042 | 0.0210 | 0.0018 | 0.0024 | 0.0086

Table 5.3: Absolute Mean Error (AME), Root Mean Square Error (RMSE) and
Absolute Maximum Error (AMaxE) for Hierarchical Control Architecture vs.
Joint Space Controller (Orientation Data).

Joint Hierarchical
[rad] | AME | RMSE | AMaxE | AME | RMSE | AMaxE
Roll | 0.0767 | 0.1093 | 0.3851 | 0.0508 | 0.0820 | 0.3243
Pitch | 0.0468 | 0.0634 | 0.2071 | 0.0695 | 0.0912 | 0.3146
Yaw | 0.0830 | 0.1042 | 0.2692 | 0.0806 | 0.0966 | 0.2114

5.5.2 Discussion

Fig. 5.7 shows position tracking performance, while orientation tracking re-
sults are shown in Fig. 5.8. Tables 5.2 and 5.3 summarize both position and
orientation control results. Position control results show improved tracking
performance when compared to the joint control architecture, as can be seen
in Table 5.2, validating the virtual coupling strategy for free space control.
Orientation control performance is improved along Roll and Yaw dimensions
and is worse along Pitch, which can be explained by the hierarchical approach
(see Section 5.4.2). Overall, free space motion performance under hierarchical
control is good, validating this solution to control the ultrasound probe mo-
tion in free space. Position control is improved due to a more advance control
approach (AOB), and due to the hierarchical architecture which eliminates
coupling effects from the orientation control in force/position tracking. On
the other hand, orientation performance can be affected by null space projec-
tion. To cope with orientation tracking errors, better tracking performance
can be achieved with higher control gains and /or with a more dynamic active
state. In fact, the active state in orientation control is almost null to avoid
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control issues (due to integral actions) at joint limits. Nevertheless, this de-
sign provides smooth probe motion with good tracking capabilities, being a
conservative control design preferable due to the task nature (interaction with

humans).

5.6 Conclusion

In this chapter the control architecture for the probe holder manipulator is
presented. To cope with coupling errors between position and orientation
control, a hierarchical approach is followed. Explicit Cartesian force control
driven by position errors arises as the primary task, while a joint space ori-
entation control is designed in the null space. Orientation is controlled by
velocity control at joint level, being joint velocity references computed from
task space orientation errors. Both controllers are boosted by Kalman active
observers (AOBs). Free space performance shows promising results. Position
tracking performance is improved when compared with the joint control ap-
proach, while orientation control results are also good, despite the null space

projection.
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Figure 5.7— Cartesian position tracking performance. Hierarchical control
architecture vs. joint space control with task space pose references. (a), (b)
and (c) are respectively X, Y and Z tracking.
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Figure 5.8— Orientation tracking performance. Hierarchical control archi-
tecture vs. joint space control with task space pose references. The orienta-
tion is represented by (a) Roll, (b) Pitch and (c) Yaw angles. Roll € [—7, 7],
Pitch € [—7, 7] and Yaw angle € [0,271].






CHAPTER

ONLINE STIFFNESS ESTIMATION

Contact is a complex physical phenomenon. In the literature, different formu-
lations have been followed to model it, ranging from a simple single parameter
linear model to nonlinear multi parameter models, growing in model complex-
ity when the desired estimation accuracy and/or the environment complexity
increases. After a proper model selection, it is necessary to assign values to
the contact model parameters, which is not a trivial task. The environment
model! parameter estimation remains an open problem in robotics, playing a
crucial role in interaction tasks, since proper estimation improves interaction
control performance, enabling environment perception in tele-manipulation
tasks and allowing computer simulation of contact scenarios. However, while
an accurate environment description is required for contact computer simu-
lation (Van Vliet (2000)) or to enable environment perception (Kikuuwe and
Yoshikawa (2003)), from a control standpoint, rather than aiming to obtain a
model that perfectly emulates contact dynamics, the critical issue is to ensure
contact stability, boosting force tracking performance. In highly unstructured
environments, as is the case in medical ultrasound tasks, where free space
motion interchanges with soft and stiff contact scenarios, simpler but less ac-
curate contact models might be preferable. Lumping the contact dynamics
into a single parameter simplifies estimation algorithms, allowing for real-
time contact parameter adaptation. In this way, the choice of a linear spring

contact model is convenient.

n this section, contact and environment model are used interchangeably.

89
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Stiffness Estimation Overview

Following the idea proposed by Cortesao et al. (2006), the estimation is per-
formed online resorting only to force data, relying on the transitory behavior
of contact forces to reduce the mismatches between control model and the
environment. In addition to force data, the estimation strategy also uses infor-
mation about the robot inertial properties referred to the end-effector, i.e. its
effective mass (Khatib (1995)). In force control tasks, due to the noisy profile of
force sensor measurements, it is common to filter measured forces by low pass
filtering (Volpe et al. (1993)). When the feedback force is filtered, robot dynam-
ics is no longer decoupled from environment dynamics, despite performing
inverse dynamics nonlinear feedback linearization, leading to different force
responses for different contact orientations, since the contact mass is differ-
ently perceived in different robot configurations. Using the effective mass in
the estimation algorithm, the stiffness perceived by the controller can be antici-
pated, improving force control performance in dynamic interactions, specially
with stiff surfaces. Clearly, the elastic properties of the environment do not
change with the interaction, however the controller perception of the environ-
ment does change, existing a strong correlation between the effective mass
and the perceived stiffness. In this way, the perceived stiffness can be seen, not
as a well defined physical property, but as an optimization parameter to im-
prove force control performance. It is also important to notice that, since the
control architecture is designed under the assumption that the robot is always
in contact, to achieve a good position tracking performance, free space should
be modeled as a very compliant environment. However, modeling free space
with a low numerical stiffness value might introduce disruptive behaviors
when changing from free space to constrained motion, specially when inter-
acting with stiff environments, due to the abrupt change in control gains. To
cope with this issue, when moving towards contact, the environment model
is anticipated by 3D camera data, allowing pre-contact adaptation, providing
a smooth transition from free space motion to contact interaction.

The remainder of this chapter is organized as follows. Section 6.1 reviews
contact model formulations and contact parameter estimation strategies. Sec-
tion 6.2 details the adaptation strategy from free space to contact, while Sec-
tion 6.3 presents the stiffness estimation algorithm in contact. Section 6.4 ex-
plains why the stiffness perception change with the effective mass, presenting
the new estimation approach. Perceived stiffness estimation experiments are
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presented in Section 6.5 and Section 6.6 concludes the chapter.

6.1 Contact Modeling Overview

It is important to distinguish between contact and impact, different physical
phenomenons but sometimes used interchangeably. According to Gilardi and
Sharf (2002), impact occurs when two or more rigid bodies collide with each
other, being the collision regarded to be almost instantaneously. It is char-
acterized by large impulse-like reaction forces, large energy dissipation and
large rate of change in the velocities of impacting bodies without significant
change in their configuration. Impact analysis is performed assuming a dis-
crete or impulse-momentum model, being typically divided in two intervals,
before and after impact, with the relation between pre-impact and post-impact
physical states established through coefficients, mainly the coefficient of resti-
tution, defined along the normal direction, and coefficients along tangential
directions (Gilardi and Sharf (2002)). Impact modeling aims to predict the
post-impact system configuration given the pre-impact conditions.

On the other hand, contact is regarded as a continuous process in which
two or more bodies come in touch with each other over a finite time period,
with deformation on the contacting bodies surface. The continuous contact
formulation aims to establish the contact force as a continuous function of the

contacting bodies indentation and, possibly, indentation and force rate

o= fu (6,0, fn) , 6.1)

where f, is the normal contact force, J the bodies indentation, while 6 and fn

are the indentation and force rate of change.

6.1.1 Continuous Contact Models

Continuous contact models, also known as compliant contact models (Gilardi
and Sharf (2002)) or contact force models (Lankarani and Nikravesh (1994)),
are well suited to describe the contact dynamics between a robotic manipulator
and the surrounding environment. Several continuous contact models have
been described in the literature. Some of them are purely elastic, while others
include dissipative terms. Most of them consider the robot to be much stiffer
than the environment, with negligible indentation. This section reviews the

most common contact models used in robotics.
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The simplest approach to model contact is by assuming that the environ-
ment behaves as a linear spring, with the contact force proportional to the
environment indentation. This approach is known as the Hooke’s law and is
given by

fn =k, (6.2)

where k; is the environment stiffness and ¢ is the indentation or deformation

o= Po — Pc (63)

with pg and p. as the environment rest and deformation position, respectively.

The Hooke’s law is a simplistic approach for a very complex phenomenon.
Contact modeling of soft tissues must account with energy dissipation that
characterizes the interaction with vicoeslastic materials. The simplest ap-
proach to account for energy dissipation is by including a linear dashpot
in the contact model. The most common approach to model a viscoelastic
material is the Kelvin-Voight model (KV), which models the environment as
the mechanical parallel of a damping term with a Hookean spring (Diolaiti
et al. (2005))

fo = ks6 +dsd, (6.4)

where d; is the damping term and ¢ is the indentation rate. While being
a popular model due to its relatively simplicity, KV model present some
physical inconsistencies. At contact beginning, the damping term leads to
non-null contact forces due to non-null contact velocities, while at separation,
at the end of the restitution phase, the KV model give rise to an unnatural force
holding the bodies together (sticking force), since the force due to the damping
term becomes dominant regarding the elastic term. Fig. 6.1 shows a typical
hysteresis loop of KV contact model, highlighting these issues. Furthermore,
the equivalent of the coefficient of restitution for this model does not depend of
the impact velocity whose dependence has been demonstrated experimentally
(Gilardi and Sharf (2002)).

If the visco-elastic behavior of the material is noteworthy, more complex
contact models can be obtained by alternative combinations of linear compo-
nents. The Maxwell contact model is obtained by a linear spring and a linear
damper in series, the Kelvin-Boltzmann or zener model (Moreira et al. (2012),
Biagiotti and Melchiorri (2007)) is obtained as the series of a linear spring with
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Figure 6.1— Typical behavior of a viscoelastic material modeled by the
Kelvin-Voigt (KV) contact model. Hysteresis loop for linear damping. The
compression phase corresponds to the upper arc, connecting the point f; to
the maximum indentation é,,, while the restitution phase is represented by
the lower arc, connecting Jy, to the point f;.

T o
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Wm Hmﬂ

(d) (e)
Figure 6.2— Linear contact models mechanical scheme. (a) Hook contact
model. (b) Kelvin-Voigt contact model. (c) Maxwell contact model. (d) Kelvin-
Boltzmann contact model. (e) Standard linear solid contact model.

a KV model while the standard linear solid model is a parallel composition of
a Maxwell model with a linear spring (Khan et al. (2006)). Fig. 6.2 shows the
schematics of these linear models.

Rather than being a linear phenomenon, contact presents an intrinsically
nonlinear behavior. In this way, nonlinear models present a better physical

consistency. Heinrich Hertz, in addition to his notable work with electro-
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magnetic waves, was also a pioneer in contact modeling (Hertz et al. (1896)).
While studying Newton'’s optical interference fringes in the gap between two
glass lenses, Hertz wondered about the possible influence that the elastic de-
formation on the lenses surface might have in the optical interference fringes
(Johnson (1985)). The Hertz contact model, also known as the power model,
relates contact force with a nonlinear power function of local indentation as

fn = ksfsn ’ (65)

where the exponent 7 is a real number, usually close to unity. Both ks and n
are determined from material and geometric properties of contacting bodies
and can be computed analytically for central collision of axisymmetric bodies,
such as sphere-sphere or sphere-half-space collisions.

Hunt and Crossley (1975) expanded the work of Hertz, proposing a non-
linear contact model for viscoelastic materials. In order to address the physical
inconsistencies of KV model, the Hunt-Crossley model (HC) models contact

as a Hertzian spring in parallel with a nonlinear damping term

fn = ks8" 4+ ds6"5 . (6.6)
with the damping term as a function of contact indentation. This approach
addresses the physical inconsistencies of KV model, eliminating the contact
force discontinuities at contact beginning and at separation, with the modeled
force beginning and finishing with an expected null value. Fig. 6.3 shows a

typical hysteresis loop of a viscoelastic material modeled by the HC model.

6.1.2 Contact Modeling Parameter Identification - A literature
review

Choosing the contact parameters that best describe the contact dynamics is
not a trivial task. In the literature, different approaches have been followed to
identify the contact parameters. Depending on the contact model followed
and the estimation purpose, the contact parameter estimation can be more or

less accurate.

Linear Models Parameter Identification

Linear models are typically used in force or impedance controllers, being the
linear approximation enough to boost control performance and stability, while
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Figure 6.3— Typical behavior of a viscoelastic material modeled by the
Hunt-Crossley contact model. Hysteresis loop for nonlinear damping. At
the beginning of contact and at separation, the contact force is modeled with
an expected zero value, addressing the physical inconsistencies of KV model.

keeping the estimation algorithm relatively simple to be performed online.
Love and Book (1995) improved the performance of an impedance controller
by including an estimation of the environment stiffness in the impedance
control parameters. The environment stiffness is estimated offline by a multi-
ple input-multiple output (MIMO) recursive least-squares (RLS) algorithm.
Adaptive control techniques are used for stiffness estimation in Kim et al.
(2000) and Seraji and Colbaugh (1997) and for stiffness and damping esti-
mation in Singh and Popa (1995). In these approaches, stability is assessed
by Lyapunov techniques, while parameter convergence can only be ensured
for frequency-rich signals. Kikuuwe and Yoshikawa (2002) present a RLS al-
gorithm to estimate the mechanical impedance perceived by a robot when
interacting in a constrained environment. A speed-dependent forgetting fac-
tor together with a discontinuity detection approach allow to quickly detect
environment transitions, improving online estimation performance. A similar
approach is proposed by Wang et al. (2009). The authors use a time-varying
forgetting factor in a RLS algorithm, claiming that the algorithm shows fast
tracking performance in dynamic environments and robustness to noisy mea-
surements. Moreira et al. (2014) assessed the performance of several contact
models for biological soft tissue modeling, estimating the contact parameters
by means of an offline linear least squares method. The authors conclude that
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the Kelvin-Boltzmann and the Hunt-Crossley models are the ones that achieve
the best results, choosing the Kelvin-Boltzmann model to be used in a model
reference adaptive control (MRAC) controller due to its linearity. Erickson
et al. (2003) perform a comparative study between the methods presented
by Love and Book (1995), Seraji and Colbaugh (1997), and Singh and Popa
(1995) and an offline approach proposed by them, in which the KV model
parameters are estimated by an offline signal processing method.

Nonlinear Models Parameter Identification

When pursuing an accurate identification of environment contact dynamics,
nonlinear contact models have a better physical consistency. Diolaiti et al.
(2005) presented a double-stage RLS online estimation algorithm to identify
the contact parameters of distinct materials modeled by the HC model. The
authors show that the HC model is able to effectively describe the contact
dynamics of both stiff and compliant materials. HC model parameter identi-
fication is improved using a single stage method proposed by Haddadi and
Hashtrudi-Zaad (2012). Typically, the identified contact dynamics also contain
the structural dynamics of the robotic system, which most of times is neg-
ligible. Verscheure et al. (2009) estimate the contact dynamic parameters of
stiff robotic payloads modeled by a Hertzian spring, excluding the structural
dynamics of the robotic system and the worksite from the estimation, since
for stiff payloads the structural dynamics of the robotic system are no longer
negligible. The estimation is performed by a total least squares estimator, tak-
ing into account nonidealities such as surface roughness. The estimation per-
formance is assessed against finite element modeling and a material testing

machine for payloads with different geometries.

6.1.3 Geometric Uncertainties and Stiffness Estimation based only
on Force Data

Most of previous contact estimation algorithms require the availability of force,
position and, sometimes, velocity measurements, in addition with a precise
knowledge of the contact point. Geometrical uncertainty of contact position is
the biggest obstacle to achieve a high-quality estimation, especially in contact
with stiff environments, where a small error in contact location leads to large

force errors. The great majority of previous estimators, deal with this issue
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by assuming that the environment is static and the contact position is well
known (e.g. Love and Book (1995)) or by starting the measurements with the
robot at rest in uncompressed contact with the environment (e.g. Haddadi and
Hashtrudi-Zaad (2012)). For most robotic applications, where the environment
is unstructured and free space motion interchanges with soft and stiff contact
scenarios, such data or setup are almost unpractical. Some authors attempt to
overcome the geometrical uncertainty issue by combining contact parameter
estimation with the estimation of the environment geometric parameters (e.g.
Seraji and Colbaugh (1997) and Verscheure et al. (2010)), adding to an already
difficult problem (contact parameter estimation) one that is equally or even
more challenging.

On the other hand, some authors address the geometrical uncertainty
problem by estimating the contact parameters resorting only to force data,
avoiding using geometric information in the estimation algorithm. The of-
fline signal processing technique of Erickson et al. (2003) was one of the first
approaches to estimate the contact parameters (KV contact model) resorting
only to force data. Aiming to improve the force tracking performance of
a MRAC, Coutinho (2013) developed an extensive research about contact
stiffness estimation based only on force sensing. Resorting to the AOB frame-
work, Coutinho and Cortesdo (2011) computed the environment stiffness by
comparing the AOB active state with several theoretical predictions in dif-
ferent mismatch scenarios between model and environment stiffness. The
stiffness estimation value is the one that minimizes, in the least squares sense,
the error between the theoretical prediction and the active state. In Coutinho
and Cortesao (2014), the contact stiffness is estimated based on the force er-
ror of two force observers tuned with different nominal stiffnesses, while in
Coutinho and Cortesao (2013) the estimation is performed by an artificial neu-
ral network.

6.2 Stiffness Adaptation Towards Contact

Since the control architecture is designed assuming that the robot is always in
contact (see Section 5.3.4), to achieve a good position tracking performance,
free space must be modeled as a very compliant environment, with a very
low nominal stiffness value. When moving towards contact, specially when

interacting with a stiff surface, the abrupt change in control gains (from a very
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Figure 6.4— Stiffness adaptation K;, towards contact. K, K;,. and K;, are

free space, pre-contact and contact stiffness parameters, respectively. d, is the
distance to contact given by the depth camera and d; is a distance threshold.

compliant environment to a stiff one), introduce disruptive jerky behaviors
that might turn the system unstable. Knowing the distance to contact d,, the
robot dynamic behavior can be adapted by updating K, as

st + Ksmad (C, — (dg — dt)> if Pc = 0
Ks

(6.7)

s,n

ifpe=1

c

reducing or increasing the robot dynamics according to the distance to contact
do. pc is the boolean variable used to identify contact in (5.90) (and repeated
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here for the reader convenience)

1 ifdy <diand fiuin < || ffll
pC = 1 lf dg > dt and fmgx < ||ffS|| 7

0 otherwise

where f,,i, is a threshold value for inertial forces near contact and fy,x is a
threshold value for contact not identified by the 3D camera. ¢y is a general
sigmoid function (similar to equation (56.91)) given by

1

which acts as a smooth switch of x centered around b. The parameter c is
a smoothing factor that defines the adaptation dynamics while d; acts as a
threshold. K; % K

parameters, respectively. K, drives the robot dynamics in free space, having a

s, and K, are free space, pre-contact, and contact stiffness
nominal low value so motion control performance is not affected by modeling
free space as a spring. K, is a pre-contact stiffness, used to reduce robot
dynamics towards contact, when the inertial forces are introduced in the
control loop (see Section 5.3.5). K, is the contact stiffness. Fig. 6.4 shows the
proposed approach for stiffness adaptation when moving from free space to
contact.

6.3 Contact Stiffness Estimation

In unstructured environments, as the one in ultrasound examination, a pre-
cise geometrical description of the environment is unfeasible, even when d,
is available. Following the idea introduced in Cortesao et al. (2006) and in
Park and Khatib (2006), the relation between desired, measured and estimated
forces is used to estimate KSC, reducing the mismatch between the environment
stiffness K; and the modeled one K. Let f;, f» and f. be desired, measured
and estimated forces along one Cartesian direction, with f, given by the AOB
first state estimate. When K; > K, ,, the controller anticipates the environ-
ment to be more compliant than it actually is. A low K, means high feedback
gains, which leads to an overcompensation of force errors, leading to an un-
derdamped response. In this situation, f,, presents an oscillatory behavior
which f. is unable to track, averaging out f,, oscillations. As a consequence,
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Figure 6.5— Force control without stiffness adaptation. (a) Underesti-
mated scenario. K;,, = 300 N/m and K; changes from free space to con-
tact with a hard cover book (K ~ 2000 N/m). (b) Overestimated scenario.
Ksn = 6000 N/m and K changes from free space to contact with a sponge
(Ks ~ 500 N/m).

the difference between f; and f, is relatively small when compared with the
difference between f,, and f.. Fig. 6.5a shows this behavior. On the other
hand, when K; < K, (see Fig. 6.5b), the environment is more compliant than
expected by the controller, leading to a sluggish response since control gains
are too low to overcome force errors. The force estimation is able to track mea-
surements, however the low control gains lead to a poor f; tracking, resulting
in a small difference between f,, and f, when compared with the difference
between f; and f,. Based on this analysis, K, 1 is estimated by

iy =R+ AR 6.9)
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where
AR, =K+ Ko, (6.10)
As,u:ku |fm_fe‘0'd (Cur ‘fm_fe‘_bu) ’ (6.11)
Ks,oz —ko|fa — fel 0a (co, | fa — fel = bo) , (6.12)

and K;/l > 0. Ks,u corrects the errors in an underestimated stiffness scenario
while K, compensates for overestimated ones. System stability is guaranteed
by the estimation algorithm design. Whenever the system presents an un-
derdamped response, the stiffness is increased reducing the control feedback
gains and stabilizing the system. k, and k, are algorithm gains. o, is a gen-
eral sigmoid function, given by (6.8). by, b,, cy, ¢y, ki, and k, are all positive
parameters.

6.4 Stiffness Perception

In Cortesdo et al. (2006), a second term increasing the stiffness estimation with
the contact force is also included, however in all experiments the end-effector
orientation is kept constant. Interestingly, we noted that, rather than changing
with the contact force, the stiffness perceived by the controller changes with
the end-effector posture.

Let m; be the effective mass, the mass that is perceived at the end-effector
along the j direction (Khatib (1995)) )

= @B @) (@) (6.13)
]

where J, () € RY" is the linear Jacobian j-th row and B(g) € R"*" the iner-
tia matrix. Since both J,(q) and B(q) change with the manipulator posture,
when performing orientation motions, the inertial properties perceived at the
end-effector will also change, changing the contact dynamics, which leads
to different force responses from the environment. Fig. 6.6 illustrates this
behavior. The WAM simulator is placed in gravity compensation in uncom-
pressed contact with the environment, a virtual plane placed at x, = —0.15[m]
with stiffness K, = 1000[N/m]. A f,, = —5[N] step force is applied against
the virtual wall around t ~ 1[s]. This experiment is performed three times
with the end-effector in three distinct poses, namely perpendicular to the wall
(Figs. 6.6a, 6.6d and 6.6g), with 45° inclination (Figs. 6.6b, 6.6e and 6.6h) and
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Figure 6.6— Contact force dynamics between WAM simulator and a virtual
wall with the end-effector at different poses. A f. = —5[N] step force is
applied around t ~ 1[s] against a virtual wall plane placed at x, = —0.15[m]
with stiffness Ks. = 1000[N /m]. The interaction between robot and the virtual
plane is performed with the end-effector in three different poses with respect
to to the virtual wall. (a) Perpendicular contact. (b) 45° contact. (c) Parallel
contact.(d), (e) and (f) Environment force response for each pose, respectively.
(g), (h) and (i) Effective mass perception along the contact Cartesian direction
for each pose, respectively.
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0 X

Figure 6.7— Mass-spring contact model of a 1 DoF robot.

parallel to the wall (Figs. 6.6c, 6.6f and 6.61). The computed torque is given by

To=J,(0)f. +8(q),

with

6.4.1 Non-Ideal Feedback Linearization

Under ideal conditions, when the system is linearized (see Section 3.3), the
controller sees an unitary mass interacting with the environment, being the
system response independent from the robot dynamic parameters. However,
since a model is always an idealized, and often simplified view of a physical
system, the feedback linearization may not perfectly compensate the manip-
ulator dynamics, introducing a perturbation in the controller. Furthermore,
force measurements are usually corrupted with noise, having a poor signal-
to-noise ratio (SNR). A common strategy to enhance the SNR is to filter the
measured force by a low pass filter (Volpe et al. (1993)). This section analyzes,
through a 1-DOF example, how the introduction of a low pass filter in the
feedback loop changes the force control performance and the contact dynam-
ics.

Fig. 6.7 shows a 1-DOF robot interacting with an environment that is
assumed to behave as a linear spring. According to Newton’s 2" law, the
equation of motion of the 1-DOF robot in contact with environment, is given



104 CHAPTER 6. ONLINE STIFENESS ESTIMATION

by
M,% = f(t) — Kox(t), (6.14)

where K; is the environment stiffness, M, the robot mass and f(t) the applied
force. x(t) is the robot penetration in the environment?. In the Laplace domain,

the contact dynamics is given by

X(s) 1
F(s) M,s2+K;’

(6.15)

where X(s) and F(s) are, respectively, the Laplace domain representation of
x(t) and f(t).

Let F.(s) be the contact force, given by
E.(s) = K.X(s) . (6.16)

Solving (6.16) for X(s) and replacing the result in (6.15), the open loop force
response is given by

F.(s) _ K

F(s) M,s2+K;~

Fig. 6.8 shows the 1-DOF robot interacting with the environment controlled

(6.17)

by a force controller. Feeding back the contact force with positive feedback,
the control variable F*(s) “sees” the robot dynamics decoupled from contact
dynamics (see Fig. 6.8a and Fig. 6.8b)

X(s) 1
F*(s) M,s?"

(6.18)

If the dynamic model is known (M, for the 1-DOF robot), it is possible to
perform the system normalization, with the controller “seeing” the robot as an
unitary mass interacting with the environment (see Fig. 6.8¢c)

X(s) 1

o (6.19)

6.4.2 Force Feedback Filtering

Fig. 6.9a shows a generic force control with a low pass filter with w, cutoff
frequency in the force feedback loop. When filtering the feedback force,

2In this section it is assumed that the robot is always in contact with the environment, i.e.,
no free space motion. The robot structure is regarded to be much stiffer than the environment,
meaning that robot position is equal to the environment indentation.
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Figure 6.8— Force control with a positive feedback loop.  Feeding back

the contact force, the controller is able to see the robot dynamics decoupled
from the contact dynamics. (a) Generic force control scheme with a positive
feedback loop. (b) Simplified force control scheme. (c) Force controller with

mass normalization.
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Figure 6.9— Force controller with a low pass filter in the positive feedback
loop. (a) Generic force control architecture with filtered feedback force. (b)
System normalization with filtered feedback force.

the controller no longer “sees” the interaction with the environment as (see
Fig. 6.8¢)

F(s) K
Fr(s) ~ 2 (6.20)
but as (see Fig. 6.9b)
F(s)  K(s+w) 621)

Fr(s) 83+ wes?+ fes”

r

highlighting that, when the contact force is filtered, the robot and the environ-

ment dynamics are no longer decoupled.
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Figure 6.10— Force controller with damping action provided by velocity
feedback and force feedback filtering. F;(s) is the reference force while
F,(s) is the contact force.

6.4.3 Pole Placement Analysis for Different Masses

Let’s assess the impact that the inertial (mass) parameters have in force control
performance when filtering the force feedback (see (6.21)). The 1-DOF robot
is going to be controlled in contact by a proportional force controller with
damping action provided by velocity feedback (Fig. 6.10). The system transfer

function is given by

F(s) (s + wc) KpKs

= (6.22)
Fa(s) &3 4+ (Kp + we)s? + (% + Kch) s + KpKsw,

It is hard to analyze how the pole placement behavior changes with the robot
mass from the closed-form solution of (6.22). In this way, the system response
is inferred by computing the root locus using the robot mass as the variable
parameter. Figs. 6.11, 6.12 and 6.13 show the root locus when the robot mass
is changed from 0.001[Kg]| to 10[Kg] for three different control designs with
Kp =1, Kp = 10 and Kp = 100. Kp is set to assign a critically damped
behavior, assuming that there is no filter in the feedback loop. The unfiltered

transfer function is given by

E.(s) KpK;

= , 6.2
F; (S) s2 + Kps + KpK; (6.23)

with Kp given by

Kp = 2/KpK; . (6.24)
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The remaining parameters are kept constant throughout the simulation. w, is
given by
w = 27tf,, (6.25)

with the filter cutoff frequency set at f, = 5[Hz] and the environment is
modeled to behave as an elastic wall with K; = 2000[Nm~1].

Discussion

This experiment shows that, for systems with a low mass, increasing the
control gains increases their responsiveness, while decreasing the gains for
systems with a bigger mass, avoids the undesired oscillatory behavior of
an underdamped response in force control tasks. For Kp = 1, when the
mass is small, a pole near the complex plane origin dominates the system
response, leading to sluggish response (see Figs. 6.11b and 6.11c). When
the robot mass increases, the system dynamics becomes faster (Figs. 6.11d,
6.11e, 6.11f and 6.11g), eventually leading to an underdamped force response
(Figs. 6.11h and 6.11i). For smaller masses, higher control gains improve
system performance, as a higher Kp pulls the root locus to the left, improving
system dynamics (Figs. 6.12b, 6.12¢, 6.12d, 6.12¢, 6.13b and 6.13c). For setups
with large masses, increasing control gains, i.e., Kp = 10 and Kp = 100, leads
to underdamped responses (Figs. 6.12f, 6.12g, 6.13d, 6.13e, 6.13f and 6.13g),
while oscillatory responses from previously underdamped systems are further
emphasized (Figs. 6.12h, 6.12i, 6.13h and 6.13i). As the mass increases, the
system response converges to a similar result, e.g., for K, = 100 the system
response for M, = 1[Kg| and M, = 10[Kg] is almost identical (Figs. 6.13f,
6.13g, 6.13h and 6.13i).

To sum up, simulations show that, despite linearization, systems with
different masses have different performances. For the same control design,
setups with small masses display a sluggish response, while large mass setups
present an overdamped behavior. It can be inferred when force feedback is
filtered, to have similar force control performances with different contact pos-
tures, the robot effective mass needs to be taken into account in the perceived
stiffness parameter, which in turn affects force control gains.
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Figure 6.11— Root locus evolution for 0.001[Kg] < M, < 10[Kg], K, =1
and K; = 2000[Nm~!]. (a) Root locus. The arrows point the root locus
evolution as the mass increases from 0.001[Kg]| to 10[Kg]. For low M,, the non-
dominant complex pole pairs have a high imaginary component and are not
represented in the plot. (b), (d), (f), and (h) show a f; = 5[N] step response for
M, = 0.01,0.1,1 and 10[Kg], respectively. f; and f,, are reference and applied
forces, respectively. (c), (e), (g) and (i) show poles and zero locations of the
closed loop system for M, = 0.01,0.1,1 and 10[Kg], respectively.
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Figure 6.12— Root locus evolution for 0.001[Kg] < M, < 10[Kg], K, = 10

and K; = 2000[Nm~1].

(a) Root locus. The arrows point the root locus
evolution as the mass increases from 0.001[Kg] to 10[Kg]. For low M,, the non-
dominant complex pole pairs have a high imaginary component and are not
represented in the plot. (b), (d), (f), and (h) show a f; = 5[N] step response for
M, = 0.01,0.1,1 and 10[Kg], respectively. f; and f,, are reference and applied
forces, respectively. (c), (e), (g) and (i) show poles and zero locations of the
closed loop system for M, = 0.01,0.1,1 and 10[Kg], respectively.
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Figure 6.13— Root locus evolution for 0.001[Kg] < M, < 10[Kg], K, = 100
(a) Root locus. The arrows point the root locus

and K, = 2000[Nm~1].
evolution as the mass increases from 0.001[Kg] to 10[Kg]. For low M;, the non-

dominant complex pole pairs have a high imaginary component and are not
represented in the plot. (b), (d), (f), and (h) show a f; = 5[N] step response for
M, = 0.01,0.1,1 and 10[Kg], respectively. f; and f,, are reference and applied
forces, respectively. (c), (e), (g) and (i) show poles and zero locations of the
closed loop system for M, = 0.01,0.1,1 and 10[Kg], respectively.
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6.4.4 Effective Mass and Perceived Stiffness

Since the stiffness estimation strategy is based on the transitory behavior of
force relations (see (6.11) and (6.12)), the estimation algorithm “sees” the drop
off in the force tracking performance as a modification in contact param-
eters, changing the environment estimation accordingly, even though the
environment physical properties remain unchanged. In this way, the per-
ceived stiffness can be seen, not as a well defined physical property, but as
an optimization parameter to improve force control performance. When the
effective mass decreases, the pole near the origin due to the low pass filter,
dominates the system response, leading to a sluggish response. The estima-
tion algorithm reacts to this slow response, decreasing the stiffness estimation
value, since the estimator sees the sluggish response as an interaction with
a softer environment, which requires higher control gains to track the force
reference. Similarly, when the effective mass increases, the system response is
dominated by a complex pole pair, leading to an underdamped response. The
stiffness estimator reacts to the oscillatory behavior, decreasing control gains
by increasing the stiffness estimation. Using this information, the perceived
stiffness can be anticipated by introducing a second term in the estimation
algorithm that updates the estimation based on the end-effector effective mass

Ry =kmA;j. (6.26)
Ajis the j" main diagonal element of the end-effector inertia matrix A,(q),
given by
-1
A(a) = (1B @I} @) (6:27)
with J,(q) € R*" the linear Jacobian. A; is closely related to the effective
mass m; (6.13), presenting slower dynamics which can be seen as a "filtered

version" of the effective mass. Therefore, we propose to estimate the contact

stiffness as the contribution of two terms
R, =K, +K,. (6.28)

The first one, given by (6.9) is computed taking into account the relation
between desired, measured and estimated forces, while the second term,
given by (6.26), takes into account the effective mass in the estimation. To



6.5. EXPERIMENTS 113

Table 6.1: Online Stiffness Estimation Design Parameters.

m—1

by 07| cy 90|k, 70 [m~1]
bpb 1.0|co, 70|k, 3.0 [m~1]
km 500 [NKg 'm™!]

avoid jerky behaviors K;_in (6.7) is given by

A A

KSC lf Ksc Z Ksc,min
Ks, = R , (6.29)
if Ry, < K

Sc,min Sc,min

where K is the minimum contact stiffness to limit control gains in contact.

Sc,min

It is given by

Ks,pn = K, + K (6.30)

Sc,min Spe *

Low pass filters are used in K; , and in d, computation, with the filter equa-
tions given by

K= Kb 1 (K, — kD7) (6.31)
dl =l (dg - d{:’i_l) , (6.32)

where the superscript i indicates the iteration and f indicates the filtered value.

6.5 Experiments

Two experiments were conducted to assess the stiffness estimation algorithm.
In the first experiment, the relation between the inertial properties at the end-
effector and the contact stiffness K,_perceived by the controller is emphasized,
while in the second experiment, the estimation algorithm performance is
compared with the approach presented in Cortesao et al. (2006) in two distinct
contact postures, where end-effector inertial properties are different. f, is
filtered with a first order low pass Butterworth filter with a 5[Hz] cutoff
frequency.

6.5.1 Stiffness Estimation Algorithm Design

Table 6.1 gives the parameters for K, estimation. Since the underdamped
response is critical for system stability, the estimation algorithm is designed to
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Table 6.2: Numerical Values of K, Design Parameters.

¢ 100| di 003 [m]|Ks, 10 [Nm™']
4.0 | fuin 2.0 [N]|Ks, 200 [Nm™!]
lin 0.05| fuax 4.0 [N]

react faster in stiffness underestimated scenarios than in overestimated ones
(ky > ko, ¢y > cpand b, < by). In underestimate scenarios, control gains are
quickly reduced, keeping system stability, while in overestimated ones, the
stiffness decreases more slowly, avoiding jerky behaviors. Table 6.2 gives K,
parameters.

3D Camera Design

The camera integration time is set to 1000[us| and the amplitude threshold
is set to 4000. This setup provides environment description without probe
detection. We have used manufacturer calibration data.

6.5.2 Perceived Stiffness Estimation Experimental Validation

The first experiment can be summarized as follows. The probe motion starts
in free space with a vertical posture, reaching contact with a stiff surface (hard
cover book, see Fig. 6.14a) around 12[s]. While in contact, the probe rotates
along a perpendicular axis, from the initial contact posture to an horizontal
one (20[s] — 30]s], see Fig. 6.14b) and then back to the initial orientation (35[s] —
50[s]). K, is only estimated by force relations (see (6.9)), and the reference force
is kept constant during the experiment. The overall motion is performed with
slow dynamics to minimize disturbances in force control and, consequently, in
the stiffness estimation, highlighting the relation between perceived stiffness
and effective mass. This experimental procedure is repeated in interaction
with a virtual wall along the Z plane (p, = —0.15[m], parallel to the robot base)
with K. = 2500[Nm~!] (from a vertical to a horizontal posture 7[s] — 25[s]
and then back to the initial contact posture 30[s| — 50[s] ).

The second experiment can be described in the following way. The probe
motion starts in free space, reaching contact with the same stiff surface for two
times, first with a vertical posture (high effective mass) ( 7[s] — 19[s], Fig. 6.14a)
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and then with an horizontal one (low effective mass, 32[s] — 50[s], Fig. 6.14b).
The probe posture and the reference force are kept constant in both contact
scenarios. Between contacts, the orientation is changed in free space to the
second contact posture. The experiment is performed two times, first using
the stiffness estimation approach proposed in Cortesao et al. (2006) and then
repeated using the estimation algorithm presented in this paper. The second
term of (6.28) is computed in Cortesdo et al. (2006) by

Ri, = ksou (co, | ful = fo) (6.33)

increasing the stiffness estimation with the measured force f,,,. k3 = 3000[Nm 1],
co = 0.2 and fy = 20[N] are set according to Cortesdo et al. (2006). 0 is given
by (6.8). In both experiments the contact surface is placed parallel to the robot
base.

6.5.3 Discussion

Fig. 6.14 shows the result of the first experiment in interaction with the hard
cover book while Fig. 6.15 shows the experimental results of the interaction
with a virtual wall. The reference force is well tracked in both runs, validating
the stiffness estimation throughout the experiment (see Figs. 6.14c and 6.15a).
From Fig. 6.14d, a connection between the effective mass and the perceived
stiffness can be inferred. As can be seen, excluding the transitory behavior
from free space to contact, the stiffness estimation and the effective mass curve
have a similar shape (13[s] — 54[s]) in interaction with the book, while the
contact force seems to have no effect in the stiffness estimation. Clearly, the
physical properties of the book do not change throughout the experiment,
however from a control standpoint, the environment is differently perceived
when the end-effector posture changes. In Fig. 6.14d it is also depicted the
evolution of A;, the last element of A, () main diagonal. While the effective
mass evolution closely matches the stiffness estimation evolution, A, displays
slower dynamics (w.r.t. m;), being more adequate for control adaptation.
In this way, A, can be used to anticipate the perceived stiffness, improving
system performance in dynamic interactions. Fig. 6.15b shows the connection
between A, and the stiffness estimation ( 4[s] — 50[s]) in interaction with the
virtual wall.

Fig. 6.16 shows the results of the second experiment. When the stiffness is
estimated by Cortesdo et al. (2006), the system displays two distinct behaviors,
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Figure 6.14— Stiffness perception by the controller when the end-effector
posture changes constrained by a stiff surface (book). (a) and (b) Probe at
vertical and horizontal posture, respectively. (c) Force tracking in Z Cartesian
dimension with online stiffness estimation (only by (6.9)) and control adapta-
tion. fy, f and f, are desired, measured and estimated forces, respectively. (d)
Effective mass m,, Ap(q) main diagonal element A, and stiffness estimation
K, in Z Cartesian dimension. To highlight the connection between m,, A,
and K, K, is plotted in Newton per millimeter. Desired force and probe
position are kept constant through the constrained orientation motion. Red
dashed vertical lines identify free space to contact and vice-versa transitions.
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Figure 6.15— Stiffness perception by the controller when the end-effector
posture changes constrained by a virtual wall along Z with stiffness K; =
2500Nm~!. (a) Force tracking with online stiffness estimation (only by (6.9))
and control adaptation. f;, f, and f, are desired, measured and estimated
forces, respectively. (b) A,(g) main diagonal element A and perceived stiff-
ness estimation K ;. To highlight the connection between both variables, K
is plotted in Newton per millimeter. Desired force and probe position are kept
constant through the constrained orientation motion. Red dashed vertical
lines identify free space to contact and vice-versa transitions.
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according to how the effective mass is perceived at end-effector. When the
effective mass is high (Fig. 6.16e), f; is effectively tracked, validating the
stiffness estimation. However, when the effective mass is low, f,, oscillates
around the reference force, leading to a poor f; tracking performance. The
relation between f,,, f, and f; in the second contact, shows a typical stiffness
overestimation behavior (low control gains), with f, accurately estimating f,;,
but unable to track f; (Fig. 6.16b). Due to low control gains (see Fig. 6.16f),
most of the control effort comes from the AOB active state py (see Fig. 6.16d),
which is not enough to tackle the overestimation disturbance, leading to
fm oscillatory behavior. Since Kj, is driven by f,, (see (6.33)), its oscillatory
behavior leads to the stiffness oscillations shown in Fig. 6.16c.

On the other hand, when using the effective mass in the estimation algo-
rithm, the reference force is well tracked in both contact postures (Fig. 6.16a),
validating the estimation approach. The environment is differently perceived
by the controller (Fig. 6.16c¢), despite the constant contact force, which shows
that f,, absolute value per se has no influence in K;, estimation (see (6.33)). In
the second contact, excluding the transitory behavior from free space to con-
tact and vice-versa, the estimation algorithm keeps the stiffness value constant
at K, .., stressing that to track f; when the effective mass is low, high con-
trol gains are required, i.e., when the effective mass changes, also the contact
dynamics and the controller perception of the environment changes.

Furthermore, the AOB active state evolution (Fig. 6.16d) shows that, while
in the first contact the active state has little influence in the control command,
in the second contact, a significant amount of the control effort comes from
Pk, meaning that the environment model is less precise and the model error
is tackled by the AOB active state. Another important remark is that, from
a control standpoint, a precise estimation is not critical for a good system
performance, since in the first contact, f; is effectively tracked with both
estimation algorithms despite the estimation numerical value be somewhat
different (around 500[Nm~1]).
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Figure 6.16— Experimental results of the second experiment. The perfor-
mance of the stiffness estimator (identified by the superscript #) is compared
with the estimator presented in Cortesao et al. (2006) (superscript b) in two
distinct end-effector contact postures (vertical and horizontal contact posture).
(a) and (b) Force tracking in Z Cartesian dimension with online stiffness es-
timation and control adaptation. f;, f,; and f, are desired, measured and
estimated forces, respectively. (c) Stiffness estimation K, through the experi-
ment.
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Figure 6.16— Experimental results of the second experiment (continuation).
The performance of the stiffness estimator (identified by the superscript ?) is
compared with the estimator presented in Cortesao et al. (2006) (superscript
%) in two distinct end-effector contact postures (vertical and horizontal contact
posture). (d) AOB active state py evolution. (e) Effective mass perception at
end-effector along the Z Cartesian dimension. (f) First element of Z Cartesian
dimension state feedback gain L, in the second contact. Red dashed vertical
lines identify free space to contact and vice-versa transitions, while blue dotted
horizontal lines identify the end-effector contact posture.
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6.6 Conclusion

This chapter presented the stiffness estimation strategy. Since the force control
architecture is kept even in free space, the nominal stiffness value should be
in accordance with the motion type: a low nominal value in free space to limit
disturbances due to modeling free space as a spring; and an estimation of the
surface stiffness when in contact. When moving from free space to constrained
motion or vice-versa, specially when interacting with stiff surfaces, undesired
behaviors arise due the abrupt change in control gains. To cope with this issue,
motion and contact dynamics are driven by a 3D time-of-flight camera and a
force sensing. Increasing nominal stiffness towards contact, allows to decrease
robot motion dynamics, keeping the system stable when inertial forces disturb
the control loop. In contact, the stiffness estimation is based on the transient
relation between desired, measured and estimated force, and the manipulator
inertial properties referred to the end-effector. It has been shown that when
filtering contact force measurements, the inverse dynamics compensation
with positive feedback loop no longer decouples the robot from environment
dynamics. Simulation results show that force control performance changes
with inertial parameters, requiring higher control gains for lower masses and
lower control gains for setups with a larger mass. Using this information, the
stiffness estimation is updated proportionally to the effective mass, improving
force control performance. Two set of experiments validate the stiffness
estimation algorithm, emphasizing the relation between effective mass and

perceived stiffness.






CHAPTER

ROBOTIC-ASSISTED TELE-ECHOGRAPHY
EXPERIMENTS

This chapter describes the teleoperation architecture and assesses the hierar-
chical control architecture in ultrasound teleoperation scenarios. Clinical and
non-clinical experiments are going to be performed. In the non-clinical one,
the control architecture is assessed in a testbed scenario where a hard cover
book and a sponge are used for stiff (similar to bone contact) and soft contact
assessment (similar to an abdominal ultrasound examination). In the clinical
experiment, a physician performs a robotic-assisted tele-echography examina-
tion on a healthy volunteer to validate the system in a medical context. This
chapter is organized as follows. The teleoperation architecture is described
in Section 7.1. Section 7.2 presents the control design. Testbed experimental
results are discussed in Section 7.3 while Section 7.4 presents the experimental
results of a clinical examination in a healthy volunteer. Section 7.5 concludes

the chapter.

7.1 Teleoperation Architecture

The teleoperation architecture (Fig. 7.1) follows a position-position approach
similar to the teleoperation architectures proposed by Cortesdo et al. (2006)
and Park and Khatib (2006). Let G, (s) and G (s) be master and slave transfer
functions respectively, with B and B, force and position scaling factors. The
input to both master and slave stations is the desired force f;, computed from

position errors through virtual coupling K,;,; (see (5.34)). The slave station

123
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Figure 7.1— Teleoperation architecture. a) Teleoperation scheme. b) Block
diagram rearranged to better highlight the local feedback in each system. ¢
and B, are force and position scaling factors, respectively. Throughout the
experiments By = 0.1 and §, = 1.

transfer function (including manipulator, force control and environment) from

the force input f; to the manipulator motion p; is given by

P, 1
Go9) = 1) = 1 G:), 7.1)

with F(s)
Pr(s) = K. (7.2)

Gs(s) is the transfer function of the force controlled probe holder manipulator.

In contact, the desired closed loop response is given by

1)2
Gs(s) = 5;23 ~ <S<+f>l )2 )

7

(7.3)

with 77 given by (5.68). The master station includes the haptic device and the
human arm! and can be modeled as a mass-spring-damper system (Yokokohji

IThere is no force controller at master station. This approach can only be applied to light-
weight frictionless master stations.
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and Yoshikawa (1994))

1

7.4
M,;s2 + Dys + Ky, (7:4)

Gm(s) =

where M;,;, D;, and K;,, are mass, damping and stiffness of the master station,
respectively. K, is mainly due to the human arm stiffness, being assumed that
the operator presents a compliant behavior in contact (low Kj;,).

7.1.1 Telepresence

Lawrence (1993) states that transparency (i.e., telepresence) is achieved when
the transfer function from a force input applied by the human operator (F;(s))
to the master device position output (P;(s)), matches the compliance of the

slave system in contact

Pa(s) _ 1
Fui(s)  Mys?+ Dys+ (K +aKs)

(7.5)

where « is a scaling factor to enhance environment perception (¢ > 0). The

transfer function of our teleoperation architecture is

Py(s) Gm(s)
FE (s Gm (S)Kvirtﬁpﬁ
h( ) 1 + 1+Kvirth(S)stl
1 . (7.6)
M8 +D,ys+Kyy
Kvirt,Bp,Bf
14+Kair G (8)K: ! ) (Mns+ Dns+Kon)

1+ (
Fig. 7.1b shows a rearranged block diagram of Fig. 7.1a.

Low Frequency Motion

The analytical analysis of (7.6) is difficult since it depends on the human
arm parameters, which are difficult to quantify and may vary during task
execution (Cortesao et al. (2006)). However, for low frequency motions in
contact (s — 0, typically the motions present in ultrasound examinations),
Gs(s) ~ 1 and (7.6) can be approximated by

Pi(s) 1 (7.7)

Fy(s) .
( Ko (1 1 KonPpbr )

K <1+1<M1<g1)
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If Kyt > K, (7.7) becomes

Pd(S) -~ 1

Fy(s) = Km+ KsBpBy (7:8)

which has the same form of (7.5) when s — 0, meaning that telepresence is
achieved. If K,;;; < K;

Pa(s) 1

Fy(s) K+ KointBpBs

(7.9)
there is no telepresence, since the physician only feels K.

Virtual Coupling Computation

Equations (7.8) and (7.9) show that the relation between K,;,; and K; is crucial
to enable haptic perception. Keeping K,y « K;, improves telepresence in
contact. Furthermore, K,;,+ design is also critical to enhance free space position
tracking. We propose to design Ky;,; as

Koirt = {KW“’ koK oa (e, = (do = i) ifpe=0 o0

Kvirtf + kvpcKspc + KS,Z if Pc = 1

with p. a boolean variable to identify contact given by (5.90), and ¢ given by

(5.91). As before, the parameter c is a smoothing factor that defines adaptation

dynamics, d, is the distance to contact and d; a threshold value. Ks, is the

pre-contact stiffness and Kj , is given by (6.26). The first term in (7.10) drives

the probe motion in free space (see Section 5.3.4). The position tracking

performance in free space motion is defined by the ratio between Ky /K,
sz'rtf

ko = - (7.11)

and by K;,. A higher ratio k,, increases system dynamics, being its maximum
value limited by the manipulator motion bandwidth (Park and Khatib (2006)).
K,
a spring. A low K, value leads to higher feedback gains (see Section 5.3.3),

is set as low as possible to reduce errors due to modeling free space as

which entails better position tracking performance. From a haptic perspective,
low K;, implies low Ky, still enforcing position tracking (the position track-

ing capabilities are defined by the ratio k;,. ), but without inducing "virtual”

Vpe
force feedback to the teleoperator, which appears when Ky;,; has a high value.
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Table 7.1: Online Stiffness Estimation Design Parameters.

b, 07 |c, 90|k, 7.0 1

bp 10|¢, 70| k, 3.0 m

[m
[
km 500 [NKg 'm™!]

]
1] _

Table 7.2: Numerical Values of K, and K,;+ Design Parameters.

¢ 100 | d; 0.03 [m]| K Nm~1

[Nm™]
40 | fuin 20 [N]| K. 200 [Nm1]
ln 005 fuax 40 [N]|Kuir, 40 [Nm']
I, 0.05 Koirt,, 2000 [Nm~1]

10

1

The second term in (7.10) increases Ky;; proportionally to K, near contact. A
higher K; , reduces system dynamics when moving towards contact, allowing
free space to contact smooth transitions. Increasing K;,+ proportionally to K,
prevents a substantial drop off in position tracking. From a haptic standpoint,
the physician "feels" the increase in K,;,+, experiencing a dragging effect when
moving the probe in free space close to an object.

In contact, Ks,2 drives Ky (see Section 6.3) with Ky < Kyire,,- Koipt is
updated based on K instead of K;,, preventing the physician from "feeling"
the high dynamics of K;, which are particularly relevant in contact with
stiff surfaces. In this way, K+ changes with the effective mass, which might
deteriorate telepresence specially when interacting with stiff objects, since
the operator "feels" the perceived stiffness instead of the real object stiffness.
However, for a task such as an ultrasound examination, the range of K,;,+
values is enough to provide realistic sensations to the physician, to distinguish

soft tissue from surfaces like bones.

7.2 Control Design

This section summarizes the control design. Most design values have already
been presented throughout the thesis, being repeated here for the reader’s
convenience. The control sampling time and system time delay are i = 1.2[ms]
and T; = h, respectively.
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7.2.1 Force Control Design

The damping parameters? are set to K, = 16.6 and K3 = 12.5. The force control
time constant is set to 7y = 0.035[s]. Table 7.1 gives the parameters for K,
estimation® and Table 7.2 gives the parameters for K,;,; and K; , computation.
The null space gain Ky € R”*7 is

Ky =diag [50 50 ... 50| .
In free space the pole placement gains are
L = [79.68 398 0.048] ,

being adapted according to (5.74) when K, changes. For the AOB stochastic
design, a sensor based strategy (relatively high Q; when compared to Ry) is

pursued with
Q= diag |10 102 1072 3x 102
and R; = 1, leading to the following steady state Kalman gain in free space

T
Ky = [0.2705 0.1133 0.148 0.148} .

Again, when K; , changes, K also changes. Due to force and position measure-
ment noises, f;and f, areboth filtered with a first order low pass Butterworth
filter with cutoff frequencies of 25[Hz| and 5[Hz], respectively. Pre-filtering
force signals allows to set higher control gains and a higher sensor based
stochastic design, which is adequate for tele-echography tasks. A sensor
based design enables better free space position tracking, reducing the effect of
model errors introduced by modeling free space as a spring, which becomes
notorious in pre-contact scenarios when the model stiffness is increased by
(6.7). In contact, a sensor based design keeps the system responsive and, to-
gether with the contact anticipation strategy, avoids jerky behaviors when

changing from free space to stiff contact scenarios.

7.2.2 Motion Control Design

Table 7.3 summarizes motion control gains. Attaching an ultrasound probe
and a depth camera to the robot end-effector, the inertia of wrist joints in-
creases, reducing the relative role of friction terms. In this way, a more con-

servative control design with lower control gains can be done for orientation

2Presented in Section 5.5
3Presented in Section 6.5.
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Table 7.3: Motion Control Design.

Ty Kq Ly, L

g1 0008 29.02 116.08 0.14
g2 0.008 29.02 116.08 0.14
gz 0.0075 30.8 12321 0.15
gs 0.0075 30.8 12321 0.15
gs 0.00625 36.39 145.58 0.17
ge 0.00625 36.39 14558 0.17
q7 0.01 2356 9423 0.11

vel

control. All joints are designed with the same AOB stochastic strategy, follow-

ing a sensor based approach,
Qy,, = diag [10-1 1072 1072]
entailing the following steady state Kalman gain

Ky

vel

T
- [0.2702 324 x 10-10 324 x 10—10]

High control gains and a sensor based strategy address the orientation control.

7.2.3 3D Camera Design

The camera integration time is set to 1000[ps] and the amplitude threshold
is set to 4000. This setup provides environment description without probe
detection. We have used the calibration data supplied by the manufacturer.

7.3 Testbed Experiments

In the testbed experiments, the probe holder manipulator is tele-operated
through a Phantom Desktop haptic device, performing typical ultrasound
motions in free space and in contact with soft (sponge) and stiff (hard cover
book) environments. Fig. 7.2 shows the experimental setup. Throughout the
experiments ¢ = 0.1 and B, = 1. The experiment in the testbed scenario can
be summarized as follows. Probe motion starts in free space reaching contact
with the book around 8[s|. Constrained motion in the book happens from
10]s] to 19[s]. From 20[s] to 52[s] typical echographic orientation motions are
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Figure 7.2— Experimental setup and the teleoperation architecture. Exper-
imental setup used in the testbed experiments. Throughout the experiments
Br=01land f, =1.

performed. Contact is released around 53[s], being the probe moved towards
the sponge in free space, reaching contact around 58]s]. Typical echographic
motions are then performed in the sponge. The book and the sponge are
placed horizontally with respect to the robot base, ppoor. ~ —0.33[m] and
Psponge. = —0.21[m] (see Fig. 7.2). While in contact, force is limited to 30[N] in
any Cartesian direction.

7.3.1 Discussion

Fig. 7.3 shows force control results. Good force tracking is achieved in both
contact scenarios. Free space to contact transitions and vice-versa present
no jerky behaviors and there are no noticeable steady state errors. Fig. 7.4
shows good position tracking in free space. From Figs. 7.3 and 7.4, consistent
results can be observed while in constrained motion. Fig. 7.5 shows orien-
tation control results. Good tracking performance can be inferred, both in
contact and free space, validating the hierarchical control approach. However,
Figs. 7.3 and 7.5 show that when performing orientation motions with contact
constraints, specially when interacting with the stiff surface, force tracking
errors arise. It can be further noticed in Fig. 7.3, that in some situations,
robot force exceeds the 30[N| limit. This behavior results from orientation
motion disturbances not being completely compensated by the null space,
due to dynamic modeling errors. Fig. 7.6 shows online estimation results of
K;, and Kyt . In contact with the book, K ,, ranges from K;_,. when the
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probe posture is parallel to the book (horizontal posture with low effective
mass 47[s] — 49]s] see Fig. 6.14b) to 5200 Nm '] when performing orientation
motions with contact constraints. Clearly K, does not reflect the real book
stiffness. Since K; , is estimated based on force relations, the estimation value
reflects not only the environment stiffness but also the effect of unmodeled
terms (e.g. damping), environment nonlinearities, dynamic modeling errors,
and non uniform contact area, which explains K, high dynamics. From a
control standpoint, since a stochastic sensor based strategy is followed, K,
high dynamics does not pose a problem, enabling the controller to rapidly
react to force mismatches. In this way, K;, can be seen as an optimization
parameter, reducing the system responsiveness whenever an underdamped
response is imminent and increasing control gains when the system becomes
sluggish. The AOB performance, despite being robust to environment model
mismatches, deteriorates with model errors. From Fig. 7.3, a good estimation
performance of K, can be inferred in both contact scenarios, since f,, tracks

fa with high performance.
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Figure 7.3— Force tracking with stiffness adaptation in the testbed exper-
(a), (b) and (c) represent respectively, Cartesian force data in X, Y

iment.

and Z. Red dashed vertical lines identify free space to contact and vice-versa
transitions, while blue doted horizontal lines identify the contact surface.
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Figure 7.4— Cartesian position tracking in the testbed experiment. (a), (b)
and (c) represent respectively, Cartesian position data in X, Y and Z. Red
dashed vertical lines identify free space to contact and vice-versa transitions,
while blue doted horizontal lines identify the contact surface. In (c), the blue
dashed horizontal lines identify the surface location with respect to the robot
base.
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Figure 7.5— Orientation tracking in the testbed experiment. The orienta-
tion is represented by (a) Roll, (b) Pitch and (c) Yaw angles. Roll € [—E 37”} ,
Pitch € [—7, 7] and Yaw angle € [0,27|. Red dashed vertical lines identify
free space to contact and vice-versa transitions, while blue doted horizontal
lines identify the contact surface.
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Figure 7.6— K, and K,;; online computation in the testbed experiment.
(a), (b) and (c) represent respectively, stiffness estimation and virtual coupling
datain X, Y and Z. Red dashed vertical lines identify free space to contact and
vice-versa transitions, while blue doted horizontal lines identify the contact

surface.
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7.4 Robotic-Assisted Tele-Echography Examination

To validate the control architecture in a clinical context, a gynecologist per-
formed a robotic-assisted pelvic ultrasound examination in a healthy volun-
teer. The physician tele-operates the probe holder manipulator through a
Phantom Omni haptic device*, sending 6-DOF (position and orientation) com-
mands and receiving 3-DOF force feedback. The examination is performed
with the patient urinary bladder full, which acts as an acoustic window for the
pelvic organs, namely, the urinary bladder itself, the uterus and the ovaries.
Fig. 7.7a shows the physician performing the ultrasound procedure while
Figs. 7.7b-7.7e show ultrasound images of the pelvic examination. To increase
the volunteer safety, the probe maximum velocity is limited to |p,| = 0.1[m/s]
and |w,| = 1[rad/s]. The procedure starts with the probe in free space, reach-
ing contact with the patient abdominal region around 12[s]. Contact is kept
during the examination (12[s] — 111][s]), except at 17[s], when the physician
repositions the probe in free space and at the end of the procedure (around
109(s]).

7.4.1 Discussion

The pelvic ultrasound examination was chosen for two reasons. First, it is a
dynamic procedure, requiring the probe to be placed in different locations with
different postures, which highlights the system robustness and the control
performance. In addition, the effectiveness of the robotic-assisted examination
can be extrapolated to less dynamic abdominal procedures, validating the
control architecture in those procedures. Second, it is easily performed in
our lab without requiring to change the manipulator working space envelope
(and hence its base) to a new position.

From a control standpoint, force and position are well tracked, as can be
seen in Figs. 7.8 and 7.9, respectively. Free space to contact and vice-versa
transitions present no jerky behaviors, there are no noticeable steady state
errors in force tracking and the position tracking in contact is consistent with
soft tissue interaction. Fig. 7.10 shows the orientation control performance. In
general, the orientation is well tracked, despite a few tracking errors arising
due to the hierarchical control strategy, as explained in Section 5.4.2. These
errors can be tackled with higher control gains, however due to the task nature

4When this experiment was performed, the Phantom Desktop was not operational.
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(b) (0

(d)

Figure 7.7— Robotic-Assisted Pelvic Ultrasound Examination. (a) The
physician performing the robotic-assisted ultrasound examination in a healthy
volunteer. (b)-(e) Ultrasound images of the procedure. (b) Uterus cross-section.
(c) Uterus mid-sagittal section. (d) Left ovary. (e) Right ovary.
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(interaction with humans), a more conservative control design is followed.
Nevertheless, the physician ability to perform the examination is not affected,
validating the hierarchical approach to generate orientation motion. Finally,
Fig. 7.11 shows K; , and K,;,; computation. A good estimation performance of
the contact stiffness can be inferred, since f;, tracks f; with high performance
(see Fig. 7.8).

7.5 Conclusion

In this chapter the hierarchical architecture has been assessed in ultrasound
tele-operation scenarios. Clinical and non-clinical experiments have been
performed. In the non-clinical one, the control architecture is assessed in a
testbed scenario, that simulates the interaction dynamics of a human torso.
Testbed experiments have shown good results, either in free space and in
contact with objects whose stiffnesses are similar to the human chest (bone
contact) and abdomen, validating the proposed architecture to be tested in
clinical robotic-assisted tele-echography scenarios. In the second experiment,
the tele-operation architecture has been assessed in a medical ecographic
diagnosis procedure, with a gynecologist performing a robotic-assisted pelvic
ultrasound examination in a healthy volunteer. The physician effortlessly
performed the procedure, validating the control architecture in a clinical

scenario.
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CHAPTER

CONCLUSIONS AND FUTURE WORK

The ability to create visual representations of the interior of the human body
through noninvasive imaging techniques was a major breakthrough in med-
ical science. By pressing an ultrasound probe against the patient body, the
physician is provided with real time access to the interior of the patient body
in a safe (since there is no emission of ionizing radiation), noninvasive and
relatively inexpensive way. Although being a common procedure, it is not
a trivial one, requiring skilled and experienced physicians, which are not al-
ways available, specially in remote areas. A robotic-assisted tele-echography
system comes up as a solution, allowing physicians to perform an ultrasound
examination in a remote patient as if they were both at the same location. This
chapter is organized as follows. Section 8.1 details the main contributions of
this work, while Section 8.2 highlights future research directions.

8.1 Contributions

This section summarizes the main contributions of this thesis. A control

architecture has been designed to cope with the following requirements:
o A RCM placed at the probe tip.
e A compliant contact behavior at position level.
o A stiff contact behavior at orientation level.

e High control performance in free space and in contact with soft and stiff

environments, without control switching.

143




144 CHAPTER 8. CONCLUSIONS AND FUTURE WORK

e Smooth transition from free space to contact and vice-versa.

e High control performance in contact when interacting with unstructured

environments.

The main scientific contributions of this thesis are:

A Dynamically Consistent Hierarchical Control Architecture

The development of a robotic-assisted tele-control architecture for medical
ecography is the backbone of this thesis. A dynamically consistent hierarchical
control architecture is proposed, with explicit force control arising as the
primary task, while orientation is performed in the null space, reducing
coupling effects. An explicit Cartesian force control driven by position errors
is regarded as the highest priority task, enforcing a compliant behavior at
position level. Probe orientation is controlled at joint level, driven by task
space orientation errors converted into joint velocity references, enforcing a
stiff behavior by controlling the orientation at motion level. Controlling the
orientation in the joint space allowed to achieve high tracking performance,
addressing the limitations of task space orientation controllers.

Motion and Contact Dynamics driven by a 3D Time-of-Flight Camera
and a Force Sensor

Since the force control architecture is kept in free space, to improve position
tracking, the stiffness parameter that enters in the force control loop through
the AOB plant model has to be designed with a low nominal value in free
space, reducing the detrimental effect of modeling free space as a spring
by increasing feedback control gains. When moving towards contact, the
stiffness parameter is anticipated by 3D camera data, allowing adaptation
before contact. This procedure decreases robot dynamics towards contact
by reducing control gains, allowing a smooth transition from free space to
contact. Free space inertial forces that deteriorate control performance are also
eliminated from the control loop using depth camera data, improving free
space control by providing reliable force measurements.
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Online Stiffness Estimation using Force Data and the Robot Inertial
Properties referred to the End-Effector

The unstructured nature of the echographic procedure requires a controller
that has the ability to cope with different environments. In contact, the stiff-
ness estimation is performed resorting only to force data, avoiding geometric
uncertainty issues. Due to the noisy nature of force measurements, force filter-
ing is usually required. It is shown in this thesis that, when the force signal
is filtered, the inverse dynamics nonlinear feedback linearization no longer
renders the manipulator dynamics decoupled from the contact dynamics,
leading to different force responses for different end-effector contact orienta-
tions, since the effective mass is configuration dependent. Using the effective
mass in the estimation algorithm, the stiffness perceived by the controller can
be anticipated, improving force control performance in dynamic interactions,
specially with stiff surfaces. Clearly, the elastic properties of an object do not
change with probe interaction, however the controller perception of the ob-
ject does change, existing a strong correlation between the effective mass and
the perceived stiffness. In this way, it is shown that the perceived stiffness
can be seen, not as a well defined physical property, but as a force control

optimization parameter.

The control architecture has been validated in a clinical scenario, with a
gynecologist performing a robotic-assisted pelvic ultrasound examination
in a healthy volunteer. The physician effortlessly performed the procedure,

validating the control architecture in a medical context.

8.2 Future Work

Robustness Analyses in the Presence of Random Communication Delays

The main focus of this work has been on the control of the slave manipula-
tor. All teleoperation experiments were performed in a local area network
with negligible time delays. When performing a robotic-assisted ultrasound
examination between remote locations, delays are always present. If the com-
munication channel is a packet-switched network, such as Internet, the delays
can become randomly time-variable, and packets can be lost, which can lead
the system to instability.
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Estimation of Contact Forces

A force sensor is expensive and a source of noise. De Luca and Mattone (2005)
presented a residual-based method to detect collisions without using force or
acceleration measurements. The simple theoretical formulation of this method
is attractive to estimate contact forces. Preliminary work shows potential to
provide a reliable estimation of contact forces, allowing to remove explicit

force sensing from the control loop.
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