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Resumo 
 

A doença de Parkinson (DP) é a segunda doença neurodegenerativa mais comum, afetando 

mais de 6 milhões de pessoas em todo o mundo. Trata-se de um distúrbio neurodegenerativo 

progressivo caracterizado, neuropatologicamente, por uma perda de neurónios dopaminérgicos 

numa região específica do cérebro, nomeadamente a substância negra pars compacta (SNpc), 

com uma consequente diminuição da dopamina no corpo estriado, e pela presença de corpos de 

Lewy nos neurónios sobreviventes. O aparecimento de todos estes sinais neuropatológicos está 

relacionado com o surgimento dos principais sintomas motores, como tremor em repouso, 

rigidez, bradicinesia e instabilidade postural, que são utilizados no diagnóstico da patologia. 

Embora não haja cura para a patologia, há um grupo de medicamentos que podem ser utilizados 

no controlo dos principais sintomas, sendo a levodopa o mais utilizado. 

Devido à relação entre alterações no metabolismo da dopamina e o surgimento da doença 

de Parkinson, tem havido um interesse crescente na análise dos analitos envolvidos. Uma vez que 

este metabolismo também ocorre no plasma, existe a possibilidade de utilizar esta matriz para 

desenvolver um possível teste de diagnóstico que permita detetar a doença numa fase precoce. 

Desta forma, o principal objetivo do presente trabalho foi desenvolver e validar um novo método 

analítico para a quantificação do metabolismo da dopamina em amostras de plasma por 

cromatografia líquida acoplada à espetrometria de massa (LC-MS/MS). 

Todas as amostras de plasma foram sujeitas ao mesmo processo de precipitação proteica 

com metanol, sendo depois analisadas pelo sistema LC-MS/MS, no modo MRM1. 

Após o desenvolvimento do método, foram avaliados alguns parâmetros de validação para 

assegurar a fiabilidade dos dados, nomeadamente a seletividade, a linearidade, os limites de 

deteção e quantificação, a precisão, a exatidão, a transferência2, a eficiência da extração e os 

efeitos da matriz.  

Os resultados mostraram que foi possível desenvolver um método para determinar 

quantitativamente o metabolismo da dopamina em amostras de plasma, bem como aplicá-lo em 

amostras reais de plasma, a fim de quantificar estas moléculas. O método mostrou-se seletivo 

para todos os analitos em estudo, uma vez que não houve interferências da matriz. O método 

também mostrou ser linear para todas as moléculas, em solvente, na gama de trabalho, 

nomeadamente nos intervalos: 0,05-5,0 pmol/μL para L-tirosina e DA; 0,03-5,0 pmol/μL para 3-

                                                           
1 Do inglês, Multiple Reaction Monitoring 
2 Do inglês, carry-over 
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MT e HVA; 0,1-6,0 pmol/μL para L-DOPA; e 0,1-5,0 pmol/μL para DOPAC. Nas amostras de plasma, 

o método foi linear nos intervalos 0,5-10,0 pmol/μL para 3-MT e DOPAC e 0,05-12,0 para HVA. 

Em solvente, os limites de deteção foram: 0,381; 0,426; 0,424; 0,377; 0,260 e 0,235 pmol/μL 

para L-tirosina, L-DOPA, DA, 3-MT, DOPAC e HVA, respetivamente. Os limites de quantificação 

foram: 1,154; 1,290; 1,284; 1,143; 0,787 e 0,714 pmol/μL para L-tirosina, L-DOPA, DA, 3-MT, 

DOPAC e HVA, respetivamente. Por sua vez, nas amostras de plasma, os limites de deteção foram 

de 0,852; 0,963 e 1,015 pmol/μL e os limites de quantificação foram 2,581; 2,617 e 3,077 pmol/μL 

para 3 MT, DOPAC e HVA, respetivamente. 

Na análise da precisão, os resultados da repetibilidade estavam de acordo com os critérios 

de aceitação, no entanto, a precisão intermediária apresentou altos valores para todas as 

moléculas. Em termos de análise de precisão, o método mostrou-se preciso para a quantificação 

dos analitos. 

A recuperação do método, nos três níveis de concentração, variou entre 84,9% e 112,1%. Nos 

efeitos da matriz, obtiveram valores negativos, indicando supressão iónica. 

Por fim, o método desenvolvido foi aplicado em amostras de plasma que foram recolhidas 

de um grupo controlo e dois grupos de estudo. No grupo controlo, nenhum composto foi 

devidamente detetado. Por sua vez, L-DOPA, DOPAC e HVA foram detetados na maioria das 

amostras de plasma dos grupos de estudo, no entanto, não foi encontrada nenhuma relação entre 

a dose diária de medicação e a concentração de L-DOPA no plasma. 

 

 

 

 

Palavras-chave: Metabolismo da dopamina; quantificação; plasma; LC-MS/MS; validação. 
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Abstract 
 

Parkinson's disease (PD) is the second most common neurodegenerative disease, affecting 

over than 6 million people across the world. This is a progressive neurodegenerative disorder 

neuropathologically characterized by a loss of dopaminergic neurons in a specific brain region, 

namely the substantia nigra pars compacta (SNpc), with a consequent depletion of dopamine (DA) 

within the striatum, and by the presence of Lewy bodies in the surviving neurons. The appearance 

of all these neuropathological signs is related to the emergence of the main motor symptoms, for 

instance resting tremor, rigidity, bradykinesia and postural instability, which are used in the 

diagnosis of the pathology. Even though there is no cure for the pathology, there are a group of 

medications that can be used in the control of the main symptoms, being levodopa the most used 

one. 

Due to the relationship between changes in DA metabolism and the arise of PD, there has 

been a growing interest in the analysis of the involving analytes. Since this metabolism also occurs 

in the plasma, there is the possibility to use this matrix to develop a possible diagnose test that 

allows to detect the disease in an early stage. Then, the main purpose of the current work was to 

develop and validate a new analytical method for the quantification of DA metabolism in plasma 

samples by liquid chromatography coupled to tandem mass spectrometry (LC-MS/MS).  

All the plasma samples were subjected to the same protein precipitation procedure with 

methanol, being then analyzed by the HPLC-MS/MS system, in the MRM mode.  

After the development of the method, some validation parameters were evaluated in order 

to assure the reliability of the current data, namely selectivity, linearity, limits of detection and 

quantification, precision, accuracy, carry-over, recovery and matrix effects. 

The results showed that it was possible to develop a method to quantitatively determinate 

DA metabolism in plasma samples, as well as to apply it in real plasma samples, in order to quantify 

these molecules. The method proved to be selective for all the analytes under study, since no 

matrix interferences occur. The method also showed to be linear for all the molecules in solvent 

over the working range, namely in the intervals: 0.05-5.0 pmol/µL for L-tyrosine and DA; 0.03-5.0 

pmol/µL for 3-MT and HVA; 0.1-6.0 pmol/µL for L-DOPA; and 0.1-5.0 pmol/µL for DOPAC. In 

plasma samples, the method was linear in the intervals: 0.5-10.0 pmol/µL for 3-MT and DOPAC 

and 0.05-12.0 for HVA. 

In solvent, the limits of detection were: 0.381, 0.426, 0.424, 0.377, 0.260 and 0.235 pmol/µL 

for L-tyrosine, L-DOPA, DA, 3-MT, DOPAC and HVA, respectively. The limits of quantification were: 

1.154, 1.290, 1.284, 1.143, 0.787 and 0.714 pmol/µL for L-tyrosine, L-DOPA, DA, 3-MT, DOPAC and 
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HVA, respectively. In turn, in plasma samples, the limits of detection were 0.852, 0.963 and 1.015 

pmol/µL and the limits of quantification were 2.581, 2.617 and 3.077 pmol/µL for 3-MT, DOPAC 

and HVA, respectively. 

In the precision analysis, the repeatability results were in accordance with the acceptance 

criteria, however, intermediate precision presented high values for all the molecules. In terms of 

accuracy analysis, the method proved to be accurate to the quantification of the analytes. 

The recovery of the method, at three levels of concentration, ranged from 71.9% to 103.6%. 

In matrix effects, negative values were obtained, indicating ion suppression. 

Finally, the developed method was applied in plasma samples that were collected from a 

control group and two study groups. In control group, no compound was properly detected. In 

turn, L-DOPA, DOPAC and HVA were detected in most of plasma samples of the study groups, 

however, no relation between the daily dose of medication and the concentration of L-DOPA in 

the plasma was found. 

 

Keywords: Dopamine metabolism; quantification; plasma; LC-MS/MS; validation. 
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1. Introduction 
 

 

1.1. Parkinson’s disease 
 

The first reports of symptoms that are today associated with Parkinsonism date from 4500 

B.C. and are from India. The disease to which the Ayurvedic physicians designated as Kampavata, 

was treated with Mucuna pruriens, one plant of the Fabaceae family and commonly named as 

"velvet beans." This plant is the only known natural source of levodopa (L-DOPA), the direct 

precursor of dopamine (DA) [1]. 

Even though there are possible reports of Parkinson's disease (PD) from very early, the first 

clear medical description was written in 1817 by James Parkinson, when he published “An Essay 

on the Shaking Palsy”, considered the foundational text of the disease, where he medically 

described it as a neurological syndrome [2, 3]. In this essay, Dr. Parkinson report the specific group 

of major symptoms which manifest in afflicted patients as a slowly debilitating disorder of 

movement that ultimately proves to be fatal [4]. Some years later, in the mid-1800s, Jean-Martin 

Charcot had an important role in refining and expanding this preliminary description and in 

disseminating the information about PD in an international level. He was responsible to 

differentiate PD from other disorders mainly characterized by tremor, and recognized cases that 

later were then classified as Parkinsonism-plus syndromes [2, 5]. Over the time, Charcot 

discriminated the difference between bradykinesia and rigidity (both symptoms of PD), recorded 

the frequency of tremors, recognized the micrograph as a common feature to all patients, and 

prescribed the first treatments [6]. Despite the stiffness symptoms have been described by 

Charcot, is the Charcot himself who suggested the name given to the disease, Parkinson [7]. 

This pathology is a slowly progressive degenerative disorder that affects the motor system 

and, consequently, the body movements. It is considered the most common neurodegenerative 

disease of the motor system and the second most common neurodegenerative disease after 

Alzheimer's disease (AD), affecting six million people around the world [8] and around twenty 

thousand people in Portugal [9]. It is usually a more prevalent disease in the elderly, giving its 

clinical onset after 60-65 years of age [8], once some studies show that only in 0.5% of the cases 

the diagnosis was made before the age of 40, 3.4% before the age 50 of and over 60% were first 

diagnosed after 65 years of age [10]. However, in some cases of familial forms of the disease it 

can appear before 40 years of age [11]. Since the incidence of the disease increases with age 

(major risk factor), it is likely that in future the number of people suffering from this pathology 

increases [10]. 
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Symptoms appear gradually, usually arise on one side of the body and remains worse on that 

side, even after symptoms begin to affect both sides. The specific group of symptoms that a 

patient experience can be different from person to person, but the primary motor signs of PD 

include trembling of hands, arms, legs, jaw and face; bradykinesia or slowness of the movement; 

rigidity of the limbs and trunk; and postural instability or impaired balance and coordination [3]. 

As symptoms get worse, people may have trouble walking or even doing simple tasks. Besides, 

patients may also experience a wide range of physical and/or psychological symptoms, including 

depression, anxiety, balance problems, loss of sense of smell, sleeping disorders and memory fails, 

being that some are side effects of drug therapy [12]. In PD, as in other disorders linked to a 

dysfunction in the dopaminergic system, it appears to have some gender differences regarding 

the symptoms and treatment response, and at the level of metabolism in basal ganglia, namely in 

the frontal monoaminergic activity, in recently diagnosed Parkinson’s disease patients [13]. 

The disease arises when the neurons of a brain region called the substantia nigra (so called 

because the high concentration of neuromelanin) die, wherein when the first symptoms appear, 

there is already a loss of 70 to 80% of striatal DA and 50% of nigral DA neurons [14]. Under normal 

conditions, these cells produce DA, a neurotransmitter responsible for the transmission of 

messages between the different areas of the brain that control movement and coordination [15]. 

Being so, DA signals travel from the substantia nigra to the remaining areas of the brain in order 

to control the movement and balance (Figure 1.1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1. Dopamine pathway in the motor system. Under normal conditions, dopamine (DA) signals 

travel from the substantia nigra to the other brain regions involved in the control of movement and balance, 

including the corpus striatum, the globus pallidus, and the thalamus. However, in Parkinson's disease (PD), 

most of these dopamine signals are lost, leading to the appearance of the first symptoms. 
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The connection between the substantia nigra and the striatum is critical to produce smooth 

movements. Thus, when the cells of the substantia nigra die DA levels drop and most of the DA 

signals are lost. The loss of the DA in this circuit leads to the appearance of the first symptoms of 

the disease [3] because these neurons do not receive the necessary messages about how and 

when to induce body movement. Unfortunately, the ultimate cause of PD, the reason that these 

cells become altered and die, is not known in most of the diagnosed cases [16], but researchers 

suggest that it can result from a combination of both genetic and environmental factors. 

The striatum is the main receiving area of neuronal information from the basal ganglia and 

this can happen by three different pathways: corticostriatal, thalamocortical and nigrostriatal (the 

most affected by neurodegeneration in PD) [17]. The information is processed in the neural 

circuits of the basal ganglia, being sent to the thalamus and then to the cerebral cortex and its 

transmission can be made by direct or indirect means [18]. The direct pathway, by inhibiting the 

basal ganglia, leads to the inhibition of the thalamus and to cerebral cortex excitation. In turn, the 

indirect pathway, by stimulating the basal ganglia, promotes the excitement of nerve centers that 

conduct stimuli to the spinal cord [19]. There are pathologies with a basal ganglia origin and 

related to dopaminergic neurons, usually known as movement disorders, which are thought to 

result from imbalanced activities between these two pathways and are characterized by an 

excessive or restriction of movement [18]. In PD, the degeneration of nigral neurons may lead to 

excessive inhibition of the thalamus and the base nodes, leading to reduced stimulation of the 

motor cortex and the onset of akinesia or bradykinesia [19]. 

There is currently no blood test that helps in diagnosing sporadic PD, and so it can be difficult 

to diagnose the disease [15]. The diagnosis is usually late, due to the non-specificity of initial 

symptoms, and usually only with the worsening of the symptoms the patient goes to the doctor. 

It is best accomplished by a specialist such as a neurologist, being based on the medical history of 

the patient and in an evaluation of the symptoms, where the patients must present bradykinesia 

and, at least, another of the major symptoms of the disease. Moreover, it is essential to exclude 

other causes of Parkinsonism, in order to do a proper diagnosis [7]. Another way to diagnose PD 

is to prescribe L-DOPA to the patient and monitor its response to the therapy [20]. However, this 

disease can only be reliably confirmed upon autopsy. 

Currently, there is no cure for the disease, but there is a wide variety of medications used to 

relieve the symptoms and provide a good lifestyle for the patients [15].  Usually, patients are given 

L-DOPA combined with carbidopa, an inhibitor of the peripheral metabolism of L-DOPA, which 

delays the conversion of L-DOPA into DA until it reaches the brain. Neuronal cells have the ability 

to use L-DOPA to synthetize DA, providing the brain cells with the necessary amount of DA 

[15].  However, a prolonged use of this therapy can be associated with the development of motor 
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complications, especially when it is used in high doses [21], and nonmotor symptoms. Other 

medications include DA agonists, that chemically mimic the action of DA, and inhibitors of 

catechol-O-methyltransferase (COMT) enzyme, inhibiting the degradation of DA and allowing the 

increase of its concentration within the brain. One of the earliest used drugs was anticholinergics, 

who have the ability to decrease acetylcholine (ACh) levels in order to achieve a balance with DA 

levels. Also, it can be used amantadine, that has an anticholinergic activity, increases DA release 

and acts on the excitatory neurotransmitters of the basal ganglia [15].  

There is a minority of patients that can develop compulsive behaviors (or impulse control 

disorders, ICDs), when receiving DA-replacement medications [22]. These are characterized by an 

inability to resist an impulse, drive or temptation that lead the patient to perform an act that is 

harmful to the individual or to the others and, in cases of PD patients, they are usually associated 

with dopaminergic therapies [23]. Although the reason of the onset of this disorder is not fully 

understood, due to the fact that it does not affect all the patients, it is thought that they are 

related to irregularities in the reward system, once it is a DA-mediated system, being sensitive to 

dopaminergic medications [24]. Thus, people are driven by the sense of pleasure and usually, in 

PD patients, these behaviors involve hypersexuality, gambling or abuse of anti-parkinsonian 

medications and can develop tolerance and psychological dependence. In patients whose PD is 

more advanced these disorders tend to be more pronounced, once they need higher doses of anti-

parkinsonian medications to control their motor function. Among the ICDs, modifications of sexual 

behavior, as well as sexual impulses, have a distinct position in regard to the severity of the clinical 

cases and, although rare, these modifications may assume larger proportions, like abnormal 

sexual behaviors, and may eventually have criminal implications [25]. Patients that develop PD at 

a younger age are more likely to develop ICDs [26]. Hypersexuality in PD patients is associated 

with male gender, earlier disease onset, dopamine agonist therapy, and depression [27]. In most 

cases of ICDs, the onset of the impulsive behavior is associated with the addition or increase of 

the dopaminergic medication (mainly in cases of DA agonists) [28, 29], then, in these cases, the 

first step is to inform the doctor, to adjust the treatment. In some of these cases, an antipsychotic 

or antidepressant can be beneficial in the control of ICDs [30]. In legal terms, episodes of 

hypersexuality involved in cases of rape, for example, can raise important questions, namely if the 

patients are in full possession of their mental faculties while committing the sexual offence. We 

can affirm that, on the one hand, patients are capable of understanding the aberrant nature of 

their actions, however, on the other hand, the urge to commit the action may be so strong that 

they do not have self-control to resist. Advanced cases of PD are more complex, as there are other 

psychiatric disorders, such as hallucinations and confusion, and the severity of the character of 

the action may be more or less lost [25].  
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There are other cases in which surgery may be necessary, such as in cases where the patient 

does not respond to the medications. A therapy known as deep brain stimulation (DBS) can also 

be used, where electrodes are implanted into the brain and connected to a small electrical device 

[31]. This surgery can reduce the need of L-DOPA and related drugs, which in turn decreases the 

involuntary movements, resulting from side effects of L-DOPA therapy. Moreover, it also helps in 

the relief of the main symptoms of the disease.  

 

 

1.2. Genesis of Parkinson’s disease 
 

1.2.1. Histopathology of Parkinson’s disease 
 

In terms of characteristic pathophysiological changes in PD, it is common to find in patient’s 

brain a significant neurodegeneration in the substantia nigra pars compacta, due to a loss of 

pigmented dopaminergic cells, as well as a decrease of DA concentration in all the components of 

basal ganglia, including the putamen and the caudate nucleus, which constitute the striatum [32]. 

From the two constituents of striatum, putamen is the most affected, once the DA decrease in the 

putamen can reach 95%, while in the caudate nucleus the loss is about 80%, being that this 

difference is present in all patients diagnosed with idiopathic PD. The degree of the decrease of 

DA in the substantia nigra is positively related with the level of cell loss in this brain area [33]. This 

loss does not occur only at the striatal area, it also takes place at the extraestriatal nuclei of basal 

ganglia (internal and external pallidum, substantia nigra pars reticulata, and subthalamic nucleus), 

which are thought to be involved in the pathophysiologic mechanisms that result in parkinsonian 

disorders [33, 34], and in other brain areas, such as locus coeruleus, related to non-motor 

symptoms of the disease [35]. Besides the loss of DA, there is also a decrease of its main 

metabolite, the homovanillic acid (HVA), of the enzymes involved in its synthesis, and of its 

transporter sites [32, 33].  

Another pathologic characteristic used in PD diagnosis is the presence of Lewy bodies in the 

surviving neurons from substantia nigra, i.e., deposits or clusters of the brain protein α-synuclein 

(present in presynaptic terminals), along with other proteins, seen in a microscopic examination 

of the brain. This deposit is considered a precursor of the neurodegeneration and it can provide a 

reliable diagnostic marker of cell death [36], once these neuronal inclusions are not found in 

healthy people, even though there are cases in which they are not present, namely in familial 

forms of the disease, and are responsible for the appearance of some non-motor symptoms. The 

composition of these clusters is still unknown but there are evidences of the presence of 
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neurofilament proteins, ubiquitin [37] and p62 [36]. However, there are some doubts about the 

reason that lead to their formation as well as their role in the development of the disease and so, 

several efforts are being conducted to try to understand the (ab)normal function of α-synuclein 

and its relationship to the genetic mutations involved in PD. In addition to Lewy bodies, there are 

other cytoplasmic inclusions with a similar composition, called Lewi neurites, detected in other 

brain structures, such as amygdala and hippocampus [38]. The presence of α-synuclein was 

identified in most cases of sporadic PD and other neurodegenerative diseases (dementia with 

Lewy bodies and multiple system atrophy), and in some cases of familial form of AD [39]. 

There are suggestions of a possible dysfunction of the mitochondrial respiratory chain in the 

pathogenesis of PD that led to the study of the structure and activity of mitochondrial system 

(enzymes and proteins). Therefore, postmortem analysis in the substantia nigra of patients with 

idiopathic PD showed a selective deficiency in the activity of complex I, due to a decrease of the 

activity of rotenone-sensitive nicotinamide adenine dinucleotide (NADH) CoQ1 reductase, as well 

as a decrease in the activity of NADH cytochrome C reductase either in the substantia nigra [40] 

and frontal cortex [41]. A direct consequence of complex I inhibition is an increased lactic acid 

production and, consequently, a higher lactate concentration [42]. 

Also, there are evidences of changes in the antioxidant mechanisms, since there is a depletion 

of reduced glutathione (GSH) levels and GSH peroxidase activity, which is involved in the 

detoxification of peroxides in brain and, consequently, in the removal of hydrogen peroxide 

(H2O2). This reduction occurs especially in substantia nigra, putamen, globus pallidus and frontal 

cortex, compromising the detoxification process [43]. This failure in the defense system against 

reactive oxygen species (ROS) is associated with a potentiation of lipid peroxidation, once they act 

on polyunsaturated fatty acids (PUFAs) present in cell membranes. Then, studies about oxidative 

stress as a factor in the pathogenesis of this disease showed an increase in lipid peroxidation, with 

decreased levels of PUFA (indicator of the amount of substrate available for the process) and 

increased levels of malondialdehyde (MDA, an intermediate of the process that indicates the rate 

of lipid peroxidation at the time of death) in substantia nigra, when compared with other brain 

regions, probably due to an exposure to free radicals [44, 45]. Measurements of protein oxidation 

were made to compare oxidative stress in several brain regions, and it was showed an increase in 

the substantia nigra, when compared with basal ganglia or prefrontal cortex, meaning that it is a 

more vulnerable region to the oxidative damage [46]. This increase may be due to high levels of 

8-hydroxy-2‘-deoxyguanosine (8-OHdG), a product of free radical attack on deoxyribonucleic acid 

(DNA), in the substantia nigra [47]. 

Loss of protective mechanisms against oxygen toxicity also has more consequences, rather 

than those presented before. In idiopathic Parkinson’s patients brains there is an increase in the 
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activity of the enzyme superoxide dismutase (SOD), with a particular relevance in the substantia 

nigra and basal nucleus [48] and a reduction of catalase and peroxidase activity in the substantia 

nigra and putamen [49], both enzymes involved in the defense system. These changes suggest an 

enhanced free radical production, and may be related to the inhibition of complex I activity from 

the mitochondrial respiratory chain [45].  

All these biochemical changes appear to result from the nigral cell death, as well as the 

presence of Lewy bodies in the brain, characteristic features in Parkinson’s patients. 

 

1.2.2. Etiology and pathogenesis of Parkinson’s disease 
 

As previously mentioned, besides all the research made over the years, the etiology of PD, as 

well as its pathogenesis, is not yet well understood, but it is known that 95% of the cases are 

idiopathic, have a multifactorial cause, resulting from environmental and genetic contributions 

[50], and the other 5% result from genetic mutations. However, both forms share pathological, 

biochemical and clinical features [51]. It is believed that there is an interaction between these 

factors, genetic predisposition and environmental factor, being associated with mitochondrial 

dysfunction and oxidative stress in idiopathic cases [7]. Also, in idiopathic cases, there are other 

hypothesis such as the inhibition of proteasome activity and a possible genetic susceptibility, being 

that they all appear to be related.  

The discovery of onset of Parkinson's symptoms in young accidentally intoxicated with 1-

methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) supported the idea of interactions between 

genetic and environmental factor in the development of PD. The administration of MPTP causes 

toxicity in mice and human and it leads to symptoms that mimic neurological symptoms of PD, 

once it causes dopaminergic neurodegeneration. This happens because the toxic metabolite, 1-

methyl-4-phenylpyridinium (MPP+), is a potent complex I inhibitor in DA neurons [50]. 

There are other substances with a similar structure to MPTP, as 6-hydroxydopamine (6-

OHDA), rotenone and paraquat, which are used in the agricultural industry for the manufacture 

of pesticides, herbicides and insecticides [52]. Depending on dose and time of exposure, these 

substances can induce neurotoxicity, by inhibiting mitochondrial function, and lead to a disorder 

in the complex I of the mitochondrial respiratory chain, which may induce cell death [50]. Thus, 

the progressive neurodegeneration may be caused by a chronic exposure to dopaminergic 

neurotoxins, or only by a brief exposure that, in some way, can lead to the initiation of a cascade 

of damaging events [3]. 
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Therefore, increased oxidative stress, mitochondrial dysfunction, accumulation of oxidized 

aggregated proteins, inflammation process, genetic mutations, and defects in protein clearance 

constitute some of the complex stakeholders in the neurodegeneration of neurons. 

 

1.2.2.1. Oxidative stress 
 

There is a basal level of oxidative damage in all cells, namely in DNA, lipids and proteins, once 

some of the reactive species play important biological roles, being essential the existence of 

antioxidant mechanisms to repair or replace oxidized molecules, then the cells must have a 

balance between the production of the reactive species and the defense systems. Thus, when 

there is a failure in these defense systems, something that occurs with age, it can contribute to 

cell death and, consequently, to neurodegeneration, due to the increase of reactive species, such 

as oxygen free radicals [53]. These reactive species responsible for the oxidative damage in cells 

are related with an increase of the endothelial permeability. Blood-brain barrier (BBB) is essential 

to maintain central nervous system (CNS) homeostasis and is important to limit the transport of 

neurotoxic substances from blood into the brain. The increase of its permeability allows the entry 

of potentially harmful substances in the brain [54], being thought that this has a potential 

relevance in the pathogenesis of PD. This change of permeability is related with alterations in the 

regulation of occludin, a protein located in tight junctions that regulates the diffusion of 

substances between these structures [54]. 

Human brain is an extremely sensitive area to oxidative stress, due to the high oxygen 

consumption (20% of the oxygen from the body) required by the adenosine triphosphate (ATP) 

needs, but its metabolism is a natural producer of ROS during oxidative phosphorylation [55], 

specially of H2O2, a product of SOD and monoamine oxidase (MAO) A and B activity [53]. Once 

H2O2 is produced during brain metabolism, there is the need to remove it, so it does not have 

harmful consequences in the brain. This process is usually mediated by peroxiredoxin (Prx), 

catalase or glutathione peroxide (GPx) [56]. 

The relationship between oxidative stress and the pathogenesis of PD has its basis on the 

following evidences: increase of manganese superoxide dismutase (Mn SOD, involved in the 

protection of mitochondria from the oxidative damage of free radicals) activity, increase in lipid 

peroxidation (showed by an increase in the levels of hydroxynonenal (HNE)-modified proteins in 

nigral neurons, a product of lipid damage), increase in iron content and decrease in reduced form 

of glutathione [57].  

Metals, such as iron, are suspected of having a role in cytotoxicity and cell degeneration. 

There are clear evidences of an increase in the content of total iron, iron (III) and ferritin (protein-
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bound iron) in substantia nigra, being that the action of this metal in hydrogen peroxide leads to 

the production of highly reactive radicals, involved in oxidative damages [58]. There seems to be 

a relationship between the development of PD and the iron concentration in the substantia nigra 

with consequent formation of iron and DA complexes, which promotes oxidative stress as oxygen 

radicals are formed as products of oxygen reduction by these complexes [59]. 

Dopaminergic neurons are highly exposed to oxidative stress, since some ROS are naturally 

produced during DA metabolism, leading to H2O2 formation. This can occur spontaneously, in the 

presence of iron, or enzymatically, through MAO-B enzyme [60].  

Therefore, oxidative stress plays a key role in neurodegeneration, especially in substantia 

nigra, and is currently accepted as a fundamental factor in the pathogenesis of PD.   

 

1.2.2.2. Mitochondrial dysfunction 
 

Mitochondria are organelles that are involved in several cellular processes including energy 

production, calcium homeostasis, apoptosis and fatty acids metabolism. They have a key role in 

electron transport and oxidative phosphorylation, being therefore the main cellular source of free 

radicals, once they are products of oxidative phosphorylation. However, in pathologies where 

there is a deficit of mitochondrial respiratory chain, the amount of ROS produced by the electron 

transport chain increases, surpassing the antioxidant protection mechanisms [51]. So, when 

mitochondrial dysfunction starts to appear it affects some cellular mechanisms that can cause cell 

death, including oxidative stress, induction of excitotoxicity and apoptosis. These facts support 

the idea that abnormal mitochondrial function and increased oxidative stress may have an 

important role in the pathogenesis of PD [61].  

The implication of the mitochondrial dysfunction in the development of PD derivate from 

epidemiological studies that associate the exposure to environmental factors (like pesticides) to 

the disease development [51]. The clearest evidence of abnormal mitochondrial function, which 

is thought to be the main responsible for the mitochondrial dysfunction, is the decreased activity 

of complex I (major component of electron transport chain) in the substantia nigra of patients 

with PD. Also, it was demonstrated an increased oxidative stress and reduced electron transfer 

rate through complex I subunits [51, 61]. This process leads to an increase of the vulnerability of 

cells to apoptosis inducers (such as Bax) that act in the mitochondria, which allows the 

permeabilization of the outer mitochondrial membrane and the release of cytochrome c and 

apoptosis initiator factor (AIF) to the cytosol, promoting caspase activation [61, 62]. 

Impaired catalytic activity of complex I leads to a decrease of ATP production and decreased 

rate of electron transfer along the respiratory chain, being verified a protein loss in one of the 
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subunits of the complex. In line with this, studies have proved that these functional alterations at 

the level of complex I are in the basis of the pathogenesis of sporadic cases of PD, once these 

changes are not present in other forms of Parkinsonism [63]. 

Another evidence of the involvement of mitochondrial dysfunction in sporadic PD is the fact 

that findings showed that complex I inhibition can decrease proteossomal activity, which in turn 

make dopaminergic neurons more susceptible to damage by some neurotoxins. The relationship 

between complex I inhibition and ubiquitin-proteasome system (UPS) impairment is the fact that 

the degradation process requires ATP. Moreover, as mitochondrial dysfunction, increased 

oxidative stress is also thought to be related to an overload of UPS, leading to the accumulation 

of misfolded or damaged proteins [61]. This suggests that a decline in the proteossomal activity 

could be the mechanism behind UPS impairment, leading to the development of pathological 

protein aggregates.  

 

1.2.2.3. Ubiquitin-proteasome system impairment 
 

There are evidences that a dysfunction at the level of protein degradation by UPS might be an 

important factor in the neurodegenerative process, typically observed in various forms of PD. 

Some studies show high levels of damaged proteins and protein aggregates as well as impaired 

proteolysis in the substantia nigra of patients with sporadic PD, being that this is consistent with 

the idea that a failure at protein clearance is involved in the pathogenesis of cell death in PD [64]. 

All intracellular proteins and many extracellular proteins are continually hydrolyzed into their 

constituent amino acids, being replaced by new proteins. Then, protein degradation is an essential 

step to prevent the development of proteins with structural anomalies, incapable of performing 

their function correctly, reusing amino acids and peptides. These abnormal (short-lived, 

misfolded, mutant, damaged) proteins are degraded in the cytosol of eukaryotic cells through 

ATP-dependent mechanisms, namely the UPS. The UPS exists naturally in cells and play an 

essential role in the clearance and degradation of abnormal proteins. This process involves the 

identification of the abnormal proteins that are, then, linked with ubiquitin protein residues, as 

signal for degradation, by proteasome. Proteasome, the most complex component of the 

ubiquitin-proteolytic pathway, comprises three conjugated enzymes. In the first step, ubiquitin-

activating enzyme (E1) activates the ubiquitin molecule, then, ubiquitin is transferred to the 

ubiquitin-conjugating enzyme (E2) and, finally, ubiquitin protein ligase (E3) recognizes and bonds 

to the targeted protein, to ensure selective protein targeting, forming a non-covalent complex. 

Lastly, ubiquitin-protein aggregates are recognized and degraded by 26S proteasome complex, 
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resulting in short peptide fragments and amino acids that can be recycled to produce new proteins 

[64].  

The 26S proteasome complex, located in the cytosol of cells, is responsible for proteolysis of 

ubiquitin-conjugated protein, an ATP-dependent process, and it consists in a 20S proteasome 

complex (the “core catalytic” unit) and two 19S regulatory complexes. It also contains, at least, 

one ubiquitin C-terminal hydrolase involved in the recycling of ubiquitin [65]. Analysis to brain 

areas of patients with sporadic PD and healthy people with the same age showed a loss of α-

subunit of 26/20S proteasomes and a dysregulation of 20S proteossomal enzymatic activity in the 

substantia nigra of PD patients when compared with the control group. Moreover, levels of 

proteasome activators, PA700 and PA28, are reduced in the substantia nigra when compared with 

healthy people, however PA700 expression is increased in other brain regions [66].  

In addition to neurodegeneration of substantia nigra neurons, another characteristic of PD is 

the accumulation of non-degraded dysfunctional proteins, forming aggregates in cytoplasmic 

inclusions (Lewy bodies) in the remaining dopamine cells in substantia nigra, in cases of sporadic 

PD. This finding supports the idea that impaired protein degradation might be an important factor 

in neuronal death that occur in various forms of PD, being thought that defects in the 26/20S 

proteasome could exceed the degradation capacity of the UPS. A failure in the UPS lead poorly 

degraded proteins to aggregate and allow α-synuclein accumulation, that promotes the formation 

of insoluble inclusions in dopaminergic neurons [67]. The presence of α-synuclein and ubiquitin in 

Lewy bodies appears to be related to an incomplete degradation of α-synuclein fibrils (cytotoxic 

molecules) after labeling with ubiquitin via UPS, due to a downregulation of this complex, which 

leads to protein accumulation. Dysfunction of autophagy is also correlated, once α-synuclein can 

also be degraded by the autophagy-lysosomal pathway [68]. Fibrillar α-synuclein can also form 

inclusions in neuronal processes, termed Lewy neurites [69].   

All these findings suggest that a failure in the UPS may raise the vulnerability of substantia 

nigra neurons, leading to a selective neurodegeneration in both sporadic and familial PD. 

 

1.2.2.4. Neuroinflammation 
 

The CNS is capable of triggering an immune response against exogenous agents and also in 

response to an immune process inherent to CNS itself. This inflammatory response is known as 

neuroinflammation and is mediated by glial cells, namely microglial cells, responsible to respond 

to neuronal damage through phagocytosis of damaged cells, then, activation of microglia is a 

hallmark of brain pathology. However, it remains unclear if glial cells have a neuroprotective or 

deleterious function in neuropathological diseases, as, on one hand, they are responsible for 
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scavenging oxygen free radicals and, on the other hand, they can cause neuronal damage through 

the release of potentially cytotoxic molecules, such as proinflammatory cytokines [70]. 

When it comes to PD, it is known that neuroinflammation is present in this pathology, as 

there is an activated microglia response and an increased microglial cytokine (like interleukins and 

tumor necrosis factor-alpha (TNF-α)) expression in the substantia nigra of brain patients [50], even 

though it is involved in the progression of the disease and not in its pathogenesis. The alterations 

in cytokines levels is thought to be due to the activated microglia, which promotes apoptotic cell 

death. However, the cause for the activation of microglial cells in PD, as well as in individuals 

exposed to MPTP, is still unknown [71]. It is important to highlight that inflammatory response in 

PD, or neuroinflammation, is different from the normal inflammation process, which refers to the 

defense reaction of the living tissues to an injury. 

Activation of microglia cells can even be associated with oxidative stress, which also has a 

role in the pathogenesis of PD. This relationship relays on the fact that microglia activation can 

produce a variety of toxic compounds, such as ROS, reactive nitrogen species (RNS), cytokines, 

among others. Moreover, nitric oxide(NO)-mediated stress appears to be essential in the 

pathogenesis of PD, once when NO enters the neurons it can be combined with the superoxide 

anion radical (O2
.-), resulting in peroxynitrite, a very reactive specie [72, 73]. 

 

1.2.2.5. Neuromelanin 
 

As said, substantia nigra owes its name to the presence of high levels of brown pigmented 

granules of neuromelanin in its neurons, being that these pigments can also be found in locus 

coeruleus. Neuromelanin has a similar structure to cutaneous melanin, begins to form at 2 to 3 

years of age and increases with age, accumulating in central catecholaminergic neurons [74]. 

In terms of its synthesis it can occur enzymatically, by tyrosine, tyrosine hydroxylase (TH), 

peroxidase or prostaglandin H synthase (PHS) or non-enzymatically, due to the autoxidation of DA 

into polymeric material, a process that can be accelerated by interaction with transition metal 

ions [75]. It is believed that neuromelanin is related with the vulnerability of dopaminergic 

neurons in the substantia nigra, as in PD there is a selective loss of pigmented neurons in the 

substantia nigra and, consequently, a decrease in the neuromelanin content as the disease 

progresses, even though non-pigmented neurons survive [76]. There are evidences about the 

neuroprotective role of neuromelanin, by sequestering reactive metal species and organic toxic 

compounds, also providing a protective mechanism against DA toxicity. However, there are also 

some suggestions about the fact that neuromelanin plays a neurotoxic role, acting as a source of 

free radicals that will react with H2O2 [74, 77]. 



 
13 1. Introduction| 

The neuromelanin released by the degenerating neurons is thought to be associated with 

neuroinflammation, once it can lead to an activation of microglial cells, allowing the release of 

cytotoxic molecules that damage the other neurons and lead to the progression of the disease 

[73]. Moreover, the accumulation of toxic chemical compounds that have high melanin affinity, 

such as MPTP [78] and paraquat (which has a similar structure to MPTP metabolite, MPP+) [79] is 

related to a possible increase of the potency of these compounds in pigmented nerve cells. This is 

due to the fact that there is a gradual release of these substances into the neurons of the 

substantia nigra that may ultimately cause lesions in these neurons, leading to the progression of 

PD [78, 79]. 

Neuromelanin also has the ability to bond to metals, for instance iron, reinforcing the 

protective role of this polymer. The presence of iron in neurons is required to neuromelanin 

synthesis, being that neuromelanin has a central role in preventing cytotoxic processes resulting 

from all the metals. Ferritin, a protein that stores and releases iron, is only present in astrocytes 

and oligodendrocytes but not in the substantia nigra of dopaminergic neurons, then, the only way 

of these neurons can get iron is through neuromelanin, that also acts as the defense system 

against iron and other metals toxicity in these neurons, once it prevents their potential role in 

inducing oxidative stress [80]. 

 

1.2.2.6. Genetic changes 
 

The characterization of monogenic forms of PD allowed to identify sixteen loci with a 

potential relevance in the development of PD (PARK1 to PARK16) and six genes were associated 

with mutations that were showed to cause familial forms of PD, in which the transmission can 

have a dominant nature like α-synuclein and leucine-rich repeat kinase 2 (LRRK2) or a recessive 

nature such as Parkin, PTEN-induced putative kinase 1 (PINK1) and DJ-1 [52, 81]. Among the most 

known, the SNCA gene encodes α-synuclein, located mainly in Lewy bodies in cases of idiopathic 

PD. Mutations of these genes and DA interaction can increase protofibrils inclusions, considered 

the most toxic form of α-synuclein [52]. Thus, it is essential to understand the linkage between 

gene products and monogenic forms of PD, highlighting the normal function of each one and how 

its dysfunction may contribute to PD pathogenesis. 

The first gene for familial PD is SNCA gene and there were discovered 3 different mutations 

at 3 different families with familial forms of PD [81]: A53T [82], A30P [83] and E46K mutation [84]. 

It was also discovered a genomic triplication in a region spanning the α-synuclein gene [85] and a  

mutation adjacent to E46K (E46KΔG) which increased the aggregation propensity [86]. A53T and 

A30P mutations promote amyloid fibrils and nonfibrillar oligomers formation, when compared to 
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the wild-type α-synuclein [87]. There are evidences that overexpression of different types of α-

synuclein can disturb catecholamine homeostasis and increase the cytosolic concentration of 

these neurotransmitters, which can then trigger cellular oxyradical damage and, consequently, 

damage dopaminergic neurons [88].   

It was identified a genetic mutation in the gene encoding Parkin protein, linked to a rare form 

of autosomal recessive juvenile Parkinsonism, which encodes a ubiquitin ligase of type E3, one of 

the UPS components. Defects on parkin gene may interfere with the ubiquitin-mediated 

proteolytic pathway and lead to the death of neurons of substantia nigra, even though there is no 

Lewy bodies formation [89]. The majority of familial cases result from Parkin gene mutations and, 

in these cases, most of the patients have an onset before the age of 40, the clinical response to L-

DOPA therapy is good and they present a severe loss of nigral dopaminergic neurons but not Lewy 

bodies formation [90]. On one hand, it is though that the inactivation of Parkin gene could be 

involved in the pathogenesis of the disease, due to the decreased ligase activity and, 

consequently, to the UPS impairment, however, on the other hand, the overexpression of Parkin 

protein may also have a protective role, once it confers resistance to stimuli that promote 

mitochondria-dependent apoptosis [81]. Moreover, there are evidences of Parkin role in the 

maintenance of mitochondria function and that Parkin mutants exhibit dramatic mitochondrial 

defects in its morphology [91]. 

A missense mutation in the gene that encodes ubiquitin carboxyl-terminal hydrolase L1 

(UCHL1) causes a partial loss of the catalytic activity of this protease, leading to irregularities in 

the proteolytic pathway and in aggregation of proteins, causing neuronal degeneration [92]. As in  

the case of Parkin, this gene also encodes an important enzyme of the UPS, whose function is the 

cytoplasmic protein degradation, recycling free ubiquitin [93]. Once this mutation was only 

identified in one specific family it is controversial whether or not this variant is significant for the 

development of the disease [81, 94].  

Research for PINK1 mutations in autosomal recessive early-onset familial cases revealed 

several different new mutations, however, these are less common than mutations in the Parkin 

gene in early-onset PD cases [81]. Also, it is thought that PINK1 has a neuroprotective role, once 

the overexpression of this gene leads to a reduction of cytochrome c release, which limits the 

activation of the members of the apoptotic cascade [95]. Being so, a loss of PINK1 function leads 

to an increased sensitivity to apoptotic stress, as well as to mitochondrial dysfunction (due to a 

decrease of complex I activity) and impaired DA release [96].  

A deletion in the DJ-1 gene is related with the development of autosomal recessive early-

onset Parkinsonism, once the loss of DJ-1 function causes neurodegeneration [97]. Although there 

are some doubts about the role of DJ-1, there are evidences that it acts as a cytoplasmic redox-
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sensitive molecular chaperone and when there is a deficiency of this gene it sensitizes cells to 

oxidative stress, leading to an increase of the apoptosis [81, 98]. Moreover, this protein can also 

reduce α-synuclein aggregation [98]. 

More recently, it was discovered a mutation in the LRRK2 gene, which encodes a mitogen 

activated protein (MAP) kinase, the most common genetic cause of autosomal dominant, late-

onset Parkinsonism [81, 99]. LRRK2 is involved in several neurodegenerative diseases and it may 

be responsible for the phosphorylation of α-synuclein and tau (protein present in nerve cells and 

that stabilize microtubules) and for its aggregation within degenerating neurons [99].   

In order to summarize all these factors and their interactions, Figure 1.2 presents a scheme 

with the potential physiological factors involved in the pathogenesis of PD and their relationship. 

 

 

 

 

 

 

 

 

 

 

Figure 1.2. Potential physiological factors related to the pathogenesis of Parkinson’s disease (PD). 

There are different pathways in which dysfunction results in genetic modifications in PD-related genes, 

leading to increased oxidative stress. Mutation of these proteins results in oxidative stress, mitochondrial 

dysfunction, ubiquitin-proteasome system (UPS) impairment and protein misfolding, affecting cell’s 

integrity. Increased levels of reactive oxygen species (ROS) may also result from dopamine metabolism. 

Environmental toxins impair mitochondrial function, increase the generation of ROS, and lead to 

aggregation of proteins, such as α-synuclein and tau. Mitochondrial dysfunction increases oxidative stress 

and decreases ATP production, leading to cell death. Neuromelanin is involved in the activation of microglial 

cells and in the production of ROS. At least, neuroinflammatory mechanisms might contribute to the 

cascade of consequences that lead to cell death.  
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1.3. Dopamine role in Parkinson’s disease 
 

The onset of cerebral function disorders such as neurodegenerative diseases (like PD) and 

neurological disorders (schizophrenia) are associated with DA metabolism, in particular with a 

possible disruption in this metabolism. This relation exists because DA metabolism represents an 

additional source for oxidative stress, once its degradation generates ROS, and investigators 

considerer that oxidative stress has an important role in the loss of dopaminergic neurons [100]. 

This idea first came from Arvid Carlsson in 1958, when he discovered that DA is a transmitter 

present in the brain and that it had a great importance in the capability to control movements. He 

also developed the first method which allows to determine the concentration of DA in the brain 

and discovered that this neurotransmitter is found in high concentrations in a specific brain region, 

closely related to the movement, the basal ganglia. He found out that a depletion of DA induces 

Parkinson’s syndrome and that a treatment with L-DOPA alleviate the symptoms by restoring the 

dopamine level [101]. Moreover, Paul Greengard and Eric Kandel had important roles for their 

discoveries about signal transduction in the nervous system [102]. 

 

1.3.1. Dopamine biosynthesis 
 

Dopamine (Figure 1.3) is a neurotransmitter from the catecholamine family, formed by a 

biogenic amine in the aliphatic part and a catechol group at the aromatic, with a special relevance 

in the CNS [103].  

 

 

 

 

 

 

 

Figure 1.3. Chemical structure of dopamine.  

 

The biosynthesis of DA is a two-step procedure that takes place in the cytosol of neurons and 

starts with the hydroxylation of the L-tyrosine at the phenol ring, at the meta position, by TH, 

resulting in 3,4-dihydroxy-L-phenylalanine (also known as L-DOPA), being that this is the rate-

limited step of the process. This oxidation is strongly regulated and depends on 

tetrahydrobiopterin (BH4), that acts as cofactor. In the second step of the synthesis, L-DOPA is 

decarboxylated to DA by aromatic L-amino acid decarboxylase (AADC, also known as DOPA 

decarboxylase) [103]. This enzyme has a very wide distribution in the body, being found in 
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catecholaminergic and serotonergic neurons and some non-neuronal tissues (like the kidneys and 

blood vessels). 

Even though the action of DOPA decarboxylase is the last step in the DA biosynthesis, this 

neurotransmitter also acts as a precursor for the synthesis of other neurotransmitters, such as 

norepinephrine, which, in turn, is the precursor of epinephrine. Therefore, in the epinephrine-

producing neurons, DA is converted to norepinephrine by the enzyme DA beta-hydroxylase (DBH), 

and then to epinephrine, through the transference of a methyl group by the enzyme 

phenylethanolamine N-methyltransferase (PNMT) [103].  

 

1.3.1.1. L-tyrosine 
 

L-tyrosine (Figure 1.4) is a non-essential amino acid once under normal conditions the body 

synthesizes sufficient quantities from phenylalanine. This amino acid can be found in many food 

products, it is present in fish, soy products, poultry, eggs, almonds, peanuts, sesame seeds, 

bananas, among others. It is incorporated into proteins of all life forms and it is a precursor for 

synthesis of thyroxin, melanin, and the neurotransmitters DA and norepinephrine [104]. It can 

enter the neurons by active transport.  

 

 

 

 

 

 

 

Figure 1.4. Chemical structure of L-tyrosine.  

 

From the numerous mechanisms of action of this amino acid, the most clinically significant is 

its role as a precursor in DA biosynthesis. However, there are some clinical conditions in which 

tyrosine supplementation provides a therapeutic benefit, like depression, hypertension, stress, 

cognitive function and memory, PD, phenylketonuria and narcolepsy. By improving the rate of 

neurotransmitter synthesis [105], tyrosine stimulates the CNS and acts as an antidepressant [106].  

Although the use of L-tyrosine as a clinical therapy in PD is not well understood, there are 

some studies made on animal models and in live Parkinson’s patients that indicate L-tyrosine may 

be of therapeutic interest [107]. Being so, this amino acid may actually prove to be a better 

therapy than L-DOPA, once it is usually present in the diet and side effects tend to be minimal 

[108]. 

 

O 
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1.3.1.2. Levodopa 
 

The hydroxylation of L-tyrosine in DA biosynthesis leads to the formation of L-DOPA (Figure 

1.5), an amino acid and a hormone that is naturally synthesized by some plants and animals. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.5. Chemical structure of levodopa (L-DOPA).  

 

Besides its involvement in DA biosynthesis, L-DOPA is also a precursor for norepinephrine and 

epinephrine. In its pure form, it is considered a psychoactive chemical, being used in the treatment 

of PD and other conditions related to decreased levels of the mentioned neurotransmitters [109]. 

 

1.3.2. Dopamine metabolism  
 

When dopaminergic neurons are excited, synaptic vesicles containing DA open and there is 

exocytosis of the neurotransmitter into the synaptic cleft, being that the molecules will interact 

with the postsynaptic receptors. However, after the signaling, the extracellular DA present in the 

synaptic cleft needs to be removed to avoid an over-stimulation of the receptors. This DA can be 

recycled if it is reuptaken by the dopaminergic neurons or degraded if it is reuptaken by glial cells 

[103]. 

Some of the DA that is reuptaken by dopaminergic neurons can be degraded by MAO, a 

mitochondrial bound isoenzyme, which catalyzes the oxidative deamination of dietary amines, 

monoamine neurotransmitters and hormones [103]. This degradation is based in the degradation 

of the monoamine to its correspondent aldehyde, which is then oxidized to acid by aldehyde 

dehydrogenase (ALDH) or converted into alcohol by aldehyde reductase (ALR) [110]. There are 

two isoenzymes of MAO, MAO-A and MAO-B, having different affinities for substrates and 

inhibitors [111]. Although both isoforms exhibit similar affinity for DA, it is though that MAO-A is 

the main responsible for DA degradation. Oxidative deamination of DA by MAO-B leads to 3,4-

dihydroxyphenylacetaldehyde (DOPAL) and H2O2 formation. This H2O2 is thought to be involved in 

the progression of some neurological disorders, such as PD, and in the oxidative damage of the 

mitochondrial membrane [112]. The metabolite formed can suffer reduction to its corresponding 

O 
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alcohol, 3,4-dihydroxyphenylethanol (DOPET), by ALR, or oxidation to carboxylic acid, 3,4-

dihydroxyphenylacetic acid (DOPAC), by ALDH. In this step, the oxidation is the major pathway. 

Being so, DOPAC can then be metabolized by COMT enzyme, forming HVA, the final degradation 

product of DA metabolism, released in urine [103]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.6. Dopamine metabolism. Dopamine is synthetized in the neurons from levodopa (L-DOPA), 

its direct precursor, which results from L-tyrosine hydroxylation. Then, dopamine is degraded either by 

monoamine oxidase (MAO) or catechol-O-methyl transferase (COMT), resulting in 3-methoxytyramine (3-

MT) or 3,4-dihydroxyphenylacetic acid (DOPAC), the main metabolites of dopamine metabolism. The final 

product is homovanillic acid (HVA), which is then excreted in urine. ALDH - aldehyde dehydrogenase; ALR - 

aldehyde reductase; DDC - dopa decarboxylase; DOPAL - 3,4-dihydroxyphenylacetaldehyde; DOPET – 3,4-

dihydroxyphenylethanol; HVA – homovanillic acid; HVAL – homovanillyl alcohol; MOPAL – 3-methoxy-4-

hydroxyphenylacetaldehyde; TH – tyrosine hydroxylase. 

 

DA that is reuptaken by the surrounding glial cells can be degraded by MAO or by COMT. Also, 

the remaining DA present in the synaptic cleft diffuses into the circulation and is destroyed in the 

liver, either by MAO and COMT (Figure 1.7). 
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Figure 1.7. Steps involved in the synthesis and release of dopamine. Once synthetized, it is stored in 

vesicles. When the neuron is excited, it is released into the synaptic cleft. After signaling, it has to be 

removed, being that it can be recycled or degraded, by glial cells or in the liver by monoamine oxidase (MAO) 

or catechol-O methyl transferase (COMT). 

 

It is important to notice that the oxidative deamination of DA by MAO produces potentially 

cytotoxic species, such as superoxide and hydroxyl radicals, while the reaction with the enzyme 

COMT forms no reactive species, and is thought to be a vital antioxidant defense mechanism [113]. 

Moreover, expression of MAO enzyme is age dependent and its concentration increases in the 

brain. This increase may contribute to neurodegeneration due to the natural production of ROS 

[58, 114], which are released into the extracellular environment and, because of its high 

membrane permeability, can enter the neighboring neuronal cells [115]. 

Under normal physiological conditions, DA metabolism is responsible for the production of 

ROS. After being synthetized in dopaminergic neurons or transported into the cell, DA is rapidly 

stored in the synaptic vesicles, as a protection mechanism against possible deleterious effects of 

DA auto-oxidation or its presence in high concentrations in the cytoplasm [116]. 
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1.3.2.1. 3-methoxytyramine, 3,4-dihydroxyphenylacetic acid and 

homovanillic acid  
 

It is known that the concentration of DOPAC and HVA, the major metabolites of DA, in brain 

samples depends on the rate of neuronal impulse flow in dopaminergic pathways. Treatments 

which increase impulse flow in such pathways also increase the concentration of DA metabolites 

in brain regions [117-119] and, likewise, conditions which inhibit impulse flow in dopaminergic 

pathways decrease the concentration of these metabolites in brain regions. On the other hand, 

the concentration of brain DA is more resistant to change, even under conditions that rapidly 

changes its release. Also, there are evidences that suggest that these metabolites present in the 

plasma derive, in part, from DA-rich areas of the brain, and that any changes in the brain 

concentration of these metabolites results in parallel changes in the plasma [120]. Therefore, 

measurements of DA metabolites in the plasma may reflect their concentration in the brain and 

provide a more reliable guide of dopaminergic cell activity, when compared with those obtained 

with measurements of DA levels. HVA is produced in the human body and it has been found in the 

plasma [121], cerebrospinal fluid [122] and urine [103].  

 

1.3.3. Peripheral synthesis of dopamine 
 

Despite the fact that DA plays a vital role as a neurotransmitter in the brain, a significant part 

of the total DA present in the body is produced outside the brain in mesenteric organs [103]. Also, 

besides being a neurotransmitter of the autonomic nervous system, it has an important role in 

physiological regulation outside the CNS, with effects in the kidney and gastrointestinal tract 

(Figure 1.8) [123].  

In pharmacological doses, DA is a potent natriuretic and vasodilator agent. The mechanisms 

of this natriuretic action appear to be multiple: DA increases renal plasma flow and glomerular 

filtration rate, induces redistribution of internal blood flow [124] and increases sodium excretion 

[125]. It was also showed that a suppressor of DA had a greater vasodilator action on renal 

medullary blood flow than in cortical blood flow, supposing that the action in the renal medulla 

may contribute to the diuretic and natriuretic action of DA [124]. The kidney is a source of DOPA 

decarboxylase, an enzyme located in the proximal and distal tubules. Therefore, the main source 

of renal and urinary DA is L-DOPA, that reaches the kidney through the renal circulation. 

DA in the gastrointestinal tract is an important enteric neuromodulator, stimulates exocrine 

secretions, inhibits gut motility, modulates sodium absorption and mucosal blood flow and is 

protective against gastroduodenal ulcer disease [126, 127]. Here, the main source of L-DOPA for 
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Figure 1.8. Peripheral synthesis of dopamine. The ingested food is the main source of tyrosine, being 

converted into levodopa (L-DOPA) in the gut wall by tyrosine hydroxylase (TH), and then converted into 

dopamine (DA) by aromatic L-amino acid decarboxylase (AADC). Tyrosine can also be converted into DA in 

the dopaminergic neurons. The kidneys use L-DOPA present in the plasma, that reaches the kidneys through 

the renal circulation, and convert it to DA by AADC. Adapted from: [128]. 
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2. Analytical methodologies 
 

 

2.1. Analytical methodologies for sample preparation  
 

An appropriate sample preparation is essential to obtain reliable results in many fields, such 

as biomedical analysis. Therefore, it is essential to make a biological sample suitable for the 

selected method for the quantification of the analytes of interest, without the interference of 

other components, to obtain reliable results [129]. Moreover, the operator must know the 

chemistry of the analyte, the biological matrix being study, and the detection method used, in 

order to choose the best method of separation, as well as the optimal conditions of separation. 

This process is a major step with an important relevance in the development of a method, 

once most of the samples used in the study of metabolites, biomarkers, or even some drugs are 

present in biological matrices that contain a large amount of proteins and other organic and 

inorganic compounds. Therefore, sample preparation is specific to the sample matrix. For 

example, plasma is frequently used as an experimental material to start with because it is easy to 

collect. Therefore, before performing bioanalysis that include chromatographic separation, the 

sample preparation is essential to remove or reduce the number of lipids and proteins, to ensure 

compatibility for the subsequent separation and detection, and to remove endogenous 

compounds [129]. This process is important due to the fact that lipids and proteins affect the 

ability to quantify the analyte, interfere with most detectors, with the retention time, or can affect 

the sensibility of the method. In analysis with mass spectrometry detection, lipids can contribute 

to ion suppression, generating background “noise” and to some matrix effects [130]. Besides, this 

process also aims to concentrate the analyte to achieve adequate signal intensities, decreasing 

lower limits of quantification, and to avoid saturation effects of detection and non-linearity [131]. 

In terms of the existing sample preparation technologies, these include pre-extraction and 

post-extraction sample processing, such as protein precipitation (PPT), liquid-liquid extraction 

(LLE), and solid-phase extraction (SPE).  
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2.1.1. Sample preparation of plasma 
 

2.1.1.1. Protein precipitation  
  

Protein precipitation is commonly used as a method of sample preparation, allowing the 

removal of proteins in samples for downstream analysis. For example, in the analysis of blood 

samples, proteins must be eliminated, otherwise they may absorb in the column and interfere 

with the analysis. One advantage of protein precipitation is the fact that it is considered the 

simplest sample preparation approach in the study of biological fluids [132]. In chromatographic 

analysis, this step improves the reproducibility and sensitivity of the analysis and protects the 

chromatographic column. Among the different methods for protein precipitation there is salting 

out, isoelectric point precipitation and precipitation with organic solvents [133].  

The basic theory of protein precipitation relies on the interaction between the reagent and 

the proteins present in the matrix. As reagent, it can either be used an organic solvent (usually 

acetonitrile, methanol, isopropanol, or acetone) or an acid, such as the trichloroacetic acid (TCA) 

or perchloric acid [129].  

Protein precipitation with a miscible organic solvent is the most convenient technique of 

sample preparation of complex matrices, such as the plasma, because of its low cost and has 

minimal method development requirements, even when compared with SPE and LLE procedures 

[134]. The procedure begins with the addition of a volume of the precipitant (organic solvent) 

three or four times the volume to the biological sample, which should then be agitated to 

homogenize the mixture. After that, the sample is centrifuged for several minutes, leading to the 

separation of the organic solvent layer (supernatant), which contains the analyte, from the protein 

aggregate (pellet). Before the centrifugation, the mixture may be refrigerated to improve the 

efficiency of protein removal [129]. 

In some approaches, an isotope-labeled internal standard can be used to account for sample 

lost and help overcome matrix effects during sample preparation and analysis [129, 132]. In these 

cases, there is the possibility to add the solution of internal standard and the organic solvent that 

will be used as precipitant as a single solution [129]. 

However, this method has the disadvantage of not allowing to concentrate the analyte, 

instead, it allows a dilution of the solution [131].  
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2.2. Techniques  
 

Plasma concentrations of catecholamines (and metabolites), in general, are often useful for 

the diagnosis of psychiatric and neurological disorders, as well as in the development of new 

possible treatments [121, 135]. For example, a dysregulation in DA metabolism is related with PD, 

making DA detection and quantification in biological fluids a subject of growing interest from a 

clinical perspective. Thus, there has been a continuous interest in the development of new and 

improved analytical methodologies for quantitative determinations of these compounds in a 

variety of biological fluids, including plasma, blood, urine and cerebrospinal fluid [136]. Although 

several reports have been made in the last years, a quantitative analysis of DA, as well as its 

metabolites, has inherent challenges, like its physiological levels (pg/ml), complex matrix 

interferences, the chemical instability of these compounds and the potential tendency of catechol 

group oxidation [121, 137]. 

In this field, high-performance liquid chromatography (HPLC) and capillary electrophoresis 

coupled with various detection methods, such as ultraviolet (UV) detection [135, 138], 

fluorescence detection (FD) [139, 140], electrochemical detection (ECD) [141-151], and mass 

spectrometry (MS) [121, 136, 137, 152, 153] have been widely explored. However, besides all the 

developed methods, all of them present some limitations, for instance insufficient sensitivity and 

difficult sample preparation.  

Nowadays, high-performance liquid chromatography coupled to mass spectrometry (HPLC-

MS) has become the method of choice in these analyses due to the need of using a highly sensitive 

analytical technique, capable to detect the low levels present in samples. This is a powerful 

technique that offers excellent specificity and sensitivity. However, when analyzing biological 

samples by MS, some interfering peaks may occur in the low mass-to-charge (m/z) region [154]. 

More recently, some liquid chromatography coupled to mass spectrometry (LC-MS) methods have 

adopted tandem mass spectrometry because of its high selectivity [155]. 

Some of the most relevant reports regarding the quantitative detection of DA metabolism in 

plasma samples during the past few years are summarized in Table 2.1. During the collection of 

information about the existing methods for identification and quantification of these compounds, 

the opportunity to write a review article arose. 
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2.2.1. Chromatography  
 

Chromatography is a method of separation and identification used to separate a mixture of 

chemical substances into its individual components, so that these can be thoroughly analyzed, 

wherein the separation depends on the distribution of different molecules between two phases: 

a stationary phase and a mobile phase [160]. Because of the simplicity in effecting the separation 

and identification of the chemical species, chromatography occupies a prominent place among 

the methods used for chemical analysis and it may be used alone or in conjunction with other 

instrumental analysis techniques. This method can be useful in the identification of compounds, 

in the purification of the compounds, separating undesired substances, and in the separation of 

all the different components present in a mixture, so they can be quantified.  

There are numerous possibilities of stationary and mobile phase combinations that can be 

used in the chromatographic separation of a complex mixture, and so we can distinguish the 

different types of chromatography based on the physical states of these phases.  

 

2.2.1.1. High-performance liquid chromatography 
 

Liquid chromatography (LC) is an analytical chromatographic method in which the mobile 

phase is liquid, not limited to only volatile and thermally stable samples, like in the case of GC 

analysis [161]. The basis of LC analysis is that the separation occurs according to the mechanism 

of interaction between the molecules and the stationary phase, after being inserted into the 

column. The different components of the sample will present different degrees of interaction with 

the stationary phase, eluting at different speeds as the solvent flows. This process leads to the 

separation of the components, which elute at different times (Figure 2.1) [162]. The components 

that have a stronger adhesion to the stationary phase will elute at a slower speed than those with 

a weaker adhesion. In the end of the process a chromatogram is obtained, which is then analyzed 

in order to quantify the analytes present in the eluate. Each one of the distinct peaks represents 

one of the components separated by the chromatographic column [162], and the area under each 

curve corresponds to the amount of that component in the analyzed sample. 
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Figure 2.1. Schematic illustration of a chromatographic separation of two components (a and b). The 

analyte is loaded into the column and the solvent (mobile phase) is added. The components start to separate 

out as distinct bands according to them interaction with the stationary phase (matrix), being detected at 

different times. Adapted from [163]. 

 

Chromatography systems are defined by their pressure characteristics and in LC low pressure 

liquid chromatography (LPLC) can be distinguished from HPLC. While LPLC is used to separate 

molecules that do not require high resolution, HPLC allows a high efficiency in the separation 

process. 

The use of HPLC, considered an expansion of the classic technique, is characterized by the 

use of narrowed stainless steel columns and smaller particle size for the column packing material 

[163, 164], resulting in a greater surface area for interactions between the stationary phase and 

the molecules, allowing a better separation of the components. In HPLC analysis, the mobile phase 

circulates at a high pressure through the chromatographic column, forcing the solvent to pass 

through, providing faster analysis [165]. In these analysis, the presence of the bands can be 

detected through different instrumental analysis techniques, such as ultraviolet-visible (UV-VIS) 

spectroscopy or MS. 

This technique is considered one of the most efficient chromatographic methods, face to the 

development of automatized instrumentation, that allows the injection of sample volumes 

increasingly smaller and the detection of lower quantities of the analyte. It has the capability to 

separate and identify compounds that are present in the sample matrix in trace concentrations.  

When comparing it with gas chromatography (GC), this technique is complementary when it 

comes to the type of samples that are separated, once GC only separates volatile and thermally 

stable compounds. It also presents an advantage in analytes with lower retention time, provides 

Time 

Si
gn

al
 

B) 

Column 

Detector 

A) 
Sample Eluent Eluent 

a) 
b) 

Eluent Eluent 



 33 2. Analytical methodologies| 

a higher number of chromatographic analysis by unit of time and involves the use of lower 

quantity of mobile phase, allowing the use of toxic solvents [163]. However, as other techniques, 

it presents some disadvantages, for instance, the fact that the equipment and its maintenance are 

expensive and complex, its low sensibility to some components, and is dependent on the operator 

experience. 

Due to the numerous advantages the method presents it can be applied in both qualitative 

and quantitative analysis. In qualitative analysis, the most common parameter used to identify the 

analyte is its retention time (time that it takes to elute from the column after the injection), as 

well as its chemical structure or molecular weight, depending on the detector used. The 

identification of the peaks is followed by the quantification of each compound (quantitative 

analysis), which is accomplished by the use of peak areas or heights. 

An HPLC system basically consists in four main components: a high pressure pump, a sample 

injection device, a chromatographic column and a detector (Figure 2.2) [165]. The pump is 

essential to force solvents through packed stationary phase beds, by providing a constant and 

continuous flow of the mobile phase through the HPLC system [166]. When it comes to the 

injector, in HPLC analysis the loop injector is used to introduce the sample into a flowing liquid 

stream [162]. In what concerns the detector, there is a wide variety that can be coupled with HPLC, 

such as the UV, MS, FD or ECD, whose choice depends on the type of analysis (qualitative or 

quantitative) [165]. Besides the main components, there is also a solvent reservoir, which stores 

HPLC solvents for a continuous operation of the system. It is important to notice that it is used a 

computer-based system to control the parameters of the HPLC instrument (temperature, eluent 

composition, injection sequence) and to acquire the data from the detector [166]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2. Components of an HPLC system. The basic components of an HPLC system include solvent 

reservoir (HPLC solvents), high-pressure pump, sample injector valve, analytical column, detector, data 

acquisition system, and waste reservoir. 
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The correct selection of the column packing and the mobile phase are the most important 

factors in successful HPLC. Therefore, HPLC can be divided into two mains groups: normal phase 

liquid chromatography and reversed phase liquid chromatography. 

A normal phase chromatography is characterized by a high polarity of the stationary phase 

(usually silica) and the lower polarity of the mobile phase. In normal phase chromatography, there 

is a very non-polar environment, where hydrophilic molecules tend to associate with each 

other. In this case, the stationary phase is polar and the more polar solutes strongly adhere to the 

stationary phase, leading to less polar components being eluted faster than the more polar 

[163].  The silica functional group is the hydroxyl group (-OH), which interacts with the polar 

groups of the analyte through electronic attraction between the atoms. It is a very powerful 

technique that often requires non-polar solvents [162].   

In reversed phase chromatography, the polarities of the mobile and stationary phases are 

opposite to those in normal phase chromatography, resulting in the adsorption of hydrophobic 

molecules in a hydrophobic column [166]. This technique is more versatile, being the most used 

in HPLC analysis. Here, the stationary phase is more hydrophobic than the mobile phase, resulting 

in a strong retention of the hydrophobic analytes, allowing the more polar compounds to be 

eluted first [165], and the following components are eluted in decreasing order of polarity. The 

more hydrophobic molecules will have a stronger interaction with the column, and so, they will 

need higher concentration of organic solvent to be eluted. When it comes to the functional 

groups, they usually present a low polarity, being C18 and C8 the most popular [162]. The 

chromatographic column packing will influence the resolution and efficiency. Usually, most HPLC 

analysis are made by reversed phase chromatography, due to its high application field. 

 

2.2.2. Mass spectrometry  
 

The MS is a sensitive analytical technique used to identify and quantify molecules in simple 

and complex mixtures based on their ions m/z ratio [167]. An advantage of this method is that it 

can be used with small quantities or low concentrations in chemically complex mixtures, due to 

its high sensitivity. Besides, it also provides quantitative information with high accuracy [165]. This 

method has become a fundamental tool in a wide range of fields, being the most widely used 

detector in LC analysis.  

A mass spectrometer has three basic components: a source of ionization (convert sample 

molecules into gas phase ions), one or several mass analyzer(s) (sorts the ions by their m/z ratio) 

and a detector (quantify the ions) (Figure 2.3) [168]. Upon detection, the signal is processed and 

presented as a mass spectrum. 
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Figure 2.3. Scheme of a mass spectrometer, showing its main components. A mass spectrometry 

analysis starts with the production of ions from the sample in the ionization source, which are separated 

according to their mass-to-charge (m/z) ratio in the mass analyzer. The ions are then detected electronically 

and the resulting information is stored and analyzed in a computer. Adapted from [169]. 

 

The first step in a mass spectrometry analysis is the ionization process, leading to formation 

of gas phase ions from the sample. Once inside the mass spectrometer, the presence of a pressure 

gradient and voltage allows to accelerate and direct the ions along its route, reaching the detector 

that detect them qualitatively and quantitatively by their respective m/z ratios and abundance 

[164]. 

To associate MS with chromatographic techniques it is necessary to use an interface, in order 

to remove the mobile phase and ionize the analyte. Among the ionization methods there are 

electron ionization (EI), chemical ionization (CI), thermospray (TSP), fast-atom bombardment 

(FAB), electrospray (ESI) and atmospheric pressure chemical ionization (APCI) [165]. 

Electrospray, the method presented in Figure 2.4, is a soft technique, used in the analysis of 

thermally labile compounds, that leads to a low quantity of ions which helps to identify the 

analytes in study and it can be used in the positive or negative mode [170]. It has become one of 

the most used ionization techniques, due to its versatility, ease of use and efficacy in biomolecules 

studies. This involves the application of a high electrical potential, under atmospheric pressure, in 

a liquid sample flowing through a capillary [168]. In the positive mode, the electric field at the tip 

of the capillary acts on the ions in solution and positive ions migrate toward the tip of the capillary, 

forming a drop enriched of positive ions. As the charge density increases in the droplet, the electric 

field formed between the capillary and counter electrode increases causing droplet deformation 

[167]. Electrostatic forces acting on the positive ions lead to the formation of the "Taylor cone", 

and when this forces exceeds surface tension, a spray of droplets with high charge density is 

ejected from the tip of the cone to the counter electrode [171]. After the release of the droplets 
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from the "Taylor cone", they pass through the area between the tip of the capillary and the 

counter electrode and are undergoing desolvation [167]. As the droplet loses solvent, the charge 

density increases to a point where the repulsion forces overcome the surface tension and the 

droplets are released by the fission of the initial drop [164, 171]. The fissions and evaporation of 

the charged droplets results in the formation of desolvated ions that are transmitted to the 

opening of the mass spectrometer [164].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4. Mechanism of ion formation in electrospray ionization (ESI).  The sample introduced into 

the capillary tube is pressurized and subjected to a high potential, giving rise to the Taylor cone. After 

evaporation of the solvent, the Rayleigh limit is reached, leading to Coulombic explosions, transforming the 

liquid into small droplets that flow into the mass spectrometer. Adapted from [171]. 

 

Once ions are very reactive and short-lived, their formation and analysis must be conducted 

in a vacuum. Also, this allows ions to reach the detector without undergoing collisions with other 

gaseous molecules, otherwise there would be a deviation of the ions trajectory and a loss of 

charge due to collisions against the instrument [168]. Besides separating the ions present in the 

sample in analysis, mass analyzers can also act as a mass filter and deflect ions with a specific m/z 

ratio. Among the several mass analyzers available, the most common are time-of-flight (TOF), 

quadrupole and ion trap, being that each type has its specific characteristics [172]. 

Using a mass spectrometer as a chromatographic detector presents considerable advantages 

to the analysis. One advantage is that it can provide an absolute identification, once it offers not 

only the molecular weight of the analyte but also some structural information [165]. When 

analyzing complex and/or liquid samples, LC is commonly used for pre-MS complexity 

reduction. In this analysis, the chromatographic peaks generated by the separated components 

are individually introduced in the ionization source of the mass spectrometer to generate the ions 
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that will posteriorly be separated, detected and quantified. While LC-MS is typically applied in the 

analysis of thermally unstable and nonvolatile molecules, GC-MS is used in the analysis of volatile 

and semi-volatile samples [173]. However, HPLC is the separation method of choice in the study 

of biological samples by MS, once most of the biological samples are liquid or nonvolatile and it 

allows faster analysis. 

Given the wide range of sources, there is a large number of mass analyzers that have been 

developed [168]. From all the different mass analyzers, the quadrupole (Figure 2.5) is the most 

used. This mass analyzer uses the stability of the trajectories in the electric field to separate the 

ions according to their m/z ratios [168]. The quadrupole comprises four electrodes arranged in 

two opposite pairs. One pair of rods is maintained at a positive potential, while the other is kept 

at a negative potential, and it is applied to the cylinders a combination of continuous and 

radiofrequency current [169, 170]. The pair of positive cylinder acts as a filter for higher mass, and 

the negative pair for small masses [169]. Within the quadrupole, ions that do not present the 

specific m/z ratio, have an unstable trajectory and collides with the walls of the quadrupole, not 

being detected. 

 

 

 

 

 

 

 

 
 

Figure 2.5. Schematic representation of a quadrupole mass analyzer. When inside the quadrupole, ions 

are subjected to an electric field, and oscillate in different directions. Ions with a specific m/z ratio have 

stable oscillations, flow through the quadrupole and reach the detector. In turn, the oscillations of ions with 

other m/z values are unstable, leading them to collide with the rods, not being detected. Adapted from 

[168]. 

 

Tandem mass spectrometry (MS/MS) is related to a group of techniques in which one stage 

of mass spectrometry is used to isolate a specific ion and a second stage is used to analyze the 

relationship of the ion with others from which it may have been generated or which it may 

generate on decomposition [165]. The system is constituted by several mass analyzers, allowing 

successive analysis in one sample, providing higher selectivity, precision, accuracy and sensitivity 

over single stage mass analysis [170]. The selectivity is high, once the probability of two different 

components to originate the same precursor and product ions is very small, and it also increases 
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with the reduction of interferent signals. Then, this allows a quantification with low detection 

limits and a greater confidence in the identification and detection of the analytes in study.  

When performing tandem mass analysis, usually three quadrupoles are positioned in series. 

In a triple quadrupole, the three quadrupoles have different functions, the first and the last one 

(Q1 and Q3) act as mass filters while the central quadrupole (q2) assumes the role of a collisional 

cell. When the analyte enters the ionization chamber, it is transformed into an ion (known as the 

principal or precursor ion) which will be selected according to its m/z ratio in the first quadrupole. 

The ions with the adequate m/z ratio pass through the first quadrupole and enters the collision 

cell. This second quadrupole has the sole function of accelerating ions which collide with 

molecules of the inert gas  (ex. nitrogen) existing in this region of the mass analyzer (collision-

induced dissociation (CID)), leading to its fragmentation [172], in order to obtain structural 

information. Finally, product ions enter the third quadrupole, which selects them according to 

their m/z ratio [166]. 

Triple quadrupoles usually work in multiple reaction monitoring (MRM) mode for targeted 

quantification (Figure 2.6), allowing to monitor specific CID reactions. In this operation mode, the 

two quadrupoles (Q1 and Q3) operate in selected ion monitoring (SIM) mode, selecting and 

focusing specific m/z ratios [174]. It also allows the focus of precursor and product ions for longer 

periods of time, allowing an increase in sensitivity and selectivity. For a proper identification of 

the compounds and to ensure specificity in the quantification of analytes in complex mixtures, it 

should be used at least two MRM transitions, one for quantification and the other for qualitative 

confirmation of the compound [175].  

 

 

 

 

 

 

 
Figure 2.6. Representation of the multiple reaction monitoring (MRM). The source generated ions are 

separated in the first quadrupole (Q1) and then the selected ions are allowed to pass to the collision cell 

(q2), where it is fragmented by collision-induced dissociation (CID). Finally, the characteristic fragment ions 

are selected according to the specific m/z ratios in the third quadrupole (Q3), reaching the detector. 
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2.2.2.1. Isotopic abundances 
 

It is usual to find most of the elements present in nature as isotope mixtures. An isotope is 

an atom with the same number of protons of a given element but a different number of neutrons, 

and, consequently, with a different molecular mass [176]. Since MS has the ability to distinguish 

elements based on their m/z ratio, isotopes play a vital role in mass spectra, being responsible for 

the appearance of peaks as isotopic pattern. These isotopic patterns are characteristic of the 

elements, providing important data about the elemental composition of the compounds [166, 

168]. Therefore, through a visual analysis it is possible to identify the isotopic composition and see 

if the component contains elements like chlorine, bromine or boron, once they have unique 

isotope patterns (Figure 2.7). 

 

 

 

 

 

 

 

 

 

Figure 2.7. Isotopic patterns of chlorine and bromine. Each separate line represents an isotope and the 

height of each one corresponds to its relative abundance. 

 

Thus, each isotope will appear as a separate line in the mass spectrum and the height of each 

peak will correspond to the relative abundance of each isotope present in the sample, once 

elements with high natural abundance will originate a very high peak and, on the other hand, 

elements with a low natural abundance presents a lower peak. The peak which presents higher 

intensity is known as the base peak, the largest peak in the spectrum, being labeled M+ or M-, 

while the intensity of every other peak is reported in comparison to this base peak [168]. The 

pattern peaks are labeled as [M+1], [M+2], and so on, reflecting the natural abundance of the 

isotopes and the added mass. 

 

 

2.3. Analytical method validation  
 

One of the main requirements of any process involving chemical analysis is to obtain quality 

data that meet the proposed objectives and that allows it acceptance in an international level. 
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This leads to an increase of the need to develop methods that provide reproducible, consistent, 

valid and reliable results. In this sense, the validation of analytical methods aims to demonstrate, 

through laboratory studies, that the method is appropriate for the quantification of the analyte in 

study at a certain concentration level, in a specific biological matrix, with satisfactory accuracy and 

precision [177]. Once this process aims to demonstrate that the method is reliable for its purpose, 

any kind of modification in the analytical procedure requires a revalidation process [178].  

The validation process provides a quality assurance and analytical performance. Its main 

purpose is to demonstrate that the analytical method in question is suitable for the analysis of the 

sample that will be used and that every future measurement in routine analysis will be close 

enough to the unknown true value for the content of the analyte in the sample [179]. Since the 

development of a method is a process that involves a series of manipulations of the sample, it is 

normal that during the process errors are made and, therefore, in the end there is an accumulation 

of systematic and/or random errors, being able to alter the final result of the analysis [180]. In this 

way, it is essential to demonstrate, through validation, that the method leads to credible and 

appropriate results, with the desired quality.  

From a scientific point of view, it is essential to obtain reliable analytical data, once the use 

of wrong results can lead to false interpretation and conclusions [181, 182]. Therefore, this made 

the certification of the developed methods a subject of growing interest and so, only the validation 

process can accurately demonstrate the quality of the analytical method through the acceptance 

of the different parameters and prove its applicability for a certain purpose [181]. Also, for these 

reasons, judicial authorities require the accreditation of the laboratories who provide results with 

a legal purpose, to avoid unjustified legal consequences [182]. 

Despite of the importance of all this validation process, there is no consensus of which 

parameters should be taken into account and validated to characterize a method and to choose 

the appropriate decision criteria and statistic test to use. This is due to the fact that there are 

several guidelines with different criteria, even though none of them is considered the more 

appropriated. From the international organizations who provide these type of guidelines, there is 

the International Union of Pure and Applied Chemistry (IUPAC), the International Organization for 

Standardization (ISO), the United States Food and Drug Administration (FDA), and the European 

Medicines Agency (EMA), which are the most commonly used guidelines. However, they all differ 

in the parameters and methodologies used in the validation process. 

Method validation studies rely on the determination of the overall method performance 

parameters and, usually, the minimum requirements evaluated for the quantitative procedures 

involve: selectivity, calibration model (linearity), stability, precision (repeatability, intermediate 
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precision), accuracy, limit of detection, limit of quantification and matrix effects. Although, there 

are other parameters that can be evaluated, such as recovery, reproducibility and robustness 

[177]. 

 

2.3.1. Selectivity  
 

Selectivity refers to the ability of a method to identify and distinguish a particular analyte in 

a complex mixture without the interference of the other components which are expected to be 

present in the sample matrix, such as metabolites or degradation products [181]. Therefore, it is 

necessary to determine the possible interferences of other substances present in the matrix. It is 

important not to confuse selectivity with specificity, the later one means that it is not supposed 

to occur any interference, since the method is specific for the analyte [183]. Usually, all guidelines 

recommend that the validation process starts with the analysis of the method selectivity, because 

if it is not acceptable there is the need to apply several changes in the developed method [181]. 

 

2.3.2. Linearity  
 

The choice of an appropriate calibration model is necessary for a reliable quantification and, 

so, the relationship between the concentration of analyte in the sample and the corresponding 

detector response must be studied. Thus, the response function or calibration curve represents 

the method’s ability to provide the analytical signal directly proportional to the concentration of 

the analyte, within the working range [184, 185]. The function is obtained using calibration 

standards prepared in the same matrix as the matrix of the intended study samples by spiking the 

blank matrix with a known concentration of the analyte of interest [177]. 

 

2.3.3. Working range  
 

In any quantitative method, there is a range of analyte concentrations (known as working 

range) that can be defined as the interval between the upper and lower concentration in which 

the analyte concentration can be determined with precision, accuracy and linearity [183, 186]. 

Within the range, the sensitivity can be considered constant. The first series of values are usually 

the values of the limits and the latter depends on the measuring equipment. All the measured 

values must be within the working range, once extrapolation is not allowed [187]. 
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2.3.4. Limit of detection and limit of quantification  
 

When performing tests on samples with low analyte levels, it is important to know what is 

the lowest concentration of analyte that can be detected and quantified by the method. The lower 

limits of the calibration curve are important to indicate the detection and quantitation ability of 

the analytical method at this level of concentration.  

The limit of detection (LOD) corresponds to the beginning of the range in which it is possible 

to distinguish, with a given statistical confidence, the blank signal from the sample signal and 

indicate whether the analyte in question is present or absent in the sample. In other words, it is 

the lowest concentration of analyte that can be detected but not statistically quantified, since the 

quantification at this level is subject to significant errors [181, 183]. However, a value lower than 

this does not mean the complete absence of the analyte [180].  

For a proper definition of this concept, it is important to include two statistical concepts: type 

I and type II errors. Type I error (α) is when the null hypothesis is true and it is rejected, while type 

II (β) error is when the null hypothesis is false and it is accepted. Therefore, for an appropriate 

analysis of the data, these errors should be minimal (α = β = 5%) [180]. 

In turn, the LOQ is the lowest concentration of analyte that can be statistically determined 

with adequate precision and accuracy in certain operational conditions [183]. In practice, when 

the calibration curve is already well defined, it generally corresponds to the calibration pattern of 

lower concentration (excluding blank). After determined, it must be tested to ensure that the 

accuracy and precision are satisfactory [180]. The concentrations below the LOQ should not be 

quantitatively defined, but they can be reported as only present [188].  

 

2.3.5. Precision  
 

Precision is a measure of the degree of closeness of the values obtained by the analytical 

method when analyzing, repetitively, the same sample, under specific and controlled conditions. 

It is expressed as the percentage coefficient of variation (%𝐶𝑉) or the relative standard deviation 

(R.S.D.) of the replicate measurements [177, 184, 186]. This parameter can be evaluated at three 

different levels: repeatability, intermediate precision and reproducibility [184]. 

The repeatability (also known as within-day, within-run or intra-day precision) refers to the 

dispersion of the results of the method operating in a short time and under the same operating 

conditions (same sample, equipment, analyst, method, laboratory, etc.) [181, 183, 184].  

Intermediate precision (also known as inter-assay, between-run or between-day precision) is 

related with the dispersion of the results of the method subject to the same procedure and to 
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random variations within the same laboratory over an extended period of time. The differences 

represent some alterations that may occur in routine analysis, such as different days, different 

analysts, different equipment, etc., [183, 184].  

Finally, the reproducibility (also known as precision between laboratories) is related to the 

dispersion of the results obtained from inter-laboratory studies, reflecting the random errors of 

measurement [184]. It allows to evaluate the correlation of results between dependent and/or 

independent assays on the same sample in specific operating conditions. This parameter should 

only be evaluated if a method is supposed to be used in different laboratories [181]. 

 

2.3.6. Accuracy 
 

The accuracy of a method is affected by systematic (bias) and random errors, however, it is 

often used to describe only the systematic error component. Thus, the term is typically used in 

the sense of bias [184]. Accuracy can be defined as the degree of agreement between individual 

results found in a particular test and a reference value accepted as true [181, 189]. It is important 

to notice that an accurate or true value is a value obtained by a perfect measurement, and this 

value is indeterminate by nature [190]. 

 

2.3.7. Carry-over 
 

Carry-over is the appearance of an analyte signal in blank samples after the analysis of 

samples with a high analyte concentration [177]. Specific measures should be tested during the 

method development and validation and applied during the analysis of the study samples [187]. 

This is important to know how much analyte is still retained in the column, since it can affect the 

signal of the next sample, mainly if the previous injected sample had a higher concentration, as 

well as the precision and accuracy of the method [191]. 

 

2.3.8. Recovery 
 

The absolute recovery of a method is evaluated through the comparison of the response 

(peak area) of a spiked matrix standard before the extraction procedure with the response of an 

equal amount of the analyte spiked into a matrix after the sample treatment. This parameter 

indicates whether the method provides a response for the entire amount of analyte that is present 

in the sample [186]. Even though recovery is not among the validation parameters regarded as 

essential for method validation, it is interesting to evaluate if the sample treatment is effective 
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enough for the study [181]. When performing analytical methods, recovery should also be 

evaluated for the compounds used as internal standards [192]. In LC‐MS analysis, this parameter 

should be assessed along with the study of matrix effect, once part of the change of the response 

in prepared samples when compared with their standard solutions might be due to some matrix 

effects [181].  

 

2.3.9. Matrix effects 
 

The LC-MS is susceptible to matrix effects, a significant source of imprecision, which may have 

a major impact on the accuracy, precision and robustness of bioanalytical methods and so, when 

performing LC-MS analysis, the evaluation of this parameter is essential [181, 193]. Matrix effects 

can be described as the difference between the mass spectrometric response for the analyte in 

standard solution and the response for the same analyte in a biological matrix, such as the plasma 

[193]. This effect is due to the presence of unmonitored, co-eluting compounds from the matrix 

that may affect the detection of the analyte under study and compromise the efficiency of its 

ionization and causing the suppression or enhancement of the peak abundance [187, 192]. It is 

important to highlight that matrix effects are analyte specific [193, 194]. 
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3. Objective  
  

Plasma catecholamines, like DA, norepinephrine or epinephrine, provide a reliable biomarker 

of sympathetic activity. For example, DA, an endogenous neurotransmitter, is known to play a 

significant role in neurodegenerative disorders, such as Parkinson’s disease. The determination of 

neurotransmitters, their precursors and metabolites facilitates better understanding of complex 

neurobiology in the central nervous system disorders and has expanding uses in many other fields. 

Thus, there has been a continuing interest in developing new and better analytical methodology 

for quantitative determinations of these molecules in a variety of biological materials, including 

plasma, blood, urine and cerebrospinal fluid. 

Despite all the methods proposed for the quantification of DA metabolism, they all present 

some limitations that affect the reliability of the results and don’t allow them to be applied in real 

plasma samples, with the purpose to a possible application in the scientific field. Among the most 

common limitations we have insufficient sensitivity, difficulty at sample preparation and potential 

interferences from structurally similar endogenous compounds (matrix interferences). Also, their 

low circulating concentration, their instability and the limited volume of blood collected requires 

a complex sample preparation and an exhaustive and complex method to ensure their accurate 

quantification. 

Moreover, as previously mentioned, some studies showed that sometimes DA metabolites 

and precursors concentrations in the plasma of patients (for example, HVA and DOPAC) are more 

useful to study some pathologic changes in DA pathway, like in Parkinson’s disease. 

Therefore, there is the need to develop a reliable method to quantify DA metabolism, since 

this analysis can be an important step in a possible precocious diagnosis of this disease. In the 

experimental part of the current project, the main goal is the development and validation of a 

high-performance liquid chromatography coupled with tandem mass spectrometry based method 

for a quantitative determination of DA metabolism. The validation procedure is essential to certify 

the consistency of the results. 

In order to test the developed method, it was applied in a group of plasma samples from 

Parkinson’s disease patients who were already diagnosed with the pathology and are under 

medication, an important aspect to take into account, since it will influence the levels of some of 

the metabolites under study. 
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4. Materials and methods  
 

 

4.1. Materials 
 

• Micropipettes® Research Plus (Eppendorf®);  

• Multipipette® Plus (Eppendorf®);  

• PS – Microplate 384 well, 128.0/85 mm (Greiner bio-one);  

• Microcentrifuge tubes (0.6 ml, 1.5 ml, 5 ml)  

• Vials 500μL (VWR®).  

 

 

4.2. Equipments 
 

• Components of the liquid chromatography coupled to a mass spectrometer system:  

- Autosampler CTC HTC-xt (Eksingent/PAL); 

- Liquid Chromatography, Nexera system (Shimadzu®);  

- ESI source, turbo VTM;  

- Hybrid triple quadrupole/linear ion trap mass spectrometer, 4000 QTRAP® (ABSciex);  

- Analyst® (1.6.2) (ABSciex) for MS system.  

• Analytical balance CP 224S (Sartorius);  

• Bench-top Centrifuge (Minispin-Eppendorf®);  

• Concentrator Plus (Eppendorf®) - “speedvac”;  

• Quick spin, model QS 7000 (Edward Instrument Co);  

• Thermomixer comfort (Eppendorf®);  

• Vortex, model MS3 basic (IKA®).  

 

 

4.3. Standards and reagents 
 

The list of analytical and internal standards is showed in Table 4.1 and the reagents used in 

the chromatographic analysis are presented below. 
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Table 4.1. List of standards used in the development and validation process. 

 Name 
Molecular 

weight (g/mol) 
Brand 

A
n

al
yt

ic
al

 s
ta

n
d

ar
d

s L-tyrosine 181.19 Santa Cruz Biotechnology 

L-DOPA 197.19 Santa Cruz Biotechnology 

Dopamine hydrochloride  189.64 Sigma-Aldrich-Fluka 

3-Methoxytyramine hydrochloride 203.67 Sigma-Aldrich-Fluka 

3,4-Dihydroxyphenylacetic acid 168.15 Sigma-Aldrich-Fluka 

Homovanillic acid 182.17 Sigma-Aldrich-Fluka 

In
te

rn
al

 s
ta

n
d

ar
d

s 

L-tyrosine (d7, 98%) 188.23 
Cambridge Isotope 

Laboratories 

L-DOPA (ring-d3) 200.21 Sigma-Aldrich 

Dopamine-1,1,2,2-d4 hydrochloride 193.66 Sigma-Aldrich 

3-Methoxytyramine hydrochloride 

(1,1,2,2-d4, 97%) 
207.69 

Cambridge Isotope 

Laboratories 

3,4-Dihydroxyphenylacetic acid  

(Ring-d3, 2,2-d2, 98%) 
173.18 

Cambridge Isotope 

Laboratories 

Homovanillic acid - d3 185.19 Santa Cruz Biotechnology 

 

Reagents:  

• Acetonitrile (LC Grade, Fisher Chemical™);  

• Formic Acid (LC Grade, Amresco®); 

• Methanol (LC Grade, Fisher Chemical™); 

• Water (LC Grade, Fisher Chemical™).  

 

 

4.4. Standard solutions 
 

Stock standard solutions were prepared by dissolving ≈2 mg of the pure substance in 2 ml of 

LC Grade water, in the case of dopamine hydrochloride, 3-methoxytyramine hydrochloride, 3,4-

dihydroxyphenylacetic acid, homovanillic acid, 3-methoxytyramine hydrochloride (d4), 3,4-

dihydroxyphenylacetic acid (d5). In the case of dopamine-d4, ≈5 mg of the pure substance was 

dissolved in 2 ml of water, while in homovanillic acid-d3 solution, ≈1 mg was dissolved in 2 ml of 

water. L-DOPA presented low solubility in water, as well as their respective internal standard 

solutions. Then, 2 and 2.5 mg was dissolved in 3 ml of water and 1 ml of acetonitrile (ACN), in the 

case of L-tyrosine and L-tyrosine (d7), respectively, and ≈2.5 and ≈1 mg was dissolved in 3 ml of 
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methanol and 1 ml of water, for L-DOPA and L-DOPA-d3 standard solutions, respectively. Each 

mixture was agitated by vortex to obtain a homogeneous solution, at room temperature. L-

tyrosine and L-DOPA mixtures were subjected to a heating process in a thermomixer during 10 

and 20 minutes, respectively, at 60 °C at 750 rpm. Aliquots of 200 or 300 µL of all stock solutions 

were prepared and stored at -20°C. For more information about the standard solutions see 

appendix 8.1. 

 

 

4.5. Clinical trial protocol  
 

The following research protocol was approved by the Ethical Committee of CHCB. Patients 

and Healthy controls had given their informed consent to the study.  

 

4.5.1. Parkinson’s disease group 
 

The study was carried out with 38 PD patients, of which 21 were males (55.3%) and 17 were 

females (44.7%), with age between 55 and 86 years. The chosen patients were recruited from 

appointment list of the neurology sector of Centro Hospitalar Cova da Beira (Covilhã – Portugal), 

between January 2013 and December 2013. 

The patients with clinical diagnosis of PD established by the UKPDBBC and modified Hoehn & 

Yahr staging scale between 1 and 4 were included. All patients were subjected to an interview that 

included: questionnaire, neurological examination (performed by a neurologist), laboratory tests 

and medical record evaluation. The neurologist performed the neurological examination to apply 

mH&Yss and provide clinical data, through the evaluation of PD cardinal signs3. The interview and 

medical record evaluation allowed to acquire some demographic and medical information, such 

as, duration of PD, early motor symptoms, actual motor symptoms, presence or absence of non-

motor symptoms, copies of brain imaging exams, mean daily dosage of L-DOPA, actual and 

previous medications, comorbidities (simultaneous presence of two chronic diseases or 

conditions), additional medications and emergency appointments. 

                                                           
3 Tremor is involuntary, rhythmic and, mainly, at rest. In limbs, when patient relaxes with hands on the lap it is possible 
to evaluate the tremor. It could also affect legs, lips, jaw or tongue. The rigidity is characterized by increased resistance 
to passive movement about a joint, decreased arm swing with walking and the typical stooped posture. Bradykinesia is 
a generalized slowness of movement or even absence of movement (akinesia). It’s evaluated through observation of 
facial hypomimia and limb movement, including speed, amplitude and rhythm of finger tapping, hand gripping, 
pronation-supination hand movements and heel or toe taping. Gait freezing and festination may develop in later 
disease. “Pull” test evaluates postural instability: the examiner stands behind the patients and pulls the patients by his 
shoulders. Patients with postural instability take multiple steps backwards or could fall (positive “pull” test). Disease 
progression could lead to a festinant gait or confine the patient in a wheelchair, when postural reflexes are lost 195.  Chou, K.L., Hurtig,  

H. I.,  Dashe,  J. F.  Clinic al manifestations of Park inson disease.  2012. 
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Patients with Diabetes mellitus, hypertension, coronary and heart disease, hyperlipidemia 

and thyroid disease were also included, when treated with the appropriate medication and if there 

was no evidence of exacerbations or complications in the clinical records, in the past 6 months. 

All documents were properly identified by a study number to maintain confidentiality. 

 

4.5.2. Control group 
 

The control group was constituted by 32 participants, of which 19 were males (59.4%) and 13 

were females (40.6%), with age between 55 and 86 years. All the participants were volunteers 

from CHCB. Most of them were recruited from urology and gynecology sectors. 

The volunteers were subjected to an interview that involved a questionnaire, neurological 

and physical exam, laboratory tests and medical records evaluation. It was also performed a 

summary neurological examination4, in order to exclude neurological symptoms, and cardiac and 

pulmonary evaluations, to provide additional clinical information. Interview and medical record 

evaluation allowed to obtain comorbidities and actual medications.  

All documents were identified by study number to maintain confidentiality. 

 

 

4.6. Instrumental conditions  
 

During the development of a LC-MS method, experimental conditions must be optimized. The 

main objective in analytical method optimization is to adjust the several parameters in order to 

determine the best analysis conditions and enhance the performance characteristics of each 

analyzed compound. 

 

4.6.1. Liquid chromatography 
 

The chromatographic separation was performed with a Gemini® C18 (3μm, 110Å, 50×2mm) 

column. It was also used a Security Guard™ cartridges Gemini® C18 (4×2 mm), in order to protect 

the chromatographic column, since it prevents the contaminants to reach the analytical column. 

A specific elution gradient (Table 4.2) was developed to allow an efficient separation of the 

                                                           
4 Cranial nerves number II (visual fields); III, IV and VI (ocular motility); VII-motor (wrinkle forehead, close eyes tight, 
show teeth); and XII (stick out tongue and move it side to side). Tremor (patient’s arms are held outstretched and fingers 
extended), hand rapid alternating movements (finger tapping), finger-to-nose, muscular tone (elbow, wrist and knee 
passive movements), diadochokinesia (alternating pronate and supinate movements), osteotendinous reflexes (biceps, 
finger flexors and patellar) and plantar reflex. 
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analytes. The flow rate was 250 μL/min and the running time was 7 min for each sample, once the 

maximum retention time for all the analytes was approximately 4 min. It was injected, between 

each sample, a blank (solution of 0.1% formic acid (FA) in ACN), with the same elution gradient 

and program of injection that was used for the samples. The volume that was injected either for 

plasma samples and for the blanks between samples was 10 μL. 

 

Table 4.2. Elution gradient used in the chromatographic analysis. 

Time gradient 

(min) 

Mobile phase (% v/v) 

0.1% FA in H2O 0.1% FA in ACN 

0 98 2 

1 98 2 

3 50 50 

3.5 5 95 

4.0 5 95 

4.1 98 2 

7.0 98 2 

 

4.6.2. Mass spectrometry 
 

The equipment and data acquisition were assured by the Analyst® 1.6.2 (ABSciex) software. 

It was performed a direct injection into the mass spectrometer of the analytes and internal 

standards, using a syringe pump with a flow rate of 10 μL/min, with concentrations of 1 μM for all 

the molecules, except for DA-d4, DOPAC and DOPAC-d5, in which 5 μM, 10 μM and 10 μM were 

used, respectively. This process allows to state the ideal conditions to define in the mass 

spectrometer.  

The mass spectrometer was equipped with an ESI source, that operated in the positive and 

negative ionization mode, where the ion spray voltage was 5500V, the nebulizer gas 1 (GS1) was 

30 psi, the entrance potential (EP) was 10V, the curtain gas (CUR) was 30 psi and the temperature 

source was 450°C. Besides these parameters, there is also the declustering potential (DP), collision 

energy (CE) and collision exit potential (CXP), which differ amongst each molecule and transition. 

To monitor the precursor ions of the analytes and internal standards, mass spectrometer was 

operated in the MRM triple quadrupole scan mode. The monitored transitions of the analytes and 

the optimized parameters are presented in Table 4.3. The analytical data (peak areas) were 

processed by MultiquantTM 3.0 (ABSciex) software while compound fragmentation spectra were 

analyzed by Peak ViewTM 1.1.1.2 (ABSciex) software. 
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Table 4.3. Mass spectrometer acquisition parameters optimized to each compound: MRM 

transitions, declustering potential (DP), collision energy (CE), and collision exit potential (CXP). 
 

Compound 
Transitions (m/z) 

DP (eV) CE (eV) CXP (eV) 
Q1 Q3 

L-tyrosine 182.2 

91.1 

56.0 

41.0 6.0 

136.2 19.0 12.0 

165.1 15.0 12.0 

L-DOPA 198.2 

135.1 

51.0 

27.0 8.0 

152.1 19.0 14.0 

181.1 15.0 12.0 

DA 154.2 

65.0 

56.0 

49.0 10.0 

91.1 33.0 16.0 

137.2 15.0 12.0 

3-MT 168.3 

91.0 

51.0 

35.0 16.0 

119.1 25.0 10.0 

151.1 15.0 14.0 

DOPAC 167.0 

95.2 

-45.0 

-28.0 -5.0 

122.2 -30.0 -7.0 

123.2 -12.0 -7.0 

HVA 181.0 

122.2 

-65.0 

-22.0 -7.0 

136.7 -12.0 -7.0 

137.2 -12.0 -1.0 

L-tyrosine 

(D7) 
189.2 

96.1 

56.0 

41.0 18.0 

143.2 21.0 12.0 

172.2 15.0 14.0 

L-DOPA 

(ring-d3) 
201.2 

154.1 

51.0 

19.0 12.0 

155.2 21.0 14.0 

183.2 15.0 16.0 

DA 

(1,1,2,2-d4) 
158.3 

94.1 

51.0 

33.0 16.0 

95.1 37.0 16.0 

141.2 15.0 12.0 

3-MT 

(1,1,2,2-d4) 
172.3 

68.0 

51.0 

53.0 10.0 

94.0 33.0 16.0 

123.1 27.0 8.0 

DOPAC 

(ring-d3, 2,2-d2) 
172.1 

100.2 

-50.0 

-30.0 -5.0 

126.2 -32.0 -7.0 

128.2 -12.0 -7.0 

HVA-d3 184.0 

122.2 

-60.0 

-22.0 -7.0 

139.8 -12.0 -1.0 

140.3 -12.0 -1.0 
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4.7. Extraction procedure - protein precipitation 
 

All samples were subjected to the same analytical procedure for the extraction. To each 

microcentrifuge tube, containing 100 µl of plasma, three volumes of methanol were added (300 

µl). The samples were agitated by vortex and then by continuous agitation for 5 minutes at 800 

rpm’s in a thermomixer. Then, to promote proteins aggregation, the samples were centrifuged at 

14,000×g for 10 minutes. The supernatant was collected to a new microcentrifuge tube and 10 µl 

were injected into the system.  

 

 

4.8. Analytical method validation 
 

The validation process is required to prove the quality of the analytical method and it is 

achieved through the fulfillment of minimum acceptance criteria in order to allow its application 

in numerous fields [181]. Therefore, validation of the developed method was performed and the 

parameters used to validate the method were: selectivity, linearity, limit of detection, limit of 

quantification, precision, accuracy, carry-over, recovery and matrix effects. 

During the method validation, usually it is used a blank biological matrix spiked with the 

analyte of interest. Internal standards can also be added during sample processing, in cases of 

chromatographic methods [177], a compound that can be differentiated from the target analyte 

by mass spectrometry detection and that can be used to account for the variability during the 

sample preparation and measurement [181]. 

The statistical tests and their respective acceptance criteria applied in each parameter are 

exposed in the following pages. All the calculations were performed with the help of a Microsoft 

Excel® spreadsheet properly developed for the validation method. 

 

4.8.1. Selectivity 
 

Intrinsic selectivity can be studied using, at least six independent sources of blank matrices, 

being individually analyzed and evaluated for some possible matrix interference [177]. To prove 

the selectivity of the method, the blank matrix should not produce a significant interference at 

the retention time of the analyte of interest [187]. 

To evaluate the selectivity in plasma, six individual sources of blank plasma were selected and 

divided into two aliquots with 100 μL of plasma each. One aliquot was spiked with 10 µL of a 

solution containing the six analytes and the six internal standards (positive samples) and 290 µL 
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of methanol were added. To the other aliquot no compound was added, and so, 300 µL of 

methanol were added, to reach the same total volume (negative samples). Then, all the samples 

were subjected to the same extraction procedure and 10μL of each was injected into the LC-

MS/MS system. The selectivity was also assessed in solvent, where three different positive and 

negative samples were used. The positive samples were prepared with 10 µL of the solution 

containing the analytes and internal standards and 390 µL of methanol, while negative samples 

contained 400 µL of methanol. Then, 10 µL of each sample was also injected into the LC-MS/MS 

system. A blank (ACN:0.1% FA) was injected between samples to reduce the carry-over effect. 

After all the analysis, the results of the positive samples were compared with those of the 

negative samples. The criteria used to evaluate the selectivity were defined by the World Anti-

Doping Agency (WADA) for qualitative assays for chromatographic analysis and MS. In LC analysis, 

the retention time (RT) of the analyte should not differ by more than 2% or ± 0.1 min, whichever 

is lower, when compared with the RT of the positive control sample.  

When MS/MS detection is used, it should be monitored, at least, two precursor-product ions 

transitions and, in this case, the signal-to-noise (S/N) of the least intense diagnostic ion must be 

higher than 3:1 [196]. The determination of S/N was performed by the MultiquantTM 3.0 software. 

The criteria applied to calculate this parameter were defined by one of the positive samples. The 

maximum tolerance range used for the identification of the compounds was calculated as 

described in the Table 4.4. The relative abundance is the ratio between the area of a specific ion 

and the area of the most abundant ion (base peak), being the final value expressed as a percentage 

[196]. 

 

Table 4.4. – Maximum tolerance windows for relative ion intensities to ensure appropriate 

confidence in identification [196].  
 

Relative abundance 

(% of base peak) 

Maximum tolerance 

windows (%) 

> 50% ± 10 (absolute) 

25% to 50% ± 20 (relative) 

5% to <25% ± 5 (absolute) 

<5% ± 50 (relative) 

 

4.8.2. Linearity 
 

To evaluate linearity, it is necessary to use a sufficient number of calibrators. Although there 

is no agreement on how many calibrators should be used, it was stated that the calibration curve 
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must be constructed using at least five to eight different concentration levels (excluding blank 

samples, due to possible errors) [184, 188]. It is expressed as a mathematical expression (linear 

regression equation) that will be used to determine the concentration of the analyte in real 

samples. Each standard is prepared by adding an appropriate and known volume of the stock 

solutions [188].  

The linearity study was performed in solvent and plasma samples. Then, to assess the 

linearity of the method in solvent, it was prepared one calibration curve with twelve calibrators, 

which contained 10 μL of a solution containing the six analytes and 390 μL of a solution (0.4 μM) 

with the six internal standards. The calibration standards were uniformly distributed in a wide 

range of concentrations: 0.0025, 0.005, 0.010, 0.015, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6 

μM. In plasma samples, 100 μL of plasma, 20 μL of the mix containing the analytes, 10 μL of the 

mix containing the internal standards and 270 μL of methanol were used. The concentration range 

in plasma was: 0.005, 0.01, 0.02, 0.03, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1 and 1.2 μM. The plasma 

samples were subjected to the extraction procedure explained in section 4.7. After collecting the 

supernatant, water was added to make up a final volume of 400 μL. Four calibration curves in 

solvent and plasma were prepared in four different days. 

The simplest regression model typically used is the ordinary least squares model [189, 197]. 

It is used to establish a relation between the two variables under study, the analytical response 

and the analyte concentration, being mathematically expressed by equation (4.1) [198]. 

 

𝑦 =  𝑚𝑥 +  𝑏                                                                                                             (4.1) 

 

where the independent variable (𝑥) is the analyte concentration, the dependent variable (𝑦) is the 

respective response, 𝑏 is the y-intercept, and 𝑚 is the slope [198]. Linearity can be confirmed 

through the coefficient of correlation (R), which reveals the relationship between the measured 

signal and the concentration of the respective patterns. However, coefficient of determination 

(R2) is used to translate the suitability of a linear model to the experimental values [199]. In both 

cases, the obtained values should be above 0.99 [185]. Additionally, the zero-value should be 

included within the confidence interval of 95%. 

It was also used the standard error of the residuals (Sy/x) as a measure of the goodness of fit 

of the model, in order to exclude the absolute residual values higher than the double of Sy/x. 

Finally, it was performed a visual inspection of plots for residuals versus concentration and peak 

area ratio versus concentration [184]. 
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4.8.2.1. Mandel test 
 

Despite being very common to evaluate the calibration model through the coefficient of 

correlation (R) resultant from the regression analysis, from a statistical point of view it is not 

acceptable to only use this model, as it is considered a poor test to evaluate the linearity [184]. 

Therefore, there are other statistical tests and quality parameters that are suggested to evaluate 

the goodness of fit of the model [200]. 

Therefore, the Mandel’s fitting test was used to verify if the data had a linear or non-linear 

(quadratic) behavior [200]. From the calibration curve, it was calculated the difference between 

the variance of the linear and the quadratic correlation [180, 201-203], as presented in equation 

(4.2). 

 

D𝑆2 = (𝑁 − 2) 𝘹 𝑆𝑦/𝑥
2  𝘹 (𝑁 − 3) 𝘹 𝑆𝑦

2                                                             (4.2) 

 

𝑆𝑦/𝑥
2 =  

∑ (𝑦𝑖− �̂�𝑖)2𝑛
𝑖=1

𝑁−2
                                                                                                  (4.3) 

 

𝑆𝑦
2 =  

∑ (𝑦𝑖− �̂�𝑖)2𝑛
𝑖=1

𝑁−3
                                                                                                     (4.4) 

 

where 𝑆𝑦/𝑥
2  and 𝑆𝑦

2 correspond to the predicted values by the polynomial fit of first (linear fit) and 

second (quadratic fit) degree, respectively, and 𝑁 is the number of calibration standards used to 

make the calibration curve [201].  

The 𝑇𝑉 is calculated through equation (4.5) [180, 200, 201] and compared with the 𝐹𝑐𝑟𝑖𝑡 at 

the (N-1; N-1; α) confidence level of 95% (α=0.95), allowing to accomplish if the calibration 

function is linear or nonlinear. 

 

𝑇𝑉 =  
𝐷𝑆2

𝑆𝑦2
2                                                                                                                    (4.5) 

 

To evaluate if the calibration curve follows a linear or a quadratic behavior it should be 

considered the following criteria [180]: 

 

✓ If 𝑇𝑉 ≤ 𝐹𝑐𝑟𝑖𝑡 - the difference between the variances is not statistically significant, and so, 

the calibration curve has a linear behavior;  
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✓ If 𝑇𝑉 > 𝐹𝑐𝑟𝑖𝑡 - the difference between the variances is statistically significant, and so, the 

calibration curve has a quadratic behavior. In this case, it should be analyzed the possibility of 

reducing the working range. 

 

4.8.3. Working range 
 

When using a method that involves performing a calibration curve, the working range can be 

evaluated through the homogeneity of variance test (or F test) [182] or the visual evaluation of 

residuals versus concentration plots [198]. The homogeneity of variance test allows to verify if the 

error is the same in every value of the independent variable, otherwise there is a violation of the 

homoscedasticity.  

To appraise the homogeneity of variance, ten different replicates of the lowest and highest 

concentrations levels were used, which corresponded to 0.015, 0.6 µM in solvent and 0.30, 1.2 

µM in plasma. To each calibrator, a solution (0.4 µM) containing the six internal standards was 

added. 

This test is applied in accordance with the following equation (4.6). 

 

𝑇𝑉 = 
𝑆2

2

𝑆1
2                                                                                                                         (4.6) 

 

where 𝑆2
2 and 𝑆1

2 are the variances obtained for the highest and lowest concentration levels of the 

working range, respectively, and 𝑇𝑉 is the test value. The 𝑇𝑉 follows a F-distribution and it is 

compared with the tabulated value of the unilateral Fisher-Snedecor distribution (𝐹𝑐𝑟𝑖𝑡) (N‐1; N‐

1; α) at a confidence level of 95% (α = 5%) [198]. It is important to highlight that the numerator is 

always the highest variance value. The variances of first and last calibrator were calculated 

according to equation (4.7) [180]. 

 

𝑆𝑖
2 =  

∑ (𝑦𝑖− �̅�𝑖)
2𝑛

𝑗=1

𝑛𝑖 − 1
                                                                                                      (4.7) 

 

 where 𝑆𝑖
2 is the variance, 𝑖 (𝑖 = 1 and 𝑖 = 2) is the number of the calibrator, 𝑗 is the number of 

replicates made for every calibrator (𝑗 = 1 to 10); 𝑛 is the number of results; 𝑦𝑖  is the result and 

�̅�𝑖  is the mean of results obtained [180]. 

As hypothesis, it is assumed as null hypothesis (H0) that there is no significant difference 

between the variances, being a purely random difference, while the alternative hypothesis (H1) 

assumes that there is a significant difference, the numerator variance exceeds the denominator.  
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Therefore, to evaluate if the calibration curve follows a homoscedastic or heteroscedastic 

behavior we should considerer the following criteria [180]: 

 

✓ If 𝑇𝑉 ≤ 𝐹𝑐𝑟𝑖𝑡, the difference between the variances is not statistically significant, and so, 

the working range follows a homoscedastic behavior;  

✓ If 𝑇𝑉 > 𝐹𝑐𝑟𝑖𝑡, the difference between the variances is statistically significant, and so, the 

working range follows a heteroscedastic behavior. 

 

After this analysis, it was performed a visual inspection of residuals versus concentration plots 

to evaluate the distribution of the residuals around the 𝑥-axis. If it is verified that the variance is 

constant along the whole working range, residuals will be randomly around the 𝑥-axis and 𝑇𝑉 will 

be lower than 𝐹𝑐𝑟𝑖𝑡. 

If in the study of homogeneity of variances, there is heteroscedasticity in data, it is possible 

to reduce the working range and repeat the verification of the homogeneity of variances until 𝑇𝑉 

≤ 𝐹𝑐𝑟𝑖𝑡  is reached, or weighted least squares linear regression should be used to find the straight 

line for calibration. This test consists in choosing the appropriate weighting factor (wi) [198]. In 

the latter case, this non-homogeneity of variances can also be tested by using the Cochran 

criterion, when the number of observations is the same for all concentration levels [179]. 

 

4.8.3.1. Weighted least squares linear regression 
 

As mentioned, ordinary least squares regression models are only applied when there is a 

homogeneity of the data. Therefore, when data is heteroscedastic, weighted least squares linear 

regression is used to find a straight line for calibration and a weighting factor (𝑤𝑖) is necessary 

[179, 181, 182]. These empirical weights describe the speed of the rise of the signal when the 

concentration increases [186, 204]. The empirical weights that are usually studied include: 
1

𝑥
; 

1

𝑥2; 

1

√𝑥
; 

1

𝑦
; 

1

𝑦2; 
1

√𝑦
, where 𝑥 is the concentration and 𝑦 is the detector response [204]. Therefore, 𝑤𝑖 can 

be obtained through the equation (4.8) [205]. 

 

𝑤𝑖 =  
1/𝑆𝑦𝑖

2

(∑ 1/𝑆𝑦𝑖
2 )/𝑝

𝑝
𝑖

                                                                                                      (4.8) 

 

where 𝑤𝑖 is the weighting factor; 𝑆𝑦𝑖
2  is the appropriate empirical weight for the data, and 𝑝 is the 

number of calibration standards.  
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The best weighting factor is chosen according to a percentage relative error (%𝑅𝐸), which 

compares the regressed concentration (𝐶𝑓𝑜𝑢𝑛𝑑) with the nominal standard concentration in the 

sample (𝐶𝑛𝑜𝑚), as expressed in equation (4.9). This value is useful as an indicator of goodness of 

fit in the evaluation of the weighting factor [198].  

 

%𝑅𝐸 =
𝐶𝑓𝑜𝑢𝑛𝑑 − 𝐶𝑛𝑜𝑚

𝐶𝑛𝑜𝑚
𝘹 100                                                                                (4.9) 

 

Thus, plots of %𝑅𝐸 versus concentration and the sum of %𝑅𝐸 (∑ %𝑅𝐸) were performed in 

order to evaluate the %𝑅𝐸 [198]. The best 𝑤𝑖 is the one that leads to a narrow horizontal band of 

randomly distributed %𝑅𝐸 around the concentration axis and has the smallest value of Ʃ %𝑅𝐸 

across the concentration range [198]. Also, if this difference falls within 15 or 20% for the limit of 

quantification (LOQ) the model is accepted [182]. 

When using weighted least squares linear regression, the model parameters (𝑚 and 𝑏) for 

each 𝑤𝑖 is converted into its weighted equivalent by adding the term 𝑤𝑖 into the equation and the 

estimated values are calculated by equations (4.10), (4.11) and (4.12) [198]. 

 

𝑚 =  
∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑦𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖 𝑦𝑖  

∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖
2−(∑ 𝑤𝑖 𝑥𝑖)2                                                                 (4.10) 

 

𝑏 =  
∑ 𝑤𝑖 𝑥𝑖

2 𝘹 ∑ 𝑤𝑖 𝑦𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖 𝘹 ∑ 𝑤𝑖 𝑦𝑖 𝑥𝑖  

∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖
2−(∑ 𝑤𝑖 𝑥𝑖)2                                                              (4.11) 

 

where 𝑥𝑖  and 𝑦𝑖 are the ith data pair of 𝑛 total data pairs and 𝑤𝑖 is the chosen weighting factor.  

The correlation coefficient (𝑟-value), that expresses the dependence established between the 

two variables, can be calculated by equation (4.12) [198]. 

 

𝑟 =  
∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖 𝑦𝑖 − ∑ 𝑤𝑖 𝑥𝑖 𝘹  ∑ 𝑤𝑖 𝑦𝑖  

√∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑥𝑖
2−(∑ 𝑤𝑖 𝑥𝑖)2 𝘹 √∑ 𝑤𝑖 𝘹 ∑ 𝑤𝑖 𝑦𝑖

2−(∑ 𝑤𝑖 𝑦𝑖)2
                                 (4.12) 

 

To evaluate this parameter four different calibration curves were performed, with twelve 

calibrators each, which were uniformly distributed within the calibration range: 0.0025, 0.005, 

0.010, 0.015, 0.025, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6 μM in solvent; 0.005, 0.01, 0.02, 0.03, 0.05, 

0.1, 0.2, 0.4, 0.6, 0.8, 1 and 1.2 μM in plasma samples. To each calibrator, a 0.4 μM solution 

containing the six internal standards was added. 

 



 62 |4. Materials and methods 

4.8.4. Limit of detection and limit of quantification 
 

There are different criteria that can be used to determine the LOD and LOQ [183, 189, 201]. 

One of the methods is their determination through the standard deviation of the response and 

the slope, which allows to determine this value from the standard deviation of the blank. The LOD 

is expressed as a mean sample blank value plus two or three times the standard deviations of the 

blank samples [183, 189]. 

Despite all the different approaches that can be used to determine the limits, there is no 

preference on the existent guidelines for which one to choose. Therefore, LOD and LOQ were 

calculated based on the standard error of the response and the slope, through equations (4.13) 

and (4.14) [180, 204]: 

 

𝐿𝑂𝐷 =  
3.3 𝘹 𝑆𝑦/𝑥

𝑚
                                                                                                    (4.13) 

 

𝐿𝑂𝑄 =  
10 𝘹 𝑆𝑦/𝑥

 

𝑚
                                                                                                    (4.14) 

 

where 𝑆𝑦/𝑥
 is the standard error of the response and 𝑚 is the slope of the calibration curve [180, 

189]. The standard error of the response can be calculated through equation (4.15) [205, 206]. 

 

𝑆𝑦/𝑥 =  √
∑(𝑦𝑖− �̂�𝑖)

2

𝑛−2
                                                                                                (4.15) 

 

where 𝑆𝑦/𝑥 is the residual standard deviation; 𝑦𝑖  is the analytical signal measured, �̂�𝑖  is the 

estimated value of 𝑦𝑖  and 𝑛 is the number of experimental points. 

In cases where the data is heteroscedastic, the previous equation must be modified, since it 

is only applicable in homoscedastic data (linear models). Thus, the relative standard deviation of 

the weighted correlation (𝑆
(

𝑦

𝑥
)𝑤

) is calculated by equation (4.16) [205]. 

 

𝑆
(

𝑦

𝑥
)𝑤

=  √
∑ 𝑤𝑖(𝑦𝑖− �̂�𝑖)

2

𝑛−2
                                                                                         (4.16) 

 

where 𝑆
(

𝑦

𝑥
)𝑤

 is the residual standard deviation of weighted regression; 𝑤𝑖 is the weight factor 

used; 𝑦𝑖  is the analytical signal measured and �̂�𝑖  is the estimated value of 𝑦𝑖. 
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The assessment of limits (LOD and LOQ) was performed along with the linearity study. The 

parameters of the calibration curves of each analyte, namely the standard error of the response 

and the slope, were used to calculate these limits through the previous equations. 

 

4.8.5. Precision  
 

Both precision and accuracy (presented in section 4.8.6) are usually estimated through the 

analysis of quality control (QC) samples, under well-established conditions [184]. Since they both 

vary over the working range, usually they are evaluated at three different concentration levels 

(low, medium and high) [181, 184, 187]. Each concentration level must be prepared in triplicate, 

with a total of 9 determinations [183], and this study should be performed on several separate 

days [182]. After the analysis, using an ANOVA calculation, both repeatability and intermediate 

precision can be determined (see appendix 8.15) [182, 207]. 

Usually, the analysis of repeatability and intermediate precision consists in the analysis of a 

test sample in p different runs, being that in each run the sample should be analyzed n times under 

the same repeatability conditions. It is also important to vary the main sources of variation 

between each run [207]. 

Then, to evaluate precision, QCs were prepared, along with the different calibration curves, 

at two concentration levels: 0.15 (medium) and 0.35 (high) μM in solvent and 0.3 (medium) and 

0.7 (high) μM in plasma. In solvent and plasma, 390 μL and 10 μL of internal standard solution 

were added, respectively.  Each QC was prepared in triplicate. 

The intermediate precision and repeatability, expressed by %𝐶𝑉, were calculated through 

equations (4.17) and (4.18) [182, 192, 207]. 

 

%𝐶𝑉 𝑅𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑤𝑖𝑡ℎ𝑖𝑛 =
√𝑠𝑤𝑖𝑡ℎ𝑖𝑛

2

�̅�
𝘹 100                                           (4.17) 

 

%𝐶𝑉 𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
√𝑠𝑏𝑒𝑡𝑤𝑒𝑒𝑛

2 + 𝑠𝑤𝑖𝑡ℎ𝑖𝑛
2

�̅�
𝘹 100                    (4.18) 

 

where 𝑠𝑤𝑖𝑡ℎ𝑖𝑛
2  and 𝑠𝑏𝑒𝑡𝑤𝑒𝑒𝑛

2  are the variance within groups and between groups, respectively, and 

�̅� is the mean value of concentrations. 

The acceptance criteria for the precision determined at each concentration level that was set 

was that the coefficient of variation (%𝐶𝑉) should not exceed 15% for all the concentrations, 

except near the LOQ, where it should be lower than 20% [177, 181, 182]. 
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4.8.6. Accuracy 
 

The accuracy of a measurement can be described by the absolute error, corresponding to the 

difference between the obtained value and the correct value. On the other hand, it can be also 

obtained by the relative error, which is the ratio of the absolute error and the correct value, being 

only an indication of the percentage deviation obtained. However, a good accuracy is not always 

synonymous of a good precision. 

The experimental procedure used to evaluate the accuracy of the method was similar to the 

one used in the analysis of the precision. Accuracy, expressed in percentage of relative error 

(%𝑅𝐸), can be calculated through equation (4.19) [192]. 

 

%𝑅𝐸 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐶𝑜𝑏𝑠 − 𝐶𝑛𝑜𝑚

𝐶𝑛𝑜𝑚
𝘹 100                                                             (4.19) 

 

where 𝐶𝑜𝑏𝑠  is the mean of experimental concentrations and 𝐶𝑛𝑜𝑚 is the nominal concentration.  

Recovery of the QCs analysis can also be calculated, being defined as a ratio between the 

observed and the nominal concentrations, and it is expressed by equation (4.20) [200]. 

 

%𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
𝐶𝑜𝑏𝑠

𝐶𝑛𝑜𝑚
𝘹 100                                                                                (4.20) 

 

The defined acceptance criteria for the accuracy determined at each concentration level was 

that the mean concentrations should be within 15% of the nominal values, except for the LOQ, 

where it should be within ±20% [177, 181]. 

 

4.8.7. Carry-over 
 

Carry-over study allow to know how much analyte is retained in the column after the analysis 

of a sample with a high analyte concentration. Therefore, this should be assessed by analyzing 

blank samples after the injection of high concentration samples at upper limit of quantification 

and analyzing if signal of the previously analyzed sample is present [177]. 

To evaluate the carry-over effect, five blank samples were analyzed after the injection of the 

highest level of concentration standard, 0.60 μM for solvent and 12.04 μM for plasma samples. It 

was used as blank methanol and 75% methanol for solvent and plasma, respectively. This 

procedure was repeated in three different days.  
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As an acceptance criteria, the carry‐over of the blank sample following a high concentration 

standard should not be greater than 20% of the LOQ and 5% for the internal standard [177, 182]. 

 

4.8.8. Recovery 
 

This analysis should be performed by comparing the analytical response obtained for the 

analyte added in the biological matrix before the sample clean-up procedure, at three different 

concentration levels, with the response obtained in the analysis of samples that were spiked with 

the analyte, at a known concentration, after the extraction method, which represents 100% of 

recovery [181]. Thus, to evaluate the recovery, three levels of concentration were selected (low, 

medium and high), corresponding to 0.07, 0.5 and 0.8 µM, each one prepared in triplicate. The 

plasma was used from a pool of different aliquots since these sample were collected with different 

collection tubes who contained different coagulants. For each level of concentration, two aliquots 

were set. One contained 100 µL of plasma, to which 10 µL of a mix solution with the six analytes 

and internal standards were added, followed by 290 µL of methanol and then subjected to the 

extraction method. In turn, the other aliquot contained 100 µL of plasma and 300 µL of methanol 

and was first subjected to the extraction procedure, being then added 10 µL of the mix solution 

to the supernatant.  

The determination of the recovery, in percentage, was performed through equation (4.21) 

[186, 193]. 

 

%𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
𝐴𝑎𝑏/𝐴𝐼𝑆𝑏

𝐴𝑎/𝐴𝐼𝑆
𝘹 100                                                                                  (4.21) 

 

where 𝐴𝑎𝑏 and 𝐴𝐼𝑆𝑏 are the response of the analyte and internal standard spiked into the matrix 

before the extraction procedure, while 𝐴𝑎 and 𝐴𝐼𝑆 are the response of the analyte and internal 

standard spiked into the matrix, at the same concentration level, after the extraction procedure, 

respectively.  

Although high recovery values are desirable to maximize the sensitivity of the method, it does 

not need to be 100%, but it should be consistent, accurate, and reproducible [192]. Despite there 

are no specific criteria to evaluate this parameter, some guidelines specify that it should be greater 

than 50% [181]. When analyzing the internal standard, its recovery should be within 15% of the 

value determined for the analyte [186]. 
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4.8.9. Matrix effects 
 

The principal approach of this experiment is to compare the peak area of the analyte spiked 

in blank matrix extracts from different origins with pure solutions containing equivalent amounts 

of the analyte [182, 193]. This should be performed using at least six blank samples from different 

origins and for three concentration levels [177, 182, 187, 192]. However, as mentioned, the 

plasma was used from a pool, due the difference between the collection tubes on which the 

samples were collected. 

To evaluate the matrix effect, three levels of concentration were selected (low, medium and 

high), corresponding to 0.07, 0.5 and 0.8 µM, and prepared in triplicate. In plasma samples, 100 

µL of plasma were subjected to the extraction procedure and to the collected supernatant 10 µL 

of a mix solution containing the analytes and internal standards were added. It was prepared a 

standard solution in methanol which was spiked with 10 µL of the same mix solution. This was also 

prepared at the same levels of concentration used in the plasma samples. 

Matrix effect can be expressed in terms of matrix influence factor (f) and calculated through 

equation (4.22) [182].  

 

𝑓 =
𝐴 𝑝𝑜𝑠𝑡−𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑠𝑝𝑖𝑘𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒− 𝐴𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝐴𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
                                        (4.22) 

 

where 𝑓 is the matrix effect, 𝐴 𝑝𝑜𝑠𝑡−𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑠𝑝𝑖𝑘𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 is the peak area of the compound of 

interest spiked in the sample after the extraction procedure and 𝐴𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 is the peak 

area of the compound of interest at the same concentration but in a pure standard solution.  

Matrix factor can be defined as the ratio between the peak response in the presence of matrix 

ions and the peak response in the absence of matrix ions, where peak response is defined as the 

peak area or peak area ratio (ratio of the peak area of the analyte vs that of the internal standard) 

of chromatographic peaks. Because of the similarities in chemical properties and elution times of 

the stable-isotope labeled internal standard and the analytes, the matrix factors for an analyte 

and its stable-isotope labeled internal standard are usually similar [187].  

When using the previous equation, negative results indicate suppression, while positive 

results may indicate ion enhancement. A value equal to zero would represent no matrix effect 

[182, 192, 194]. As criteria to evaluate matrix effect, the variability in matrix factors, measured by 

the coefficient of variation (CV), should be lower than 15% [187, 192], since it indicates that 

changes in the matrix will not significantly influence the results [182]. The value of %CV may be 

assessed through equation (4.23) [186]. 
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%𝐶𝑉 =
𝑆

�̅�
𝘹 100                                                                                  (4.23) 

 

where %𝐶𝑉 is the coefficient of variation of the matrix effects, 𝑆 is the standard deviation and �̅� 

is the mean value. 

 

4.9. Application of the analytical method to biological samples 
 

After the validation procedure, the developed method was applied in biological samples, 

which included three different groups: negative control, positive control and PD patients. This 

application is essential to prove the reliability of the method. 

Eight, seven and seven samples were selected from the negative control group, PD patients’ 

group and positive control group, respectively. In the selection of plasma samples from patients 

and positive control group, its was taken into account the dose of medication that the patients 

were taking, in order to have a great variability of samples. Therefore, samples from patients 

which have been prescribed with low, medium and high doses of L-DOPA were chosen, in positive 

control samples and PD patients’ samples. In the control group, the criteria taken into account 

was the age, since samples from patients with similar age to those selected from the other groups 

were preferred.   

All plasma samples were processed according with the extraction protocol stated in section 

4.7. To each plasma aliquot (100 µL), 10 µL of a mix containing the six internal standards were 

added. Then, 10 µL of each sample were injected into the LC-MS/MS system. The samples were 

processed in a specific order: negative control samples, PD patients’ samples, positive control 

samples. 
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5. Results and discussion  
 

5.1. Method development 
 

In this project, the method development and validation involved the analysis of six analytes 

(L-tyrosine, L-DOPA, DA, 3-MT, DOPAC and HVA). The results obtained during this process and 

used to determine which parameters to use in the spectrometric settings are presented in this 

section. The optimization of these parameters is essential to establish the optimal conditions for 

each one of the analytes, namely the best ionization conditions to reduce the fragmentation and 

achieve the maximum abundance of the protonated molecules.  

 

5.1.1. Fragmentation spectra 
 

During the method development, the fragmentation spectra of each one of the analytes were 

obtained to determine the transitions to monitor throughout the validation process. The 

fragmentation spectra are representative of the fragments formed in the collision cell due to the 

dissociation of energetically unstable molecular ions. Thus, to obtain these spectra with the 

possible fragments formed by each analyte, it is applied a gradual increase in the CE applied to 

the analyte. This allows to select the ion to monitor, once the product ions are generated at 

different collision energies, and to find the optimum CE for each product ion. In Figure 5.1 it is 

presented an example of the CE values corresponding to three different fragments of DA, where 

it is possible to notice that the smaller fragment (p. e. m/z of 65.0) need higher collision energies, 

while the largest fragment (p. e. m/z of 137.2) require lower collision energies. This represents the 

quantity of energy that the precursor ion receives, being accelerated in the collision cell, where it 

collides with gas molecules and then fragments. 
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Figure 5.1. Collision energy ramping values for three fragments of dopamine. Each peak is signaled 

with the corresponding fragment. It is possible to notice that smaller fragments will need higher collision 

energies, while the largest fragments are produced with lower energies. 

 

Besides the CE, there is another parameter which also should be optimized, namely the DP. 

This parameter is important to minimize solvent cluster ions that may attach to the analyte. The 

DP is adjusted by raising it high enough so that adduct peaks are eliminated but not so high that 

the analytes begin to fragment. When performing the optimization of this parameter, as seen in 

Figure 5.2, the maximum height of the peak will correspond to the best value of DP. 

 

 
 

Figure 5.2. Declustering potential ramping for dopamine. Results show a maximum intensity at 56V for 

this molecule.  

 

After the optimization of the indicated parameters, the fragmentation spectra of each one of 

the studied analytes can be found, presenting all the fragments obtained in CID conditions. These 

spectra allow to determine which transitions to monitor during the method development. In MRM 
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detection, product ions with lower m/z values are problematic, once the chemical noise 

(background) is more intense at these values. Then, the ideal product ion to monitor when using 

MRM detection is the one observed at a good relative abundance in the spectrum. 

The fragmentation spectrum of DA (Figure 5.3) presents a peak with m/z of 154.20, which 

corresponds to the intact molecule and three other intense fragments with m/z of 65.07, 91.09 

and 137.18, which were chosen to monitor the analyte. The peak with m/z of 154.20 is obtained 

when the least amount of collision energy was applied, since that energy was not enough to 

fragment the analyte. The energy necessary to obtain the remaining fragments is the determinant 

factor when choosing the fragments to monitor, since the fragments that require higher CE are 

less likely to be produced, while the other fragments are more sensitive and easily formed.  

 

 

 
 

Figure 5.3. Average fragmentation spectrum of dopamine, with m/z of 154.20 [M+H]+. The fragments 

were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V by direct 

infusion at 10 µL/min of a 1 µM dopamine hydrochloride solution. The main peaks are illustrated with the 

respective fragment. 

 

The fragments present in the average fragmentation spectrum of DA are characteristic of the 

molecule and are due to the loss of parts of the intact molecule, as illustrated in Figure 5.4. The 

fragment with higher intensity (m/z of 137.18) corresponds to [M+H-NH3]+, the second most 

intense (m/z of 119.17) corresponds to [M+H-NH3-OH]+ and the last (m/z of 65.07) corresponds to 

C5H5
+. The represented fragments are the ones illustrates in Figure 5.3. 

 

 

 

 

 

 

+ 

+ 
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Figure 5.4. Characteristic fragments observed in mass spectrometry for dopamine [M+H]+, with m/z of 

154,20. Adapted from: [208, 209]. 

 

When it comes to the internal standard (Figure 5.5), the peak with m/z of 158 corresponds 

to the intact analyte, as it is a tetra deuterated molecule (DA-d4). The fragments to monitor in the 

internal standard analysis are 95.06, 123.08 and 141.09. It is important to notice that the 

fragmentation of DA-1,1,2,2-d4 is similar to the fragmentation of DA hydrochloride, since the 

difference between them only relies on the substitution of four hydrogens by four deuteriums.  

 

 
 

Figure 5.5. Average fragmentation spectrum of dopamine-1,1,2,2-d4, with m/z of 158.12 [M+H]+. The 

fragments were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V 

by direct infusion at 10 µL/min of a 5 µM dopamine-1,1,2,2-d4 solution. 

 

It was also performed an analysis of DA using the MRM triple quadrupole operating in the 

negative mode. In this analysis, the m/z corresponding to the entire analyte was 152.20, once the 

analyte was in the deprotonated state. However, the peaks intensity was lower than the one 

m/z 65 

m/z 119 

m/z 154 

m/z 137 

+ 

+ 

+ 

+ 

H+ + 
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obtained in the positive mode. Then, for this reason, it was stated that the analysis of DA would 

be performed using the MRM triple quadrupole operating in the positive mode. 

The same approach was used with L-tyrosine (Figure 5.6). The analyte was clearly identified 

by MS/MS fragmentation of the precursor ion [M+H]+, which corresponds to the peak with m/z of 

182.19, when lower CE was applied. It can also be observed in the fragmentation spectrum three 

other intense peaks, corresponding to the fragments with m/z of 91.06, 136.18 e 165.13, which 

were chosen to be monitored. The first fragment results from cleavage of the ammonia unit, the 

second is produced by the consecutive loss of water and a carbonyl group, and the last results 

from the consequent loss of the ammonia, a water molecule and a carbon group.  

 

 

 
 

Figure 5.6. Average fragmentation spectrum of L-tyrosine, with m/z of 182.19 [M+H]+. The fragments 

were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V by direct 

infusion at 10 µL/min of a 1 µM L-tyrosine solution. The main peaks are illustrated with the respective 

fragment. 

 

In the fragmentation spectrum of the internal standard (Figure 5.7), it is possible to see, once 

again, a similarity with the spectra of the analyte, since the only difference existing between them 

arises from the substitution of the hydrogens for deuterium. Then, in this spectrum, the peak with 

m/z of 189.07 corresponds to the intact molecule and the fragments that were chosen to be 

monitored were 96.07, 143.09 e 172.02, since they are those with higher intensity.  
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Figure 5.7. Average fragmentation spectrum of L-tyrosine (d7), with m/z of 189.07 [M+H]+. The 

fragments were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V 

by direct infusion at 10 µL/min of a 1 µM L-tyrosine (d7) solution. 

 

In the fragmentation spectrum of L-DOPA (Figure 5.8), the peak with m/z of 198.03 

corresponds to the intact molecule, since it required less energy to be formed. The fragments with 

m/z of 181.00, 152.01 and 135.01 were chosen to be monitored in the posterior analysis of this 

analyte.  
 

 

 
 

Figure 5.8. Average fragmentation spectrum of levodopa, with m/z of 198.03 [M+H]+. The fragments 

were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V by direct 

infusion at 10 µL/min of a 1 µM levodopa solution. The main peaks are illustrated with the respective 

fragment. 

 

When it comes to the internal standard (Figure 5.9), the peak with m/z of 201.25 refers to 

the intact analyte and the fragments with m/z of 183.15, 154.18 and 137.15 were chosen to be 

monitored. 

+ 
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Figure 5.9. Average fragmentation spectrum of levodopa (ring-d3), with m/z of 201.25 [M+H]+. The 

fragments were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V 

by direct infusion at 10 µL/min of a 1 µM levodopa (ring-d3) solution. 

 

In the spectrometric analysis of 3-MT (Figure 5.10) it is possible to find a peak with a m/z of 

168.17, which is represented with the intact molecule. As seen in the spectrum, the fragments 

with m/z of 151.13, 119.11 and 91.02 are three of the most intense fragments, and, consequently, 

these were chosen to monitor the analyte.  

 

 

  
 

Figure 5.10. Average fragmentation spectrum of 3-methoxytyramine, with m/z of 168.17 [M+H]+. The 

fragments were obtained by ESI in positive ionization mode and varying the collision energy from 5V to 130V 

by direct infusion at 10 µL/min of a 1 µM 3-methoxytyramine solution. The main peaks are illustrated with 

the respective fragment. 

 

In the spectrum of the internal standard (Figure 5.11), the peak with a m/z of 172.11 

corresponds to the molecule and the fragments with m/z of 155.09, 123.08 and 95.07 were chosen 

to the posterior analysis. 

+ 

+ 

+ 
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Figure 5.11. Average fragmentation spectrum of 3-methoxytyramine (1,1,2,2-d4), with m/z of 172.11 

[M+H]+. The fragments were obtained by ESI in positive ionization mode and varying the collision energy 

from 5V to 130V by direct infusion at 10 µL/min of a 1 µM 3-methoxytyramine (1,1,2,2-d4) solution. 

 

The fragmentation spectra of DOPAC and its internal standard were acquired in negative 

ionization mode. In the DOPAC spectrum (Figure 5.12), the peak with m/z of 167.11 corresponds 

to the intact molecule and the peak with m/z of 123.10 matches with a characteristic fragment of 

this analyte. The intensity of the remaining fragments is lower when compared with the most 

intense peak, which difficult their identification within the spectrum. However, two other 

transitions were chosen, which were used as qualifiers. Then, the fragments with m/z of 123.10, 

122.20 and 95.20 were chosen to monitor the analyte.  

 

 

 

 
 

Figure 5.12. Average fragmentation spectrum of 3,4-dihydroxyphenylacetic acid, with m/z of 167.11 

[M+H]+. The fragments were obtained by ESI in negative ionization mode and varying the collision energy 

from -130V to -5V by direct infusion at 10 µL/min of a 10 µM 3,4-dihydroxyphenylacetic acid solution. The 

main peaks are illustrated with the respective fragment. 

 

In what concerns to the internal standard (Figure 5.13), only one characteristic fragment is 

clearly visible in the spectrum, since the other fragments also present a very low intensity. In this 

+ 
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case, the fragments with m/z of 128.22, 126.20 and 100.20 were chosen for the analysis of the 

molecule. 

 

 

Figure 5.13. Average fragmentation spectrum of 3,4-dihydroxyphenylacetic acid (Ring-d3, 2,2-d2), with 

m/z of 172.29 [M+H]+. The fragments were obtained by ESI in negative ionization mode and varying the 

collision energy from -130V to -5V by direct infusion at 10 µL/min of a 10 µM 3,4-dihydroxyphenylacetic 

acid (Ring-d3, 2,2-d2) solution. 

 

In the analysis of HVA and its internal standard, the mass spectrometer was also operated in 

negative ionization mode. In Figure 5.14 it is possible to see that, as in DOPAC analysis, not all the 

fragments are clearly visible in the fragmentation spectrum, even though in this case it can be 

seen quite well two fragments. For HVA, fragments with m/z of 137.25, 136.7 and 122.18 were 

chosen to monitor this molecule.  

 

  

Figure 5.14. Average fragmentation spectrum of homovanillic acid, with m/z of 181.32 [M+H]+. The 

fragments were obtained by ESI in negative ionization mode and varying the collision energy from -130V to 

-5V by direct infusion at 10 µL/min of a 1 µM homovanillic acid solution. The main peaks are illustrated with 

the respective fragment. 

 

The internal standard spectrum also presents two of the characteristic fragments of the 

molecule with higher intensity, being that the fragments with m/z of 140.26, 139.80 and 122.19 

were chosen to identify this analyte in the following analysis. 

+ 

+ 
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Figure 5.15. Average fragmentation spectrum of homovanillic acid (d3), with m/z of 184.35 [M+H]+. 

The fragments were obtained by ESI in positive ionization mode and varying the collision energy from -130V 

to -5V by direct infusion at 10 µL/min of a 1 µM homovanillic acid (d3) solution. 

 

5.1.2. Compound identification 
 

The previous data allows to choose the ion transitions (m/z) that will be monitored in the 

MRM mode to each analyte and internal standard. The selected transitions are presented in Tables 

5.1 and 5.2. 

 

Table 5.1. MRM transitions and respective retention time (RT) used in the identification of the 

studied analytes. 
 

Compound 
Transitions (m/z) 

RT (min) 
Q1 Q3 

L-tyrosine 182.2 

91.1 

0.68 136.2 

165.1 

L-DOPA 198.2 

135.1 

0.68 152.1 

181.1 

DA 154.2 

65.0 

0.71 91.1 

137.2 

3-MT 168.3 

91.0 

0.71 119.1 

151.1 

DOPAC 167.0 

95.2 

3.38 122.2 

123.2 

HVA 181.0 

122.2 

3.68 136.7 

137.2 
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Table 5.2. MRM transitions and respective retention time (RT) used in the identification of the 

studied internal standards. 
 

Compound 
Transitions (m/z) 

RT (min) 
Q1 Q3 

L-tyrosine_d7 188.2 

96.1 

0.68 143.2 

172.2 

L-DOPA_d3 200.2 

154.1 

0.68 155.2 

183.2 

DA_d4 157.1 

94.1 

0.71 95.1 

141.2 

3-MT_d4 171.1 

68.0 

0.71 94.0 

123.1 

DOPAC_d5 173.2 

100.2 

3.38 126.2 

128.2 

HVA_d3 185.2 

122.2 

3.68 139.8 

140.3 

 

To accommodate possible changes that occur at the level of the sample preparation process, 

it is important to use an internal standard. However, the choice of an adequate internal standard 

relies on some specific criteria. The internal standard is a compound that should not be present in 

the samples that will be analyzed, it should be chemically and physically similar to the analyte 

under study (usually, a stable-isotope-labelled internal standard), it should elute in a similar 

retention time to the analyte and present a similar signal intensity [165].  

It is often used as stable-isotope the deuterium. In this case, the molecular weight of the 

compound is higher than the unlabeled precursor, which ensures that the ions in the molecular 

ion region of the unlabeled compound does not occur in the same m/z region as those from the 

labeled molecule [165]. 

Therefore, for these reasons, it was stated that the deuterated compounds of each analyte 

would be used as its respective internal standards. 
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5.1.3. Plasma analysis 
 

As a first step prior to the validation procedure, several analyzes in solvent were performed 

to discover the working range that should be used during the development and validation of the 

current method. Before evaluating if the working range was adequate to perform the validation 

in plasma samples, some preliminary tests in matrix were required.  

Human plasma samples were fortified with the analytes under study to verify if all of them 

could be properly detected in the matrix. Then, three different aliquots containing 80 µL of plasma 

were prepared. The first aliquot was spiked with 10 µL of a mix containing the six analytes and 10 

µL of a mix containing the six internal standards before the extraction procedure. The second 

aliquot was spiked with 10 µL of the mix with the internal standards before the extraction and 

with 10 µL of the mix with the analytes after the extraction. Finally, the third aliquot was only 

spiked with 10 µL of the internal standard mix but not with the analytes, which allowed us to 

analyze this aliquot as a “blank” matrix. The plasma samples were all subjected to the same 

extraction procedure (section 4.7). 

In this analysis, samples which were evaporated and resuspended after the extraction were 

compared with samples which were not subjected to the evaporation step (the supernatant was 

placed in a vial and analyzed), to define the proper extraction method to apply to plasma samples. 

This allowed to conclude that, in overall, better results were obtained in the samples that were 

not evaporated. An example of that is presented in Figure 5.16, where it is possible to see that the 

intensity of DA is higher when no evaporation is performed. 

 

 

Figure 5.16. Chromatogram of the fragment with m/z 91.1 of dopamine in a sample that was not 

evaporated and resuspended, being the supernatant injected into the LC-MS/MS system (a) and in a sample 

that was evaporated and resuspended (b). 

 

The results also allowed to conclude that only one analyte (HVA) could be properly detected 

in the “blank” matrix, since the remaining analytes did not produce any peak response (see 

appendix 8.2). In Figure 5.17 there is an example of one of DA fragments, were it is possible to see 

a lack of response in the matrix (Figure 5.17 a)). Moreover, it was also possible to see that there 

a) b) 
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were several losses during the extraction procedure, by comparing the samples who were spiked 

before and after the extraction procedure (Figure 5.17 b) and c), respectively). 

 

 
 

Figure 5.17. Analysis of the fragment with m/z 91.1 of dopamine in a “blank” plasma sample (a), in a 

plasma sample that was spiked with 10 µL of a mix containing the six analytes and the six internal standards 

before the extraction procedure (b), and in a plasma sample that was spiked with 10 µL of a mix containing 

the six analytes and the six internal standards after the extraction procedure (c). 

 

Since it was notice that in “blank” plasma sample any endogenous analyte was detected, it 

was performed a study using different amounts of plasma, to analyze if the lack of response could 

be due to the small amount of plasma used in the previous analysis (80 µL). Therefore, 200 µL, 

300 µL and 400 µL of plasma were tested. However, no peak response was obtained to the same 

analytes (see appendix 8.3). An example of one of DA fragments is presented in Figure 5.18, were 

it is possible to see an apparent signal suppression at the expected retention time. 

 

 
 

Figure 5.18. Chromatogram of the fragment with m/z 91.1 of dopamine in 200 µL (a), 300 µL (b) and 

400 µL (c) of plasma. 

 

In what concerns to detection of endogenous L-tyrosine in plasma, it was possible to observe 

a peak in the expected retention time of L-tyrosine, however, its intensity was constant, 

independently of the amount of plasma used. This raised some doubts about the reliability of the 

data and it was considered that maybe this peak did not correspond to L-tyrosine and was an 

artifact of the matrix, making its detection in plasma samples doubtful. 

Nevertheless, before proceeding with the validation methodology, the working range used in 

the analysis in solvent was evaluated in plasma. This allowed to test the lowest concentrations 

that could be detected in plasma samples and choose the concentration range to be used in the 

a) b) c) 

a) b) c) 
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linearity study. It was stated that the concentration range in plasma would be the double of the 

one used in the solvent, since the results showed that the values used in solvent were too low to 

detect in plasma and that higher concentrations could be achieved with a linear behavior. Even 

though DA and L-DOPA were detected in spiked samples in the previous analysis, in the calibration 

curve both analytes were not properly detected, which may indicate that the peaks that had been 

identified could not correspond to the analytes. 

Taking into account the difficulties found in the detection of L-tyrosine, L-DOPA and DA in 

plasma samples, it was stated that the validation procedure would be performed in solvent and 

plasma. Therefore, all DA metabolism was analyzed in solvent while in plasma only 3-MT, DOPAC 

and HVA were considered. However, it is important to highlight that not all the validation 

parameters were evaluated in solvent, for instance the recovery and matrix effects, since these 

can only be studied in matrix samples. 

This analysis was important to highlight the difficulties faced during a method development 

and that this process is hard-working and time-consuming. Taking into account the amount of 

time available to perform the current work, it was not possible to perform more tests in order to 

improve the chromatographic analysis and detect all the analytes in plasma samples.  

 

 

5.2. Analytical method validation 
 

The data that is presented in this section was analyzed through an Excel® spreadsheet that 

was specifically developed for the analysis of analytical method validation, which applies all the 

criteria presented in section 3.9. Due to the wide results obtained for each validation parameter, 

only the main results and some examples of the application of the criteria are expressed in this 

section. The remaining results are presented in the appendices. 

 

5.2.1. Selectivity 
 

During the method development and validation, it is essential to prove that the method is 

capable of measure the intended analyte(s) and that their quantification is not affected by the 

presence of other endogenous compounds existing in the biological matrix [187]. Then, evidence 

should be provided that the substance quantified is the intended analyte, being very important to 

obtain a signal free from the influence of any other specie present in the sample matrix [210]. 

A common approach to establish the method selectivity is to demonstrate lack of response 

in blank matrices, in order to prove that there are no signals interfering with the signal of the 



 
83 5. Results and discussion| 

analyte and/or the internal standard [181, 184, 211]. This approach has become state of the art, 

and the requirement that was established was that it should be analyzed, at least, six different 

sources of blank plasma [184, 211]. Once interferences, even if present in small quantities, can 

affect the quantification of unknown samples with concentrations near the LOQ, the selectivity 

should be established with respect to interferences from endogenous substances [212]. The blank 

matrix, if not containing the potential interfering compounds, are spiked with the pure substance 

of interest, and its signal is compared with the signal obtained with blank matrices, processed 

without the analyte [204].  

Thus, in plasma analysis, six independent sources of blank matrix were divided into two 

aliquots. One aliquot was spiked with the analytes and internal standards (positive samples) and 

the other was not spiked with any compound (negative samples). In solvent, three positive and 

negative samples were used, being that positive aliquots were spiked with the compounds and 

negative aliquots were not spiked with anything. 

Examples of the results obtained in the analysis of selectivity in solvent and plasma are 

presented in Figure 5.19 and Figure 5.20, for both positive and negative samples. Through the 

visual evaluation of the obtained chromatograms we can verify that in the negative samples there 

is no peak with the same RT as the analytes.  

 

 

Figure 5.19. Chromatographic spectra of the fragment with m/z 91.0 of 3-methoxytyramine for the 

selectivity in plasma. a) Six different sources of blank plasma samples that were not spiked with any 

compound (negative samples). b) Six blank plasma samples spiked with a mix containing the analytes and 

the internal standards (positive samples). 

 

 

 

a) b) 
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Figure 5.20. Chromatographic spectra of the fragment with m/z 91.1 of dopamine for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

For a proper identification of the analytes under study, the WADA criteria were applied, as 

established in section 4.8.1 [196]. The data obtained for both positive and negative samples was 

analyzed through a specific excel spreadsheet, properly developed for the analysis of analytical 

method validation data. The criteria applied in the negative samples were the opposite of the 

positive ones.  

According to the WADA criteria, when analyzing the performance of the chromatographic 

separation, both RT and RTratio can be used to assess this parameter, being usually chosen the 

smaller value [196]. Then, in the present study, it was decided to use the RT of the analyte, since 

the use of the RTratio did not allowed to validate this parameter, because most values did not fulfill 

the established criteria.  

In Table 5.3 there is an example of one of the three solvent samples that were used to study 

the selectivity of DA in solvent. The values of all the transitions were within the criteria in positive 

and negative samples. The remaining positive and negative samples also fulfil the WADA criteria 

(Table 8.3, appendix 8.4). Since the negative samples did not present any interference, the method 

proved to be selective for DA in solvent. 

 

 

 

 

 

 

a) b) 
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Table 5.3. Application of the acceptance WADA criteria for the identification of dopamine in 

solvent. 
 

C
ri

te
ri

a 
Transition Relative abundance S/N ΔRT 

154.2/65.0 8.999 18.999 

>3 

0.684 0.711 

154.2/91.1 26.485 39.727 0.683 0.711 

154.2/137.2 90.000 110.000 0.680 0.708 

P
o

si
ti

ve
 #

1
 Transition Absolute area 

Relative 

area 
S/N RTA RTIS RTratio 

154.2/65.0 75383.131 13.999 1014.081 0.697 0.689 1.013 

154.2/91.1 178276.702 33.106 1497.620 0.697 0.689 1.013 

154.2/137.2 538499.379 100.000 1858.686 0.694 0.689 1.008 

N
eg

at
iv

e 
#1

 Transition Absolute area 
Relative 

area 
S/N RTA RTIS RTratio 

154.2/65.0 - - - - - - 

154.2/91.1 - - - - - - 

154.2/137.2 - - - - - - 

 

In Table 5.4 there is an example of one of the six plasma samples that were used to study the 

selectivity of 3-MT in plasma. In the analysis of 3-MT, the third fragment (151.1) did not allowed 

to validate the obtained data, since it would not fulfil the criteria applied in the study. Moreover, 

there were some doubts about the reliability of the chromatograms of this fragment due to the 

differences obtained when compared with the other two. Then, this fragment was not used in the 

evaluation of any validation parameter of 3-MT in solvent and plasma samples. 

 

Table 5.4. Application of the acceptance WADA criteria for the identification of 3-

methoxytyramine in plasma. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

168.3/91.0 1.279 3.837 
>3 

0.730 0.760 

168.3/119.1 90.000 110.000 0.728 0.758 

P
o

si
ti

ve
 #

1
 

Transition Absolute area 
Relative 

area 
S/N RTA RTIS RTratio 

168.3/91.0 108406.439 100.000 528.002 0.745 0.737 1.010 

168.3/119.1 65814.452 60.711 482.206 0.743 0.737 1.008 

N
eg

at
iv

e 
#1

 

Transition Absolute area 
Relative 

area 
S/N RTA RTIS RTratio 

168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 
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From the analysis of the table, it is possible to conclude that positive and negative samples 

are within the WADA criteria. Moreover, the remaining five positive and negative samples were 

also in accordance with the criteria used (see Table 8.9, appendix 8.4), which demonstrates that 

the developed method is selective for 3-MT in plasma samples. 

In solvent, DOPAC and HVA data were within the criteria (see Tables 8.7 and 8.8, appendix 

8.4) and the method proved to be selective for these molecules in solvent. In turn, some values of 

RTA of L-tyrosine, L-DOPA and 3-MT did not fulfil the criteria (see Tables 8.4-8.6, appendix 8.4), 

however, it is possible to see through visual evaluation of the chromatographic spectra of the 

molecules that there is no peak in the negative samples (see Figure 8.10-8.17, appendix 8.4), which 

means that no interferences occur at the same retention time of the analytes. Then, the method 

is also selective for these two molecules. 

In plasma samples, the method proved to be selective for DOPAC and HVA in plasma (see 

Tables 8.10 and 8.11, appendix 8.4), since both positive and negative samples were within the 

criteria. 

 

5.2.2. Linearity  
 

After being known the selectivity of the method it is important to evaluate the relationship 

between the concentration of the analyte and the respective detector response, throughout the 

working range [184]. The evaluation of this parameter is essential to prove that the developed 

method leads to results that are directly proportional to the concentration of the analyte under 

study in the analyzed samples. This can be achieved by analyzing spiked calibration samples and 

plotting the respective responses versus the concentrations.  

Then, to perform the linearity study, it was assumed that the obtained results followed the 

simplest linear regression model. Due to the difficulties encountered in the detection of DA, L-

DOPA and L-tyrosine in plasma samples during the method development, linearity was studied in 

both solvent and plasma samples. The calibration curve of the fragment with m/z 91.1 of DA is 

represented in Figure 5.21.  
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Figure 5.21. Calibration curve for the fragment with m/z 91.1 of dopamine in solvent. 

 

The model appears to be linear for all the molecules, either in solvent and plasma samples, 

within the working range. In concern with the criteria applied in the classical linear regression, all 

the molecules were in accordance with the criteria, presenting R2>0.99 (Tables 5.5 and 5.6) and 

the confidence interval containing zero. However, since the use of this parameter is not sufficient 

to prove the linearity of the method, other parameters, for instance the double of the standard 

error of the regression (Sy/x) and a visual inspection of residuals versus concentration were used 

to evaluate the method. Even though visually all the molecules present a randomly distribution 

around the x axis in the residual evaluation, some of the absolute values of residuals did not fulfil 

the criteria of being less than the double of Sy/x (see appendix 8.5 to appendix 8.13).  

 

Table 5.5. Results obtained in the study of the simple linear regression model for each analyte in 

solvent.  
 

Compound Transition1 

Working 

range 

(pmol/µL) 

Calibration curve R2 Sy/x 

L-tyrosine 182.2/136.2 0.005-0.5 y = 0.2564x + 0.0164 0.997 0.029 

L-DOPA 198.2/152.1 0.01-0.6 y = 0.3087x + 0.0045 0.996 0.043 

DA 154.2/91.1 0.005-0.5 y = 0.6228x + 0.0124 0.995 0.081 

3-MT 168.3/119.1 0.003-0.5 y = 0.3524x + 0.0211 0.997 0.039 

DOPAC 167.0/123.2 0.01-0.6 y = 0.2542x + 0.0129 0.999 0.023 

HVA 181.0/137.2 0.003-0.5 y = 0.1407x + 0.0069 0.997 0.015 

1Transition used in quantification 

y = 0.6228x + 0.0124
R² = 0.995
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Table 5.6. Results obtained in the study of the simple linear regression model for each analyte in 

plasma.  
 

Compound Transition1 

Working 

range 

(pmol/µL) 

Calibration curve R2 Sy/x 

3-MT 168.3/119.1 0.005-1.0 y = 0.3106x + 0.0546 0.995 0.082 

DOPAC 167.0/123.2 0.005-1.0 y = 0.2372x + 0.0239 0.995 0.066 

HVA 181.0/137.2 0.005-1.2 y = 0.1293x + 0.0532 0.996 0.036 

1Transition used in quantification 

 

5.2.2.1. Mandel test 
 

The Mandel’s fitting test was used to evaluate the linearity of the calibration curves and which 

regression model better fits the data [200, 202]. 

All Fcal values showed to be less than the value of Fcrit, meaning that there is no significant 

difference between the variances and that the linear adjustment is the more appropriate for the 

calibration curves of the analytes (Tables 5.7 and 5.8). 

 

Table 5.7. Results obtained from the Mandel test for each molecule in solvent. 
 

Compound Transition1 Mandel test (Fcal) 
Fcrit  

(N-1; N-1; 0.95) 

L-tyrosine 182.2/136.2 0.36 12.246 

L-DOPA 198.2/152.1 2.17 12.246 

DA 154.2/91.1 3.97 12.246 

3-MT 168.3/119.1 -0.75 12.246 

DOPAC 167.0/123.2 2.16 12.246 

HVA 181.0/137.2 -1.32 11.259 

1Transition used in quantification 
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Table 5.8. Results obtained from the Mandel test for each molecule in plasma. 
 

Compound Transition1 Mandel test (Fcal) 
Fcrit  

(N-1; N-1; 0.95) 

3-MT 168.3/119.1 -6.11 11.259 

DOPAC 167.0/123.2 -3.77 11.259 

HVA 181.0/137.2 3.52 11.259 

1Transition used in quantification 

 

5.2.3. Working range 
 

When using linear regression model, it is assumed that the variances of measured values are 

constant over the working range (homoscedastic data) [184] and that the residuals are randomly 

distributed along the 𝑥-axis [198]. However, in analytical methodologies it is essential to confirm 

if there is a significant difference between the variances within the limits of the range [198]. 

Usually, when the concentration range is large it is expected that there is a difference in the 

variances and that higher concentrations present larger deviations, which may influence the 

regression line more than deviations associated with smaller concentrations [198]. Then, plots of 

residuals versus concentration were obtained to all the analytes, being presented an example of 

the fragment with m/z 91.1 of DA in Figure 5.22. It is possible to verify that there is an increase of 

the variances as a function of concentration, which leads to the hypothesis of heteroscedastic 

data. Nevertheless, a test of homogeneity of variances (F-test) should be performed in order to 

confirm the results. 

 

 

 

 

 

 

 

 

 

Figure 5.22. Plot of the residuals versus concentration used in the homoscedasticity study of the 

fragment with m/z 91.1 of dopamine. Ten replicates of the lowest and highest calibrant were analyzed to 

evaluate their variance.  
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The test used to evaluate the variances allowed to observe differences between the values 

of the variances within the limits of the working range (0.015-0.6 µM in solvent and 0.03-1.2 µM 

in plasma samples).  

The results obtained in the homogeneity test (Tables 5.9 and 5.10) show that values of Fcal 

are higher than the tabled value of Fcrit for every molecule, in solvent and plasma. Then, there is a 

significant difference between the variances, which means that there is a heteroscedasticity in the 

data for all the studied compounds. 

 

Table 5.9. Results obtained from the homoscedasticity test for each analyte in solvent. 
 

Compound Transition1 
Test of homogeneity 

of variances (Fcal) 

Criteria  

Fcal ≤ Fcrit (N-1; N-1; 0.95) 

L-tyrosine 182.2/136.2 4918.647 

Fcal ≤ 6.541 F (9; 9; 0.95) 

L-DOPA 198.2/152.1 3435.369 

DA 154.2/91.1 871.316 

3-MT 168.3/119.1 4886.444 

DOPAC 167.0/123.2 4034.076 

HVA 181.0/137.2 521.171 

1Transition used in quantification 

 

Table 5.10. Results obtained from the homoscedasticity test for each analyte in plasma. 
 

Compound Transition1 
Test of homogeneity 

of variances (Fcal) 

Criteria  

Fcal ≤ Fcrit (N-1; N-1; 0.95) 

3-MT 168.3/119.1 250.035 

Fcal ≤ 6.541 F (9; 9; 0.95) DOPAC 167.0/123.2 774.573 

HVA 181.0/137.2 44.136 

1Transition used in quantification 

 

5.2.3.1. Weighted least squares linear regression 
 

Once heteroscedasticity was proven through the homoscedasticity test, the choice of an 

appropriate regression model is requested [184]. When using heteroscedastic data, there are 

different approaches that can be followed. It is possible to reduce the working range until reach 
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the homoscedasticity (Fcal ≤ Fcrit) [180], to use the inverse of variance (
1

𝑆2) in each point of the 

calibration curve or to use weighted least squares linear regression, choosing the appropriated 

weighting factor [198]. Due to the influence of higher concentrations being different from those 

of smaller concentrations, it was used the weighted least squares linear regression to compensate 

these deviations. The empirical weights 
1

𝑥
;  

1

𝑥2 ;  
1

√𝑥
;  

1

𝑦
;  

1

𝑦2 ;  
1

√𝑦
 were studied in order to find the 

best regression model for each compound [198, 204], through the evaluation of the %RE and R2. 

In order to choose the weighting factor, it was used the percentage of the relative error 

(%RE), which compares the estimated concentration, from the regression equation obtained for 

each wi, with nominal standard concentration in the sample [198]. The best weighting factor is the 

one that presents the lower value of the sum of the relative errors (∑ |%𝑅𝐸|) in the working range 

[198, 213]. 

In Table 5.11 is presented the data of the %RE for the fragment with m/z 91.1 of DA, in order 

to determine the best fitting model for the calibration curve.  

 

Table 5.11. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 91.1 of dopamine in solvent. 
 

Nominal 
concentration 

(µM) 

Model 1  
 

Unweighted 
(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 194.51 102.64 39.75 134.14 81.04 161.92 181.92 

0.05 38.29 67.63 78.93 64.35 63.98 70.92 68.48 

0.1 59.09 49.74 52.65 39.70 39.59 51.27 46.42 

0.15 28.51 21.30 21.04 27.50 28.00 24.76 29.05 

0.25 37.75 38.30 35.41 34.28 30.54 35.90 33.50 

0.5 32.46 33.93 31.75 34.63 33.51 32.25 32.48 

1.0 58.79 59.21 56.85 59.63 57.66 58.92 59.01 

2.0 30.66 30.64 23.38 29.40 21.31 30.67 30.09 

3.0 28.88 28.64 31.11 29.20 32.12 28.50 28.79 

4.0 10.27 9.92 17.44 10.44 18.33 9.76 10.03 

5.0 14.43 15.21 29.14 15.91 27.26 14.37 14.71 

6.0 13.23 12.84 11.18 12.87 9.27 13.61 13.53 

∑ |%𝑹𝑬| 546.87 469.99 428.63 492.07 442.61 532.84 548.01 

𝑹𝟐 0.99522 0.99520 0.97982 0.99530 0.98558 0.99611 0.99605 
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To choose the best model, it should present the lowest error and the R2 should be higher than 

0.99. According to what has been established, the ∑ |%𝑅𝐸| of the different weighting factors was 

compared. The analysis of these values allowed to verify that the models with the lowest relative 

error were model 2 (
1

𝑥
), model 3 (

1

𝑥2) and model 5 (
1

𝑦2). When analyzing the second criteria, the 

value of R2, it was possible to conclude that, from the previous models, model 2 (
1

𝑥
) was the best 

model to express the calibration curve behavior, since the other two models did not fulfil the 

criteria.  

When evaluating the data of %RE for the remaining analytes, some variation among the 

chosen model was observed. For L-tyrosine, L-DOPA, 3-MT and DOPAC in solvent (Tables 8.12 to 

8.15, appendix 8.14), the results were similar to the ones found for dopamine, were model 2 (
1

𝑥
) 

was found to be the best fitting model. For HVA in solvent and 3-MT in plasma (Tables 8.16 and 

8.17, appendix 8.14), model 4 (
1

𝑦
) presented the best results, being choose as the best fitting 

model. In turn, for DOPAC and HVA in plasma (see Tables 8.18 and 8.19, appendix 8.14), model 6 

(
1

√𝑥
) was the one that fulfilled the criteria, being the chosen model.  

 

5.2.4. Limit of detection and limit of quantification 
 

As already mentioned, there are three different approaches to determine the LOD and LOQ, 

namely the visual inspection, the S/N method, and the use of the analytical curve parameters [183, 

201]. Although not established which method should preferably be used, since they all present 

advantages and disadvantages, in the current project it was used the method based in the 

analytical curve parameters (slope and standard error). This approach has the advantage of 

presenting higher statistical reliability, once it takes into account the confidence interval of the 

regression.  

Thus, the LOD and LOQ were calculated through equations (4.13) and (4.14) (Section 4.8.3). 

After the choice of the best calibration model for all the molecules, the standard deviations were 

recalculated, using equation (4.16). 

A summary of the results obtained for the LOD and LOQ calculations are presented on Table 

5.12 and 5.13.  
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Table 5.12. Results obtained for LOD and LOQ for each analyte in solvent.  
 

Compound Transition1 LOD 
(pmol/µL) 

LOQ  
(pmol/µL) 

L-tyrosine 182.2/136.2 0.38 1.15 

L-DOPA 198.2/152.1 0.43 1.29 

DA 154.2/91.1 0.42 1.28 

3-MT 168.3/119.1 0.38 1.14 

DOPAC 167.0/123.2 0.26 0.79 

HVA 181.0/137.2 0.24 0.71 

1Transition used in quantification 

 

Table 5.13. Results obtained for LOD and LOQ for each analyte in plasma.  
 

Compound Transition1 LOD 
(pmol/µL) 

LOQ  
(pmol/µL) 

3-MT 168.3/119.1 0.85 2.58 

DOPAC 167.0/123.2 0.96 2.92 

HVA 181.0/137.2 1.02 3.08 

1Transition used in quantification 

 

From the obtained results, it was possible to see that, in solvent, DOPAC and HVA are the 

analytes that present lower limits, when compared with the remaining. In turn, in plasma, 3-MT 

is the analyte with lower limits. This proved the difficulty in detection and quantification of these 

type of molecules, which is the main drawback encountered during the development of methods 

for their quantitative detection.  

 

5.2.5. Precision and accuracy 
 

The analysis of precision can be divided into i) repeatability, ii) intermediate precision and iii) 

reproducibility. In the current study, only repeatability and intermediate precision were studied, 

once reproducibility must only be evaluated when the method is used by different laboratories. 

The precision was characterized in terms of percentage of coefficient of variation (%CV) and the 
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limits of acceptance were set at 15% of the CV for all concentration, except for the LLOQ, which 

should not exceed 20% [177, 210].   

When it comes to the analysis of accuracy, it was expressed in terms of mean relative error 

(%MRE) between the measured and the nominal concentration of each calibrator and the limits 

of acceptance were set to be within 15% of the nominal value, except at the LLOQ, were it should 

not exceed 20% [177, 210]. Along with the accuracy, it was also determined the recovery for each 

analyte, which corresponds to the detector response when compared with the nominal response. 

Then, in order to evaluate the precision of the study, QCs samples with concentrations of 

0.15 μM, 0.35 μM for solvent and 0.3 μM, 0.7 μM for plasma were used as the medium and high 

concentration, respectively. 

The results obtained in the assessment of precision and accuracy in solvent and plasma are 

presented in Table 5.14 and 5.15, respectively. The values were estimated through a one-way 

ANOVA analysis (see tables 8.18 and 8.19, appendix 8.15) and through equations (4.17) and (4.18) 

for precision and (4.19) and (4.20) for accuracy (sections 4.8.4 and 4.8.5). The values that do not 

follow the criteria are highlighted. 

By the analysis of the data it is possible to conclude that the results obtained in repeatability 

study were within the acceptance criteria. In turn, the data of intermediate precision, the results 

were not in accordance with the established criteria, for all the analytes, in solvent and plasma, 

with values that ranged from 26.37% to 32.80%. In terms of accuracy of the method, the results 

were within the acceptance criteria, which allows to conclude that the method is accurate for the 

quantification of these molecules. 

This analysis allowed to conclude that the current method is accurate for the quantification 

of all the analytes, however, some improvements must be performed in order to improve the 

precision of the method. 
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Table 5.14. Results obtained for the precision (repeatability and intermediate precision), accuracy 

(%MRE) and recovery at three different levels of concentration, in solvent. Values that do not fulfill the 

criteria are highlighted. 
 

Compound 

Nominal 

concentration 

(µM) 

Repeatability 

(%CVR) 

Intermediate 

precision 

(%CVI) 

Accuracy 

(%MRE) 

Estimated 

concentration 

(µM) 

L-tyrosine 
1.5 9.14 27.73 9.29 1.64 

3.5 5.87 26.71 5.58 3.70 

L-DOPA 
1.5 5.25 26.47 -1.73 1.47 

3.5 5.24 26.49 -3.62 3.37 

DA 
1.5 6.87 27.16 11.64 1.68 

3.5 8.03 27.53 12.36 3.93 

3-MT 
1.5 5.81 30.19 -0.13 1.50 

3.5 6.16 29.67 -3.76 3.37 

DOPAC 
1.5 4.03 28.21 5.75 1.59 

3.5 3.55 27.65 0.94 3.53 

HVA 
1.5 10.45 27.98 -9.33 1.36 

3.5 4.44 26.37 -10.25 3.14 

 

Table 5.15. Results obtained for the precision (repeatability and intermediate precision), accuracy 

(%MRE) and recovery at three different levels of concentration, in plasma. Values that do not fulfill the 

criteria are highlighted. 
 

Compound 

Nominal 

concentration 

(µM) 

Repeatability 

(%CVR) 

Intermediate 

precision 

(%CVI) 

Accuracy 

(%MRE) 

Estimated 

concentration 

(µM) 

3-MT 
3.0 8.64 32.80 -4.77 2.86 

7.0 8.85 30.82 -5.60 6.61 

DOPAC 
3.0 9.75 29.98 1.19 3.04 

7.0 11.50 30.90 -5.06 6.65 

HVA 
3.0 19.04 31.80 -10.95 2.67 

7.0 10.69 27.93 -10.78 6.25 

 

5.2.6. Carry-over 
 

When performing chromatographic analysis, it is important to verify if there is any analyte 

retained in the LC system from the preceding injection that can affect the posterior injections, 

once it can be detected a signal of the previous compound along with the signal of the analyte. 

Then, in order to evaluate the carry-over effect, it should be analyzed the peak response of a blank 

matrix sample after the injection of a sample with an expected high concentration [187]. 
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Usually, the approach used in this analysis is the injection of a blank matrix sample after the 

injection of a high concentration sample, then, five blank samples were injected after the highest 

calibrator analysis, which was 0.6 µM in solvent and 1.2 µM in plasma samples. 

In terms of the acceptance criteria used to evaluate this phenomenon, it was stated that the 

carry-over should be less than 20% of the peak area of the LLOQ for the analytes and 5% for the 

internal standard [177]. 

To demonstrate if there is carry-over effect, in Figure 5.23 there is an example of the visual 

evaluation performed in this parameter, which represents the chromatograms obtained for the 

high concentration and the respective five blank samples for the fragment with m/z 91.1 of DA in 

solvent and for the fragment with m/z 91.0 of 3-MT in plasma. In order to conclude that there is 

no carry-over, the chromatograms of the blank samples should not present any chromatographic 

signal. 

 

 

Figure 5.23. Representation of the chromatograms of highest calibrator and the respective five blank 

injections. a) 0.6 µM calibrator and five blanks of the fragment with m/z 91.1 of DA in solvent; b) 1.2 µM 

calibrator and five blanks of the fragment with m/z 91.0 of 3-MT in plasma samples. 

 

The results obtained in the analysis of carry-over phenomenon (see Tables 8.20 to 8.37, 

appendix 8.16) demonstrated that, for all the analytes under study, the established criteria were 

fulfilled, which demonstrates that no significant carry-over effect was observed, except for L-

tyrosine, since the values did not fulfill the criteria (see table 8.22, appendix 8.13). However, since 

there are some doubts about the reliability of these peaks, as previously mentioned, these values 

can be uncertain, then, the analysis was carried out taking into account some precautions. 

The peaks that were present in blank samples are mainly caused by some analyte retention 

in previous injections of samples with higher concentrations of the analytes [214].  

Carry-over is a major problem in HPLC analysis, since it can influence accuracy and precision 

of the developed method [215], then, there is the need to minimize this effect. In the current 

project, several precautions were taken into account to avoid this phenomenon, such as the 

b) 

a) 
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injection of a blank between each sample to assure that the analysis were not affected and in the 

linearity study the calibrators were analyzed from the lower to the highest concentration. 

 

5.2.7. Recovery 
 

The recovery of a method is a measure of the extraction efficiency used during the sample 

treatment, and it is expressed as a percentage [192]. This parameter is evaluated through the 

comparison of the response of blank matrix spiked before extraction with the response of blank 

matrix to which the analyte was added, at the same concentration, after the extraction [192, 212].  

Even though, according to some guidelines, this is not considered an essential parameter to 

be evaluated during a method validation, in this project it was evaluated using the procedure 

described in section 3.8.6. Besides the study of the recovery of the analytes under study, it was 

also performed an analysis of the recovery of the internal standards, which is usually stated to be 

determined independently at the same concentration level used in the method [186]. It is 

important to notice that this approach was performed along with the matrix effect analysis, as 

recommended for LC-MS/MS analysis [181]. 

When it comes to the acceptance criteria that should be applied in the recovery study, there 

is no consensus about the ideal value. Although some authors recommend that recovery should 

be close to 100%, other stated that the value is not that important, as long as precision, accuracy, 

LOD and LOQ are satisfactory [184]. Also, there are authors that consider that it is unlikely that 

values of 50% or less can compromise the integrity of the method [186]. 

Then, recovery was calculated at 3 concentration levels, namely 0.7 µM, 5.0 µM and 8.0 µM, 

which corresponds to low, medium and high concentrations, respectively, with three replicates 

each (Table 5.16). 
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Table 5.16. Recovery, in percentage, of the extraction of the plasma for each compound at the 

three different levels of concentration. 
 

Analyte Transition1 

Recovery 

Low concentration 

(0.7 µM) 

Medium concentration 

(5.0 µM) 

High concentration 

(8.0 µM) 

3-MT 168.3/119.1 102.6 78.0 76.5 

DOPAC 167.0/123.2 39.3 40.6 40.6 

HVA 181.0/137.2 87.4 85.0  81.7 

3-MT-d4 172.3/123.1 91.8 79.3 71.9 

DOPAC-d5 172.1/128.2 34.2 39.5 41.2 

HVA-d3 184.0/139.8 103.6 103.0 88.1 

1Transition used in quantification 

 

From the analysis of Table 5.16, it is possible to conclude that recovery ranges from 71.9% to 

103.6% for 3-MT, HVA and its corresponding internal standards. The high levels of recovery for 

these molecules indicates that there is not a considerable loss of analyte during the extraction 

procedure in most of samples. However, values obtained for DOPAC and DOPAC-d5 were the least 

satisfactory, even though there is a consistency of results between the samples of the three 

different concentrations, as well as between the analyte and internal standard results. 

 

5.2.8. Matrix effects 
 

There are matrix components that might affect the ion intensity, either by suppression or 

enhancement, and the reproducibility and accuracy of the method [216]. This phenomenon is 

known as matrix effects and its evaluation is obligatory when performing LC-MS analysis [182]. 

This effect can lead to a difference between the analyte’s response when analyzed in the 

biological matrix or in a standard solution and then it is essential to analyze these differences. 

Thus, matrix effect was studied on samples spiked after the extraction and in standard solutions 

in pure solvent. This analysis was performed at three concentration levels (0.7 µM, 5.0 µM and 

8.0 µM), with three replicates each (the same used in the recovery study). The matrix factor (f) 

was calculated through equation (4.22) and the results are present in Table 5.17. 
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Table 5.17. Matrix effect for each compound at three levels of concentration in plasma. f value 

was calculated for each transition at three different concentrations. 
 

Analyte Transition1 

Matrix factor (f) 

Low concentration 

(0.7 µM) 

Medium concentration 

(5.0 µM) 

High concentration 

(8.0 µM) 

3-MT 168.3/119.1 -0.838 -0.817 -0.767 

DOPAC 167.0/123.2 -0.750 -0.571 -0.289 

HVA 181.0/137.2 -0.126 -0.254 -0.006 

3-MT-d4 172.3/123.1 -0.829 -0.814 -0.761 

DOPAC-d5 172.1/128.2 -0.638 -0.546 -0.271 

HVA-d3 184.0/139.8 -0.275 -0.307 -0.063 

1Transition to be used in quantification 

 

By using equation (4.22) to evaluate the matrix effect, an f value equal to zero represents no 

matrix effect, a positive value indicates ion enhancement and, in turn, a negative value would 

indicate ion suppression [182]. The absolute matrix factors were mostly negative, indicating ion 

suppression. Since the matrix effect observed for the analytes is similar to the matrix effect of its 

correspondent internal standard, it is possible to conclude that the ion suppression does not affect 

the previous analysis. 

It was also calculated the relative matrix effects for each analyte, expressed as %CV, and the 

results are present in Table 5.18. Even though f values were not high, some of the %CV values did 

not fulfil the criteria (%CV ≤ 15%), being that the variability is higher in the standard solutions 

when compared with the samples that were spiked after the extraction. The data indicates that 

the matrix effect varies among the samples, another reason to add internal standard in the 

analysis of this type of samples, since it compensates the variations. This happens because the 

expected matrix effect observed in the analyte will be similar to the matrix effect in the internal 

standard. 
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Table 5.18. Relative matrix effects (expressed as %CV) in plasma for the standard solution and 

blank matrix samples spiked after extraction. %CV was calculated for each transition at three different 

concentrations.  
 

Compound Transition 

Relative matrix effects (%CV) 

Spike after Standard solution 

0.7 µM 5.0 µM 8.0 µM 0.7 µM 5.0 µM 8.0 µM 

3-MT 168.3/119.1 21.24 8.84 27.52 33.70 17.56 22.03 

DOPAC 167.0/123.2 5.95 9.93 23.38 21.47 12.29 17.25 

HVA 181.0/137.2 2.39 8.67 22.87 13.09 10.07 19.48 

3-MT-d4 172.3/123.1 11.18 12.83 27.79 33.31 20.72 24.74 

DOPAC-d5 172.1/128.2 12.02 10.54 24.06 19.57 8.65 16.80 

HVA-d3 184.0/139.8 8.39 5.78 20.40 14.38 10.39 25.52 

1Transition used in quantification 

 

Despite the fact that matrix effect cannot be totally avoided, there are some procedures to 

reduce this factor. Among the hypothesis, there is the use of a proper sample clean-up method, 

the use of smaller volumes of analysis or diluted samples, or the use of an internal standard to 

compensate some losses, which was taken into account in the current project [217]. Moreover, it 

is also important to notice that the matrix effects are independent of the origin of the matrix, 

which means that if different pools of matrix are used, it will not affect the matrix effect [182]. 

  

 

5.3. Application of the analytical method to biological samples 
 

After the validation procedure, it is essential to apply the developed method to biological 

samples, in order to evaluate the veracity of the method, since this type of samples reflect real 

samples. Therefore, the method was applied in a group of plasma samples from different 

individuals. The study group was constituted by plasma samples from a positive control group and 

a patients’ group. The control group involved plasma samples from individuals who had another 

pathology other than PD, as long as they did not present any neurological symptom. 

Some complementary information about the patients is synthetized in Table 5.19. 
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Table 5.19. Complementary information about each individual. 
 

Label 
Age (at the 

collection) 
Gender 

Daily dose of L-DOPA 

(mg/day) 

CN 6 65 F NA 

CN 8 83 M NA 

CN 11 81 M NA 

CN 15 64 M NA 

CN 28 77 M NA 

CN 29 55 M NA 

CN 30 77 M NA 

CN 35 78 M NA 

DP 11 64 M 300 

DP 15 74 F 300 

DP 17 76 F 700 

DP 18 75 M 50 

DP 21 79 M 0 

DP 29 72 F 150 

DP 33 70 M 0 

DP 7 77 M 700 

DP 20 86 F 0 

DP 23 71 M 300 

DP 26 80 F 300 

DP 31 77 M 150 

DP 35 63 F 300 

DP 36 77 M 1000 

CN – negative control; DP – Parkinson’s disease patient; F – female; M – male; NA – Not applied 

 

For detection and quantification of biological samples, calibration curves were prepared as 

described on section 4.8.2. Since heteroscedastic data was obtained, the respective weighted least 

squares regression model was applied to each calibration curve. 

The plasma samples were analyzed in a specific order: negative control samples, patients’ 

samples and positive control samples. 

The results obtained in the quantification of DA metabolism in the three groups of analysis 

are expressed in Tables 5.20 to 5.22. In negative control samples, no compound was detected, 

except for CN 11, where HVA was found. In turn, in the patients and positive control groups, L-

DOPA was detected in most of the samples, which was already expected, since the individuals are 
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under medication (L-DOPA). In concern with DOPAC and HVA, they were also detected in some of 

the patients and positive control samples. However, some samples were quantified under its LOQ, 

and so, it is not possible to say if this value corresponds to reality. 

 

Table 5.20. Quantification of dopamine metabolism in negative control samples. 
 

Label 
L-DOPA 

(ng/mL) 

DOPAC 

(ng/mL) 

HVA 

(ng/mL) 

CN 6 ND ND ND 

CN 8 ND ND ND 

CN 11 ND ND 0.3* 

CN 15 ND ND ND 

CN 28 ND ND ND 

CN 29 ND ND ND 

CN 30 ND ND ND 

CN 35 ND ND ND 

ND - Not detected; * - quantified under its limit of quantification 

 

Table 5.21. Quantification of dopamine metabolism in PD patients’ samples. 
 

Label 
L-DOPA 

(ng/mL) 

DOPAC 

(ng/mL) 

HVA 

(ng/mL) 

DP 11 92.6 4.4* 60.6 

DP 15 ND ND 5.0* 

DP 17 593 70.1 281 

DP 18 50.1 6.3* 21.4 

DP 21 ND ND ND 

DP 29 28.9 ND 26.4 

DP 33 ND ND 0.98* 

ND - Not detected; * - quantified under its limit of quantification 
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Table 5.22. Quantification of dopamine metabolism in positive control samples. 
 

Label 
L-DOPA 
(ng/mL) 

DOPAC 
(ng/mL) 

HVA 
(ng/mL) 

DP 7 398.4 29.6 50.4 

DP 20 ND ND ND 

DP 23 38.9 ND 32.5 

DP 26 ND ND 27.1 

DP 31 44.6 ND 10.2* 

DP 35 3.03 1.7* 9.5* 

DP 36 101.7 1.5* 10.5* 
ND - Not detected; * - quantified under its limit of quantification 

 
In order to compare the differences of the values found in the different groups, and try to 

find a characteristic pattern, plots with the results were performed. Then, in Figures 5.24 to 5.26 

plots of the results obtained for the three groups are presented.  
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Figure 5.24. Plots of the results of quantification of L-DOPA in the three groups. * - individuals that are 

not under medication (L-DOPA). 
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Figure 5.25. Plots of the results of quantification of DOPAC in the three groups. * - individuals that are 
not under medication (L-DOPA). 
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Figure 5.26. Plots of the results of quantification of HVA in the three groups. * - individuals that are 
not under medication (L-DOPA).  

 

Crossing the results with the information about the daily dose of L-DOPA of each patient, it 

was attempted to establish a pattern between the dose and the concentration of L-DOPA. It was 

not possible to establish any correlation, which may indicate that these two parameters are not 

directly connected. This may be due to the fact that each patient responds to the therapy in a 

different way and some may need higher doses to get the same effects. When it takes to DOPAC 

and HVA, metabolites of DA metabolism, it was also not possible to establish a correlation 

between the samples, probably by the same reason of L-DOPA.  
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Another possibility to the lack of correlation between the two factors (daily dose of L-DOPA 

and L-DOPA concentration in plasma) is the difference between the moment of the sample 

collection and the last dose of medication. When analyzing the kinetics of oral administration of 

L-DOPA (Figure 5.27), it is possible to see that L-DOPA concentration reaches its maximum in less 

than an hour and, after that, the levels of L-DOPA in plasma decreases, returning to their baseline 

values [218, 219]. Therefore, if the sample collection was performed shortly after the last dose of 

medication, the plasma levels of L-DOPA would be high, reflecting the dose, however, if the 

collection occurred long after the medication, plasma levels of L-DOPA would be lower (basal 

levels of L-DOPA). Since there is no information about the time difference between the dose 

medication and the sample collection, this is just a possibility that could explain the differences 

found in the plasma samples of the three groups. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.27. Mean levodopa plasma concentration profile after the intake of a test dose of levodopa 

and benserazide (100/25 mg). Adapted from: [219] 

 

In concern with DOPAC and HVA no correlation was found either. 

Even though the developed method did not allow to properly detect all the molecules, and a 

correlation between the medication and the concentration of the metabolites was not found, this 

study was important to have an idea of what it is expected to find in this type of samples, which 

is important to consider in future analysis. 
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6. Conclusion and future perspectives 
 

The current project had the main purpose of developing a method for the quantitative 

determination of dopamine metabolism in plasma samples by LC-MS/MS. Besides the method 

development, it was also performed a validation procedure, in order to prove that the data was 

reliable. The analytical parameters that were evaluated included: selectivity, linearity, limit of 

detection and quantification, precision, accuracy, recovery and matrix effects. This method was 

developed and validated, proving to be selective and efficient. 

The chromatographic conditions allowed an efficient separation within a running time of 10 

minutes, for each sample. The mass spectrometer operated in MRM mode, in both positive and 

negative ionization mode, and the optimization of its conditions allowed the choice of the 

transitions to monitor for each molecule during the validation procedure. From the application of 

the WADA criteria for evaluation of selectivity it was possible to conclude that the method allowed 

an unequivocal identification of every transition, since no matrix interferences appear on the 

expect retention time of each analyte. 

The validation procedure was assessed in solvent and plasma samples, because not all the 

molecules could be detected in the plasma. Then, in the future, it would be important to improve 

the sample preparation and the chromatographic analysis in order to evaluate the possibility to 

properly detect all the dopamine metabolism in plasma samples.  

The current methodology proved to be linear for all the molecules over the working range, 

presenting R2 > 0.99 and with satisfactory residuals values (Residuals < 2x|Sy/x|). The linearity in 

solvent was proved in the following intervals: 0.05-5.0 pmol/µL for L-tyrosine and DA; 0.03-5.0 

pmol/µL for 3-MT and HVA; 0.1-6.0 pmol/µL for L-DOPA; and 0.1-5.0 pmol/µL for DOPAC. In 

plasma samples, the method was linear in the intervals: 0.5-10.0 pmol/µL for 3-MT and DOPAC; 

and 0.05-12.0 for HVA. However, a heteroscedastic distribution of the residuals was confirmed for 

all the molecules, being used a weighted linear regression with empirical weighting factors of 1/x 

for L-tyrosine, L-DOPA, DA, 3-MT and DOPAC in solvent, 1/y for HVA in solvent and 3-MT in plasma, 

and 1/x1/2 for DOPAC and HVA in plasma samples. 

In solvent, the limits of detection were: 0.381, 0.426, 0.424, 0.377, 0.260 and 0.235 pmol/µL 

for L-tyrosine, L-DOPA, DA, 3-MT, DOPAC and HVA, respectively. The limits of quantification were: 

1.154, 1.290, 1.284, 1.143, 0.787 and 0.714 pmol/µL for L-tyrosine, L-DOPA, DA, 3-MT, DOPAC and 

HVA, respectively. In turn, in plasma samples, the limits of detection were 0.852, 0.963 and 1.015 

pmol/µL and the limits of quantification were 2.581, 2.617 and 3.077 pmol/µL for 3-MT, DOPAC 

and HVA, respectively. 
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In the precision analysis, repeatability and intermediate precision were evaluated. For the 

repeatability, the results were in accordance with the acceptance criteria. In turn, in intermediate 

precision analysis, the results were higher and did not fulfil the acceptance criteria, in solvent and 

plasma, presenting values from 26.37% to 32.80%. Thus, it is essential to re-evaluate this 

parameter to obtain more precise values that fulfil the criteria, to improve the precision of the 

method. In what concerns to the accuracy of the method, it proved to be accurate for all the 

molecules. 

In line with the accuracy analysis, carry-over effect was also evaluated from all the analytes. 

This phenomenon is related with the retention of molecules in the chromatographic column that 

can affect the posterior analysis. However, no carry-over effect was found, except for L-tyrosine, 

even though there are some doubts about the reliability of the obtained peaks. To minimize this 

effect, some precautions were taken into account to avoid possible contaminations between 

samples, namely, the injection of a blank (ACN: 0.1%FA) between each sample and the injection 

of samples from the lowest to the highest concentration level. 

In the study of recovery, which was performed at three concentration levels (low, medium 

and high), good recovery values were obtained in plasma, with values which ranged from 71.9% 

and 103.6% for 3-MT, HVA and its corresponding internal standards. However, low values were 

obtained for DOPAC and DOPAC-d5. 

When using complex matrix, there are some endogenous compounds that might affect the 

ion intensity, either by suppression or enhancement. Then, the matrix effects were evaluated and 

negative values were obtained for plasma, which indicates that ion suppression occurs. 

Hereupon, it is essential to re-evaluate the validation parameters that were not successfully 

validated and assess the analysis of all the dopamine metabolism in plasma samples.  

After the validation procedure, the developed method was applied in biological samples. Two 

groups of study and a control group of samples were used to test the method. In the control group, 

no compound was detected, except for one sample, which presented HVA. In the other two 

groups, L-DOPA was detected in almost every samples, which was already excepted since the 

individuals were under medication of L-DOPA. Moreover, DOPAC and HVA were also detected in 

most of these samples. A correlation between the daily dose of each individual and the 

concentration of L-DOPA in the plasma was evaluated, however, no relation between these two 

factors was found. The same was analyzed for DOPAC and HVA, once again no relation was found 

for these compounds. 

Due to the lack of diagnostic test to properly diagnose PD in its initial stage, and due to the 

relationship between the disease and an impaired dopamine metabolism, the development of a 
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diagnostic test that would allow to detect variations in dopamine metabolism is vital. Then, the 

current study proved to be of great interest in a clinical point of view, being a first step to the 

development of a precocious diagnosis that would rely on the analysis of plasma samples. This is 

very important since, usually, when PD patients are diagnosed the loss of dopaminergic neurons 

in the substantia nigra pars compacta is already around 50% and the loss of striatal DA reaches 70 

to 80%. 
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8. Appendix 
 

Appendix 8.1. Supplementary information about the standard solutions. 

 

 Name 
Molecular 

weight (g/mol) 

Mass 

(mg) 

Final volume 

(mL) 

Concentration 

(mM) 

A
n

al
yt

ic
al

 s
ta

n
d

ar
d

s 

L-tyrosine 181.19 2.0 4 2.75 

L-DOPA 197.19 2.4 4 3.05 

Dopamine 153.18 2.0 2 6.55 

3-Methoxytyramine 167.21 2.1 2 6.30 

3,4-Dihydroxyphenylacetic 

acid 
168.15 2.2 2 6.54 

Homovanillic acid 182.17 2.0 2 5.49 

In
te

rn
al

 s
ta

n
d

ar
d

s 

L-tyrosine (d7, 98%) 188.23 2.5 4 3.30 

L-DOPA (ring-d3) 200.21 1.1 4 1.37 

Dopamine-1,1,2,2-d4  157.12 5.0 2 15.9 

3-Methoxytyramine  

(1,1,2,2-d4, 97%) 
171.11 2.3 2 6.70 

3,4-Dihydroxyphenylacetic 

acid  

(Ring-d3, 2,2-d2, 98%) 

173.18 1.8 2 5.20 

Homovanillic acid - d3 185.19 1.0 2 2.70 
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Appendix 8.2. Analysis of plasma samples. 

 

 

 

Figure 8.1. Analysis of the fragment with m/z 136.2 of L-tyrosine in a “blank” plasma sample (a), in a 

plasma sample which was spiked with 10 µL of a mix containing the six analytes and the six internal 

standards before the extraction procedure (b), and in a plasma sample which was spiked with 10 µL of a mix 

containing the six analytes and the six internal standards after the extraction procedure (c). 

 

 
 

Figure 8.2. Analysis of the fragment with m/z 152.1 of L-ODPA in a “blank” plasma sample (a), in a 

plasma sample which was spiked with 10 µL of a mix containing the six analytes and the six internal 

standards before the extraction procedure (b), and in a plasma sample which was spiked with 10 µL of a mix 

containing the six analytes and the six internal standards after the extraction procedure (c). 

 

 
 

Figure 8.3. Analysis of the fragment with m/z 119.1 of 3-methoxytyramine in a “blank” plasma sample 

(a), in a plasma sample which was spiked with 10 µL of a mix containing the six analytes and the six internal 

standards before the extraction procedure (b), and in a plasma sample which was spiked with 10 µL of a mix 

containing the six analytes and the six internal standards after the extraction procedure (c). 

 

 

 

 

 

 

 

a) b) c) 

a) b) c) 

a) b) c) 
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Figure 8.4. Analysis of the fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in a “blank” 

plasma sample (a), in a plasma sample which was spiked with 10 µL of a mix containing the six analytes and 

the six internal standards before the extraction procedure (b), and in a plasma sample which was spiked 

with 10 µL of a mix containing the six analytes and the six internal standards after the extraction procedure 

(c). 

 

 
 

Figure 8.5. Analysis of the fragment with m/z 137.2 of homovanillic acid in a “blank” plasma sample 

(a), in a plasma sample which was spiked with 10 µL of a mix containing the six analytes and the six internal 

standards before the extraction procedure (b), and in a plasma sample which was spiked with 10 µL of a mix 

containing the six analytes and the six internal standards after the extraction procedure (c). 
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Appendix 8.3. Analysis of different volumes of plasma. 

 

 

 
 

Figure 8.6. Chromatogram of the fragment with m/z 136.2 of L-tyrosine in 200 µL (a), 300 µL (b) and 

400 µL (c) of plasma. 

 

 
 

Figure 8.7. Chromatogram of the fragment with m/z 152.1 of L-DOPA in 200 µL (a), 300 µL (b) and 400 

µL (c) of plasma. 

 

 
 

Figure 8.8. Chromatogram of the fragment with m/z 119.1 of 3-methoxytyramine in 200 µL (a), 300 µL 

(b) and 400 µL (c) of plasma. 

 

 
 

Figure 8.9. Chromatogram of the fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in 200 µL 

(a), 300 µL (b) and 400 µL (c) of plasma. 

 

 

 

a) b) c) 

a) b) c) 

a) b) c) 

a) b) c) 
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Appendix 8.4. Data related to the study of selectivity in solvent and plasma samples. 

 

Table 8.1. Application of the acceptance WADA criteria for the identification of dopamine in 

solvent.  
 

C
ri

te
ri

a 

Transition Relative abundance S/N ΔRT 

154.2/65.0 8.999 18.999 

>3 

0.684 0.711 

154.2/91.1 26.485 39.727 0.683 0.711 

154.2/137.2 90.000 110.000 0.680 0.708 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

154.2/65.0 75383.131 13.999 1014.081 0.697 0.689 1.013 

154.2/91.1 178276.702 33.106 1497.620 0.697 0.689 1.013 

154.2/137.2 538499.379 100.000 1858.686 0.694 0.689 1.008 

N
e

ga
ti

ve
 

#1
 

154.2/65.0 - - - - - - 

154.2/91.1 - - - - - - 

154.2/137.2 - - - - - - 

P
o

si
ti

ve
 

#2
 

154.2/65.0 86990.642 13.696 868.940 0.699 0.690 1.012 

154.2/91.1 222167.316 34.978 1865.882 0.697 0.690 1.010 

154.2/137.2 635170.513 100.000 2027.497 0.697 0.690 1.010 

N
e

ga
ti

ve
 

#2
 

154.2/65.0 - - - - - - 

154.2/91.1 - - - - - - 

154.2/137.2 - - - - - - 

P
o

si
ti

ve
 

#3
 

154.2/65.0 93178.832 13.763 707.214 0.699 0.693 1.009 

154.2/91.1 242449.112 35.811 1907.877 0.698 0.693 1.008 

154.2/137.2 677029.107 100.000 1333.148 0.699 0.693 1.008 

N
e

ga
ti

ve
 

#3
 

154.2/65.0 - - - - - - 

154.2/91.1 - - - - - - 

154.2/137.2 - - - - - - 
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Table 8.2. Application of the acceptance WADA criteria for the identification of L-tyrosine in 

solvent. Values that do not fulfill the criteria are highlighted. 
 

C
ri

te
ri

a 

Transition Relative abundance S/N ΔRT 

182.2/91.1 34.727 52.090 

>3 

0.708 0.737 

182.2/136.2 76.390 96.390 0.709 0.738 

182.2/165.1 90.000 110.000 0.711 0.740 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

182.2/91.1 80260.780 43.408 651.653 0.723 0.719 1.005 

182.2/136.2 159732.320 86.390 733.440 0.723 0.719 1.005 

182.2/165.1 184896.671 100.000 202.744 0.726 0.719 1.009 

N
e

ga
ti

ve
 

#1
 

182.2/91.1 - - - - - - 

182.2/136.2 - - - - - - 

182.2/165.1 - - - - - - 

P
o

si
ti

ve
 

#2
 

182.2/91.1 129153.333 43.622 872.526 0.706 0.704 1.004 

182.2/136.2 254944.248 86.107 1001.419 0.705 0.704 1.002 

182.2/165.1 296076.935 100.000 370.402 0.707 0.704 1.005 

N
e

ga
ti

ve
 

#2
 

182.2/91.1 - - - - - - 

182.2/136.2 - - - - - - 

182.2/165.1 - - - - - - 

P
o

si
ti

ve
 

#3
 

182.2/91.1 128197.465 39.861 863.284 0.708 0.706 1.004 

182.2/136.2 275674.398 85.716 1281.886 0.706 0.706 1.001 

182.2/165.1 321613.572 100.000 439.234 0.708 0.706 1.003 

N
e

ga
ti

ve
 

#3
 

182.2/91.1 - - - - - - 

182.2/136.2 - - - - - - 

182.2/165.1 - - - - - - 
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Figure 8.10. Chromatographic spectra of the fragment with m/z 91.1 of tyrosine for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples).  

 

 

Figure 8.11. Chromatographic spectra of the fragment with m/z 136.2 of tyrosine for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

a) b) 

a) b) 
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Figure 8.12. Chromatographic spectra of the fragment with m/z 165.1 of tyrosine for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a) b) 
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Table 8.3. Application of the acceptance WADA criteria for the identification of L-DOPA in solvent. 

Values that do not fulfill the criteria are highlighted. 
 

C
ri

te
ri

a 
Transition Relative abundance S/N ΔRT 

198.2/135.1 23.201 34.802 

>3 

0.706 0.735 

198.2/152.1 90.000 110.000 0.700 0.729 

198.2/181.1 78.551 98.551 0.703 0.731 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

198.2/135.1 49279.036 29.001 379.192 0.720 0.712 1.012 

198.2/152.1 169919.953 100.000 1085.680 0.715 0.712 1.004 

198.2/181.1 150465.131 88.551 296.397 0.717 0.712 1.007 

N
e

ga
ti

ve
 

#1
 

198.2/135.1 - - - - - - 

198.2/152.1 - - - - - - 

198.2/181.1 - - - - - - 

P
o

si
ti

ve
 

#2
 

198.2/135.1 73375.810 30.236 476.271 0.699 0.696 1.005 

198.2/152.1 242676.394 100.000 1797.401 0.699 0.696 1.005 

198.2/181.1 194671.930 80.219 382.091 0.700 0.696 1.006 

N
e

ga
ti

ve
 

#2
 

198.2/135.1 - - - - - - 

198.2/152.1 - - - - - - 

198.2/181.1 - - - - - - 

P
o

si
ti

ve
 

#3
 

198.2/135.1 34.091 566.813 0.703 0.697 1.008 34.091 

198.2/152.1 100.000 1901.794 0.699 0.697 1.003 100.000 

198.2/181.1 88.267 377.409 0.700 0.697 1.005 88.267 

N
e

ga
ti

ve
 

#3
 

198.2/135.1 - - - - - - 

198.2/152.1 - - - - - - 

198.2/181.1 - - - - - - 
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Figure 8.13. Chromatographic spectra of the fragment with m/z 135.1 of L-DOPA for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

 

Figure 8.14. Chromatographic spectra of the fragment with m/z 152.1 of L-DOPA for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

a) b) 

a) b) 
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Figure 8.15. Chromatographic spectra of the fragment with m/z 181.1 of L-DOPA for the selectivity in 

solvent. a) Three different solutions constituted by methanol that were not spiked with any compound 

(negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the internal 

standards (positive samples). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a) b) 
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Table 8.4. Application of the acceptance WADA criteria for the identification of 3-

methoxytyramine in solvent. Values that do not fulfill the criteria are highlighted. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

168.3/91.0 90.000 110.000 
>3 

0.714 0.743 

168.3/119.1 51.167 71.167 0.713 0.743 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

168.3/91.0 506040.782 100.000 1188.642 0.728 0.724 1.006 

168.3/119.1 309527.754 61.167 1369.872 0.728 0.724 1.005 

N
e

ga
ti

ve
 

#1
 

168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#2
 

168.3/91.0 646886.900 100.000 1409.760 0.710 0.708 1.003 

168.3/119.1 382121.081 59.071 1575.927 0.710 0.708 1.004 

N
e

ga
ti

ve
 

#2
 

168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#3
 168.3/91.0 679568.151 100.000 2323.955 0.715 0.710 1.008 

168.3/119.1 404846.223 59.574 1982.700 0.712 0.710 1.003 

N
e

ga
ti

ve
 

#3
 

168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 
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Figure 8.16. Chromatographic spectra of the fragment with m/z 91.0 of 3-methoxytyramine for the 

selectivity in solvent. a) Three different solutions constituted by methanol that were not spiked with any 

compound (negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the 

internal standards (positive samples). 

 

 

Figure 8.17. Chromatographic spectra of the fragment with m/z 119.1 of 3-methoxytyramine for the 

selectivity in solvent. a) Three different solutions constituted by methanol that were not spiked with any 

compound (negative samples). b) Three solvent solutions spiked with a mix containing the analytes and the 

internal standards (positive samples). 

 

 

 

 

 

 

 

 

a) b) 

a) b) 
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Table 8.5. Application of the acceptance WADA criteria for the identification of 3,4-

dihydroxyphenylacetic acid in solvent. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

167.0/122.2 1.635 4.905 
>3 

3.326 3.462 

167.0/123.2 90.000 110.000 3.322 3.458 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

167.0/122.2 4457.460 3.270 139.153 3.394 3.373 1.006 

167.0/123.2 136305.025 100.000 3296.957 3.390 3.373 1.005 

N
e

ga
ti

ve
 

#1
 

167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#2
 

167.0/122.2 5427.623 2.965 109.820 3.375 3.367 1.002 

167.0/123.2 183052.274 100.000 2728.204 3.381 3.367 1.004 

N
e

ga
ti

ve
 

#2
 

167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#3
 167.0/122.2 4254.346 3.360 110.317 3.374 3.362 1.004 

167.0/123.2 126632.315 100.000 2318.150 3.377 3.362 1.005 

N
e

ga
ti

ve
 

#3
 

167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 
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Table 8.6. Application of the acceptance WADA criteria for the identification of homovanillic acid 

in solvent. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

181.0/136.7 59.468 79.468 
>3 

3.613 3.761 

181.0/137.2 90.000 110.000 3.612 3.760 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 

181.0/136.7 33223.318 69.468 993.050 3.687 3.677 1.003 

181.0/137.2 47825.366 100.000 1909.399 3.686 3.677 1.003 

N
e

ga
ti

ve
 

#1
 

181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#2
 

181.0/136.7 44187.864 72.806 1243.658 3.669 3.662 1.002 

181.0/137.2 60692.504 100.000 2211.710 3.669 3.662 1.002 

N
e

ga
ti

ve
 

#2
 

181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#3
 181.0/136.7 37412.401 78.787 1321.142 3.689 3.679 1.003 

181.0/137.2 47485.470 100.000 1863.659 3.686 3.679 1.002 

N
e

ga
ti

ve
 

#3
 

181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 
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Table 8.7. Application of the acceptance WADA criteria for the identification of 3-

methoxytyramine in plasma. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

168.3/91.0 90.000 110.000 
>3 

0.730 0.760 

168.3/119.1 50.711 70.711 0.728 0.758 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 168.3/91.0 108406.439 100.000 528.002 0.745 0.737 1.010 

168.3/119.1 65814.452 60.711 482.206 0.743 0.737 1.008 

N
e

ga
ti

ve
 

#1
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#2
 168.3/91.0 111419.417 100.000 447.427 0.747 0.744 1.004 

168.3/119.1 68339.332 61.335 575.721 0.745 0.744 1.001 

N
e

ga
ti

ve
 

#2
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#3
 168.3/91.0 111707.141 100.000 479.927 0.747 0.742 1.007 

168.3/119.1 61295.568 54.872 459.948 0.747 0.742 1.007 

N
e

ga
ti

ve
 

#3
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#4
 168.3/91.0 109024.064 100.000 468.207 0.749 0.745 1.006 

168.3/119.1 64758.359 59.398 529.936 0.748 0.745 1.004 

N
e

ga
ti

ve
 

#4
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#5
 168.3/91.0 95682.922 100.000 426.195 0.751 0.749 1.003 

168.3/119.1 61494.858 64.269 569.538 0.752 0.749 1.003 

N
e

ga
ti

ve
 

#5
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 

P
o

si
ti

ve
 

#6
 168.3/91.0 93428.628 100.000 427.229 0.752 0.748 1.006 

168.3/119.1 59918.761 64.133 557.426 0.750 0.748 1.003 

N
e

ga
ti

ve
 

#6
 168.3/91.0 - - - - - - 

168.3/119.1 - - - - - - 
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Table 8.8. Application of the acceptance WADA criteria for the identification of 3,4-

dihydroxyphenylacetic acid in plasma. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

167.0/122.2 1.279 3.837 
>3 

3.339 3.475 

167.0/123.2 90.000 110.000 3.327 3.463 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 167.0/122.2 485.695 2.558 17.759 3.407 3.381 1.007 

167.0/123.2 18987.107 100.000 287.473 3.395 3.381 1.004 

N
e

ga
ti

ve
 

#1
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#2
 167.0/122.2 1612.658 3.556 59.663 3.399 3.380 1.006 

167.0/123.2 45344.261 100.000 478.454 3.397 3.380 1.005 

N
e

ga
ti

ve
 

#2
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#3
 167.0/122.2 1324.726 3.811 51.441 3.406 3.393 1.004 

167.0/123.2 34760.535 100.000 580.615 3.406 3.393 1.004 

N
e

ga
ti

ve
 

#3
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#4
 167.0/122.2 354.280 2.834 13.094 3.413 3.399 1.004 

167.0/123.2 12498.910 100.000 271.457 3.416 3.399 1.005 

N
e

ga
ti

ve
 

#4
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#5
 167.0/122.2 1287.536 3.822 45.788 3.418 3.399 1.006 

167.0/123.2 33687.626 100.000 600.758 3.412 3.399 1.004 

N
e

ga
ti

ve
 

#5
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 

P
o

si
ti

ve
 

#6
 167.0/122.2 112.658 3.603 4.011 3.401 3.381 1.006 

167.0/123.2 3126.550 100.000 46.697 3.394 3.381 1.004 

N
e

ga
ti

ve
 

#6
 167.0/122.2 - - - - - - 

167.0/123.2 - - - - - - 
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Table 8.9. Application of the acceptance WADA criteria for the identification of homovanillic acid 

in plasma. 
 

C
ri

te
ri

a Transition Relative abundance S/N ΔRT 

181.0/136.7 69.069 89.069 
>3 

3.624 3.772 

181.0/137.2 90.000 110.000 3.626 3.774 

 Transition Absolute area Relative area S/N RTA RTIS RTratio 

P
o

si
ti

ve
 

#1
 181.0/136.7 25175.054 79.069 239.620 3.698 3.694 1.001 

181.0/137.2 31839.352 100.000 322.446 3.700 3.694 1.002 

N
e

ga
ti

ve
 

#1
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#2
 181.0/136.7 24477.573 73.656 155.559 3.702 3.690 1.003 

181.0/137.2 33232.406 100.000 381.884 3.699 3.690 1.002 

N
e

ga
ti

ve
 

#2
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#3
 181.0/136.7 38558.447 88.268 386.616 3.704 3.695 1.003 

181.0/137.2 43683.288 100.000 523.353 3.703 3.695 1.002 

N
e

ga
ti

ve
 

#3
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#4
 181.0/136.7 37226.460 81.095 349.076 3.701 3.692 1.002 

181.0/137.2 45905.034 100.000 411.120 3.701 3.692 1.003 

N
e

ga
ti

ve
 

#4
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#5
 181.0/136.7 24908.520 76.692 204.493 3.706 3.700 1.002 

181.0/137.2 32478.547 100.000 294.437 3.708 3.700 1.002 

N
e

ga
ti

ve
 

#5
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 

P
o

si
ti

ve
 

#6
 181.0/136.7 29267.725 86.914 160.137 3.695 3.688 1.002 

181.0/137.2 33674.469 100.000 272.986 3.694 3.688 1.002 

N
e

ga
ti

ve
 

#6
 181.0/136.7 - - - - - - 

181.0/137.2 - - - - - - 
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Appendix 8.5. Example of the linearity analysis for the fragment with m/z 91.1 of dopamine in 

solvent. 

 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.05 0.037 -0.007  m 0.63 

0.10 0.063 -0.013  b 0.01 

0.15 0.110 -0.004  R 0.997 

0.25 0.139 -0.030  R2 0.994 

0.50 0.370 0.044  Sy/x 0.08 

1.0 0.790 0.151  2xSy/x 0.16 

2.0 1.175 -0.092  T-student value 2.31 

3.0 1.755 -0.143  Upper limit 95% 0.092 

4.0 2.509 -0.017  Lower limit 95% -0.067 

5.0 3.258 0.103    

 

 

 

 

 
Figure 8.18. Plot of the residuals versus the concentration, used in the linearity study of dopamine in 

solvent. 
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Appendix 8.6. Example of the linearity analysis for the fragment with m/z 136.2 of L-tyrosine in 

solvent. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.05 0.022 -0.007  m 0.26 

0.10 0.043 0.001  b 0.02 

0.15 0.056 0.001  R 0.998 

0.25 0.087 0.006  R2 0.997 

0.50 0.148 0.003  Sy/x 0.03 

1.0 0.274 0.000  2xSy/x 0.06 

2.0 0.495 -0.036  T-student value 2.30 

3.0 0.806 0.016  Upper limit 95% 0.045 

4.0 1.105 0.058  Lower limit 95% -0.012 

5.0 1.263 -0.042    

 

 

 

 

 

 

 

 

 

 

Figure 8.19. Calibration curve for the fragment with m/z 143.2 of L-tyrosine in solvent. 

 

 
Figure 8.20. Plot of the residuals versus the concentration, used in the linearity study of L-tyrosine in 

solvent. 
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Appendix 8.7. Example of the linearity analysis for the fragment with m/z 152.1 of L-DOPA in 

solvent. 

 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.10 0.038 0.003  m 0.31 

0.15 0.052 0.002  b 0.005 

0.25 0.074 -0.008  R 0.998 

0.50 0.168 0.009  R2 0.996 

1.0 0.328 0.014  Sy/x 0.04 

2.0 0.575 -0.048  2xSy/x 0.09 

3.0 0.998 0.063  T-student value 2.31 

4.0 1.233 -0.012  Upper limit 95% 0.046 

5.0 1.483 -0.073  Lower limit 95% -0.038 

6.0 1.913 0.051    

 

 

 

 

 

 

 

 

 

 

Figure 8.21. Calibration curve for the fragment with m/z 152.1 of L-DOPA in solvent. 

 

 
Figure 8.22. Plot of the residuals versus the concentration, used in the linearity study of L-DOPA in 

solvent. 
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Appendix 8.8. Example of the linearity analysis for the fragment with m/z 119.1 of 3-

methoxytyramine in solvent. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.03 0.022 -0.008  m 0.35 

0.05 0.031 -0.008  b 0.02 

0.10 0.050 -0.007  R 0.998 

0.15 0.065 -0.009  R2 0.997 

0.25 0.132 0.023  Sy/x 0.04 

0.50 0.205 0.008  2xSy/x 0.08 

1.0 0.394 0.019  T-student value 2.31 

3.0 1.096 0.012  Upper limit 95% 0.059 

4.0 1.351 -0.087  Lower limit 95% -0.017 

5.0 1.849 0.057    

 

 

 

 

 

 

 

 

 

 

 

Figure 8.23. Calibration curve for the fragment with m/z 119.1 of 3-methoxytyramine in solvent. 

 

 
Figure 8.24. Plot of the residuals versus the concentration, used in the linearity study of 3-

methoxytyramine in solvent.  
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Appendix 8.9. Example of the linearity analysis for the fragment with m/z 123.2 of 3,4-

dihydroxyphenylacetic acid in solvent. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.10 0.045 0.007  m 0.25 

0.15 0.043 -0.008  b 0.01 

0.25 0.072 -0.005  R 0.999 

0.50 0.139 -0.001  R2 0.999 

1.0 0.277 0.009  Sy/x 0.02 

2.0 0.502 -0.020  2xSy/x 0.05 

3.0 0.782 0.003  T-student value 2.31 

4.0 1.084 0.050  Upper limit 95% 0.035 

5.0 1.258 -0.032  Lower limit 95% -0.009 

6.0 1.540 -0.002    

 

 

 

 

 

 

 

 

 

 

 

Figure 8.25. Calibration curve for the fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in 

solvent. 
 

 
Figure 8.26. Plot of the residuals versus the concentration, used in the linearity study of 3,4-

dihydroxyphenylacetic acid in solvent. 
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Appendix 8.10. Example of the linearity analysis for the fragment with m/z 137.2 of homovanillic 

acid in solvent. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.03 0.011 0.001  m 0.14 

0.05 0.011 -0.002  b 0.01 

0.10 0.014 -0.007  R 0.998 

0.15 0.021 -0.007  R2 0.997 

0.25 0.048 0.005  Sy/x 0.01 

0.50 0.085 0.008  2xSy/x 0.03 

1.0 0.158 0.010  T-student value 2.26 

2.0 0.299 0.010  Upper limit 95% 0.020 

3.0 0.396 -0.036  Lower limit 95% -0.007 

4.0 0.590 0.017    

5.0 0.715 0.001    

 

 

Figure 8.27. Calibration curve for the fragment with m/z 137.2 of homovanillic acid in solvent. 

 

  
Figure 8.28. Plot of the residuals versus the concentration, used in the linearity study of homovanillic 

acid in solvent. 
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Appendix 8.11. Example of the linearity analysis for the fragment with m/z 119.1 of 3-

methoxytyramine in plasma. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.05 0.037 -0.033  m 0.31 

0.10 0.070 -0.016  b 0.05 

0.20 0.131 0.014  R 0.998 

0.30 0.151 0.003  R2 0.995 

0.50 0.185 -0.026  Sy/x 0.08 

1.0 0.360 -0.006  2xSy/x 0.16 

2.0 0.639 -0.038  T-student value 2.26 

4.0 1.469 0.169  Upper limit 95% 0.130 

6.0 1.850 -0.078  Lower limit 95% -0.021 

8.0 2.664 0.112    

10.0 3.077 -0.100    
 

 

Figure 8.29. Calibration curve for the fragment with m/z 119.1 of 3-methoxytyramine in plasma. 

 

  
Figure 8.30. Plot of the residuals versus the concentration, used in the linearity study of 3-

methoxytyramine in plasma. 
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Appendix 8.12. Example of the linearity analysis for the fragment with m/z 123.2 of 3,4-

dihydroxyphenylacetic acid in plasma. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.05 0.047 0.059  m 0.24 

0.10 0.037 0.038  b -0.02 

0.20 0.062 0.038  R 0.997 

0.30 0.067 0.020  R2 0.995 

0.50 0.085 -0.010  Sy/x 0.07 

1.0 0.163 -0.051  2xSy/x 0.13 

2.0 0.421 -0.031  T-student value 2.26 

4.0 0.895 -0.032  Upper limit 95% 0.036 

6.0 1.283 -0.124  Lower limit 95% -0.084 

8.0 1.867 -0.016    

10.0 2.470 0.110    
 

 

 

 

 

 

 

 

 

 

Figure 8.31. Calibration curve for the fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in 

plasma. 

 

Figure 8.32. Plot of the residuals versus the concentration, used in the linearity study of 3,4-

dihydroxyphenylacetic acid in plasma. 
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Appendix 8.13. Example of the linearity analysis for the fragment with m/z 137.2 of homovanillic 

acid in plasma. 
 

Concentration 

(pmol/µL) 
Peak area ratio Residuals  Regression statistics 

0.05 0.079 0.020  m 0.13 

0.10 0.070 0.004  b 0.05 

0.20 0.078 -0.001  R 0.998 

0.30 0.080 -0.012  R2 0.996 

0.50 0.119 0.001  Sy/x 0.04 

1.0 0.189 0.007  2xSy/x 0.07 

2.0 0.307 -0.005  T-student value 2.26 

4.0 0.612 0.040  Upper limit 95% 0.086 

6.0 0.803 -0.031  Lower limit 95% 0.020 

8.0 1.019 -0.075    

12.0 1.663 0.052    
 

 

Figure 8.33. Calibration curve for the fragment with m/z 137.2 of homovanillic acid in plasma. 

 

  
Figure 8.34. Plot of the residuals versus the concentration, used in the linearity study of homovanillic 

acid in plasma. 
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Appendix 8.14. Data related to the study of weighted least squares linear regression. 

 

Table 8.10. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 136.2 of L-tyrosine in solvent.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 512.24 142.77 70.58 202.521 191.15 199.03 245.67 

0.05 236.86 79.17 110.19 102.69 84.68 100.13 115.58 

0.1 53.25 61.05 68.83 50.23 59.64 43.72 34.94 

0.15 69.10 52.91 56.10 43.79 48.89 43.54 38.53 

0.25 46.68 49.89 47.94 44.85 43.36 47.21 44.42 

0.5 35.90 30.99 39.87 33.91 37.35 31.54 32.81 

1.0 18.16 18.79 21.36 17.90 14.56 18.36 17.74 

2.0 18.19 17.98 22.62 17.57 18.13 18.36 18.11 

3.0 24.80 22.55 18.02 22.93 18.42 24.03 24.14 

4.0 29.36 27.69 41.14 28.22 33.95 28.18 28.60 

5.0 19.58 19.90 27.40 20.75 27.42 19.46 19.98 

6.0 20.83 22.55 34.22 21.33 24.56 21.92 21.20 

∑ |%𝑹𝑬| 1084.95 546.22 558.27 606.68 602.10 595.48 641.73 

𝑹𝟐 0.99284 0.99470 0.96626 0.99493 0.98386 0.99504 0.99486 
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Table 8.11. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 152.1 of L-DOPA in solvent.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 319.29 68.43 24.50 86.98 43.30 145.37 160.31 

0.05 125.23 38.89 47.56 46.22 39.32 45.65 51.57 

0.1 66.64 46.41 50.80 40.56 45.67 37.59 36.05 

0.15 37.38 28.81 28.80 24.59 24.88 23.15 20.76 

0.25 23.39 34.72 32.35 31.22 27.59 32.73 30.46 

0.5 51.86 55.27 51.24 56.10 55.09 53.57 53.82 

1.0 29.15 27.69 34.37 29.64 38.05 27.61 28.60 

2.0 24.19 23.98 21.54 23.72 21.70 24.74 24.58 

3.0 27.50 28.01 33.12 27.42 31.35 27.50 27.27 

4.0 19.27 19.48 21.11 19.10 19.15 19.39 19.20 

5.0 20.70 22.12 31.62 23.13 33.17 21.38 21.81 

6.0 4.76 6.02 15.21 6.20 14.70 4.95 4.94 

∑ |%𝑹𝑬| 749.37 399.83 392.20 414.89 393.97 463.62 479.37 

𝑹𝟐 0.99531 0.99577 0.98835 0.99565 0.98946 0.99629 0.99618 
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Table 8.12. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 119.1 of 3-methoxytyramine in solvent.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 1186.69 45.09 19.10 68.56 49.84 129.07 160.22 

0.05 603.30 63.49 53.00 69.52 50.98 104.24 119.26 

0.1 315.13 36.73 36.97 36.25 36.98 
64.27564

8 
67.94 

0.15 144.08 40.35 40.37 44.51 48.44 27.36 25.98 

0.25 151.31 53.96 50.81 51.78 48.74 57.18 57.59 

0.5 46.78 31.13 26.72 31.32 26.93 30.47 30.60 

1.0 41.77 30.78 33.66 29.19 34.29 30.81 30.29 

2.0 51.32 39.03 40.17 42.88 44.92 41.73 43.55 

3.0 27.52 11.60 14.19 14.42 18.14 14.35 15.81 

4.0 36.23 28.47 28.25 27.80 29.33 27.81 27.59 

5.0 30.70 20.35 16.64 23.49 17.79 22.52 24.17 

6.0 47.30 61.67 59.42 59.45 56.64 59.22 58.01 

∑ |%𝑹𝑬| 2682.12 462.65 419.30 499.18 463.00 609.05 661.03 

𝑹𝟐 0.97699 0.99089 0.98212 0.99062 0.98302 0.99013 0.79185 
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Table 8.13. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in solvent.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 433.80 146.51 70.47 169.42 160.69 245.56 234.35 

0.05 293.06 96.65 114.58 70.35 68.95 138.43 115.39 

0.1 122.19 95.25 89.22 111.96 117.07 98.57 105.25 

0.15 33.61 38.53 36.48 50.23 58.71 29.64 32.64 

0.25 36.43 30.85 22.07 30.75 23.48 23.12 24.30 

0.5 11.87 15.99 10.60 16.51 15.54 13.24 13.87 

1.0 20.71 18.29 15.00 17.64 10.35 17.85 17.52 

2.0 28.67 28.01 39.94 28.42 38.58 28.79 29.03 

3.0 7.00 5.40 16.79 5.85 14.90 6.75 6.93 

4.0 9.95 10.37 21.87 10.02 11.59 10.12 10.02 

5.0 15.02 13.57 27.93 13.97 26.11 14.02 14.27 

6.0 11.88 14.91 23.28 14.59 16.73 13.30 13.10 

∑ |%𝑹𝑬| 1024.19 514.33 488.21 539.72 562.70 639.39 616.68 

𝑹𝟐 0.99703 0.99669 0.95976 0.99684 0.95954 0.99771 0.99774 
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Table 8.14. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 137.2 of homovanillic acid in solvent.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.025 274.70 147.32 83.54 144.13 115.14 154.15 143.77 

0.05 141.82 131.03 150.04 132.83 141.90 128.56 133.80 

0.1 204.92 80.77 68.77 63.38 50.61 109.86 104.17 

0.15 112.56 64.80 70.67 59.87 63.01 60.90 58.78 

0.25 47.00 73.09 73.62 79.71 85.14 63.78 65.73 

0.5 44.95 33.41 43.41 31.88 33.88 36.49 35.65 

1.0 29.34 34.87 31.07 37.37 34.49 34.52 35.54 

2.0 33.02 32.74 38.46 34.10 38.25 33.59 34.24 

3.0 9.42 9.72 12.74 9.73 11.09 9.19 9.80 

4.0 14.48 12.89 16.22 13.00 11.28 13.37 14.13 

5.0 21.47 18.93 27.48 19.99 22.14 20.15 20.79 

6.0 15.47 18.98 25.70 17.64 22.04 17.06 16.37 

∑ |%𝑹𝑬| 949.16 658.53 641.70 643.62 628.98 681.63 672.75 

𝑹𝟐 0.99187 0.99359 0.94770 0.99391 0.97184 0.99434 0.99427 
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Table 8.15. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z of 119.1 of 3-methoxytyramine in plasma.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.05 570.64 255.62 112.99 290.47 197.85 287.58 290.74 

0.1 285.03 113.58 157.29 104.86 125.89 123.68 123.39 

0.2 184.79 102.35 112.83 95.83 113.22 95.65 95.94 

0.3 111.05 110.33 104.91 99.92 101.64 97.12 93.05 

0.5 29.24 40.31 35.36 33.03 30.95 31.26 30.18 

1.0 34.99 24.90 27.23 23.26 23.60 22.80 21.59 

2.0 19.40 21.19 35.71 20.56 19.41 21.40 20.97 

4.0 25.16 25.44 28.95 25.51 24.52 25.78 25.79 

6.0 23.87 21.54 38.41 19.85 20.37 23.19 22.32 

8.0 16.22 15.11 44.50 13.46 20.71 15.35 14.76 

10.0 18.32 14.95 33.18 14.76 15.30 16.49 15.87 

12.0 25.13 30.77 38.11 32.49 35.48 28.47 29.27 

∑ |%𝑹𝑬| 1343.83 776.09 769.47 774.01 728.93 788.78 783.86 

𝑹𝟐 0.99246 0.99342 0.93927 0.99422 0.97445 0.99452 0.99443 

 

 

 

 

 

 

 

 

 

 

 

 

 



 158 |8. Appendix 

Table 8.16. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 123.2 of 3,4-dihydroxyphenylacetic acid in plasma.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.05 1010.81 316.56 154.27 567.65 551.06 532.88 670.10 

0.1 351.34 169.98 291.19 125.24 76.60 141.41 157.05 

0.2 191.27 53.62 78.66 58.10 64.31 49.16 76.50 

0.3 104.13 105.54 120.30 102.12 120.51 94.13 89.05 

0.5 88.50 84.92 77.35 64.93 80.34 68.64 57.86 

1.0 83.46 93.24 73.92 84.83 90.26 87.60 82.95 

2.0 32.28 43.03 33.77 36.10 30.33 41.66 37.81 

4.0 24.85 25.45 65.97 25.74 34.49 27.40 25.41 

6.0 19.45 16.36 43.38 14.18 25.03 19.20 17.91 

8.0 16.63 13.57 57.22 12.12 33.82 15.04 14.33 

10.0 25.63 22.27 51.32 21.84 49.23 23.59 22.89 

12.0 29.10 35.07 79.56 36.40 65.19 32.62 33.30 

∑ |%𝑹𝑬| 1977.46 979.60 1126.91 1149.27 1221.16 1133.35 1285.17 

𝑹𝟐 0.98995 0.98759 0.85054 0.98906 0.92358 0.99168 0.99183 
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Table 8.17. Relative errors (%𝑅𝐸) and respective sum of the relative errors (∑ |%𝑅𝐸|) calculated 

by the simplest linear regression and weighted linear regression for each weighting factor (𝑤𝑖), for the 

fragment with m/z 137.2 of homovanillic acid in plasma.  
 

Nominal 

concentration 

(µM) 

Model 1  
 

Unweighted 

(wi=1) 

Model 2  
 

𝟏

𝒙
 

Model 3  
 

𝟏

𝒙𝟐
 

Model 4  
 

𝟏

𝒚
 

Model 5  
 

𝟏

𝒚𝟐
 

Model 6  
 

𝟏

√𝒙
 

Model 7  
 

𝟏

√𝒚
 

0.05 857.59 494.30 284.68 770.77 828.94 644.42 771.36 

0.1 220.58 265.14 452.32 157.20 115.58 186.94 182.52 

0.2 177.96 216.55 265.91 164.37 150.18 192.55 170.57 

0.3 89.19 139.47 179.63 112.30 128.44 117.45 102.15 

0.5 24.10 53.65 39.59 20.50 21.31 35.18 18.80 

1.0 22.48 22.49 53.78 20.10 20.90 19.51 20.11 

2.0 25.17 28.00 75.63 28.13 26.54 27.37 26.95 

4.0 13.85 14.35 70.27 12.83 16.38 14.03 13.21 

6.0 25.66 24.64 70.67 24.80 20.63 25.76 25.49 

8.0 30.86 29.19 62.20 29.00 29.71 30.41 29.76 

10.0 25.26 28.01 81.52 27.07 31.89 25.99 25.96 

12.0 23.79 25.84 86.72 25.52 26.06 24.83 24.92 

∑ |%𝑹𝑬| 1536.48 1341.63 1722.92 1392.58 1416.55 1344.43 1411.80 

𝑹𝟐 0.98998 0.98650 0.72298 0.99193 0.97855 0.99229 0.99206 
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Appendix 8.15. ANOVA analysis, intermediate precision and repeatability. 

 

Table 8.18. Calculation of a single-factor ANOVA used in the study of intermediate precision and 

repeatability. 

Variation Sum of squares 
Degrees of 

freedom 
Mean squares 

Between 

groups 
𝑆𝑆𝑟𝑢𝑛 = 𝑛 ∑(𝑋�̅� − �̅�)2

𝑝

𝑖=1

 𝑝 − 1 𝑀𝑆𝑟𝑢𝑛 =  
𝑛 ∑ (𝑋�̅� −  �̅�)2𝑝

𝑖=1

𝑝 − 1
 

Within groups 

(Repeatability) 
𝑆𝑆𝑟 = ∑ ∑(𝑋𝑖𝑗 −  𝑋�̅�)

2

𝑝

𝑗=𝑖

𝑝

𝑖=1

 𝑝. (𝑛 − 1) 𝑀𝑆𝑟 =  
∑ ∑ (𝑋𝑖𝑗 − 𝑋�̅�)

2𝑝
𝑗=𝑖

𝑝
𝑖=1

𝑝(𝑝 − 1)
 

Total 𝑆𝑆𝑟 =  𝑆𝑆𝑟𝑢𝑛 +  𝑆𝑆𝑟  𝑝. 𝑛 − 1 𝑀𝑆𝑇 =  
𝑆𝑆𝑇

𝑛 − 1
 

 

𝑝 – number of analytical runs in which the sample is tested; 

𝑛 – number of replicates performed in every analytical run; 

𝑋𝑖𝑗 – analytical result of a sample analyzed in the 𝑗th replicate and the 𝑖th run; 

𝑋𝑖 – average of the 𝑗 replicates obtained in the 𝑖 run; 

�̅� – average of the mean results obtained in the 𝑝 runs. 

 

Table 8.19. Calculation of the variances used in the study of intermediate precision and 

repeatability. 

Variation Sum of squares 

Repeatability variance 

(𝑺𝒓
𝟐)  

𝑆𝑟
2 = 𝑀𝑆𝑟 

Between run variance 

(𝑺𝒓𝒖𝒏
𝟐 ) 

𝑆𝑟𝑢𝑛
2 =  

𝑀𝑆𝑟𝑢𝑛− 𝑀𝑆𝑟

𝑛
  

Intermediate variance 

(𝑺𝑰
𝟐) 

𝑆𝐼
2 = 𝑆𝑟

2 +  𝑆𝑟𝑢𝑛
2  

Mean variance (𝑺𝒙
𝟐) 𝑆𝑥

2 =  
𝑀𝑆𝑟𝑢𝑛

𝑛
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Appendix 8.16. Data related to the study of carry-over effect. 

 

Table 8.20. Area of LOQ of dopamine and dopamine-d4 used to calculate the criteria of carry-over 

in solvent. 
 

Dopamine Dopamine-d4 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

154.2/91.1 0.050 2560.83 158.3/94.1 0.025 57100.20 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.21. Results of carry-over effect for dopamine and dopamine-d4 in solvent. Data obtained 

in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

Dopamine 
(154.2/91.1) 

Dopamine-d4 
(158.3/94.1) 

Area5 Area5 

6.0 

Standard 179168.70 39034.86 

Blank 1 495.80 N/A 

Blank 2 N/A N/A 

Blank 3 148.00 N/A 

Blank 4 N/A N/A 

Blank 5 N/A 109.94 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.22. Area of LOQ of tyrosine and tyrosine-d7 used to calculate the criteria of carry-over in 

solvent. 
 

 

Tyrosine Tyrosine-d7 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

182.2/136.2 0.050 7792.20 189.2/143.2 0.025 246027.55 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.23. Results of carry-over effect for tyrosine and tyrosine-d7 in solvent. Data obtained in 

the injection of five blanks after the injection of the highest calibrator. The values that did not fulfil 

these criteria are highlighted. 

 

Concentration 

(µM) 
Injection 

Tyrosine 
(182.2/136.2) 

Tyrosine-d7 
(189.2/143.2) 

Area1 Area1 

6.0 

Standard 332303.25 195541.96 

Blank 1 7080.16 1149.04 

Blank 2 4410.40 870.65 

Blank 3 4035.80 634.16 

Blank 4 2476.03 652.90 

Blank 5 2164.47 695.50 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.24. Area of LOQ of L-DOPA and L-DOPA-d3 used to calculate the criteria of carry-over in 

solvent. 
 

L-DOPA L-DOPA-d3 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

198.2/152.1 0.050 3587.19 201.2/154.1 0.025 183477.92 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.25. Results of carry-over effect for L-DOPA and L-DOPA-d3 in solvent. Data obtained in 

the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

L-DOPA 
(198.2/152.1) 

L-DOPA-d3 
(201.2/154.1) 

Area1 Area1 

6.0 

Standard 257956.21 145735.67 

Blank 1 707.10 489.89 

Blank 2 282.98 462.02 

Blank 3 505.76 241.36 

Blank 4 N/A 178.28 

Blank 5 N/A 252.26 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.26. Area of LOQ of 3-methoxytyramine and 3-methoxytyramine-d4 used to calculate the 

criteria of carry-over in solvent. 
 

3-methoxytyramine 3-methoxytyramine-d4 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

168.3/119.1 0.050 3113.62 172.3/123.1 0.025 124172.53 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.27. Results of carry-over effect for 3-methoxytyramine and 3-methoxytyramine-d4 in 

solvent. Data obtained in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

3-methoxytyramine 
(168.3/119.1) 

3-methoxytyramine-d4 
(172.3/123.1) 

Area1 Area1 

6.0 

Standard 199362.27 107505.89 

Blank 1 581.08 N/A 

Blank 2 593.63 N/A 

Blank 3 N/A N/A 

Blank 4 N/A N/A 

Blank 5 N/A N/A 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.28. Area of LOQ of 3,4-dihydroxyphenylacetic acid and 3,4-dihydroxyphenylacetic acid-d5 

used to calculate the criteria of carry-over in solvent. 
 

3,4-dihydroxyphelyacetic acid 3,4-dihydroxyphelyacetic acid-d5 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

167.0/123.2 0.100 7728.15 172.2/128.2 0.025 219530,66 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.29. Results of carry-over effect for 3-methoxytyramine and 3-methoxytyramine-d4 in 

solvent. Data obtained in the injection of five blanks after the injection of the highest calibrator. 
  

Concentration 

(µM) 
Injection 

3,4-dihydroxyphelyacetic 

acid (167.0/123.2) 

3,4-dihydroxyphelyacetic 

acid-d5 (172.2/128.2) 

Area1 Area1 

6.0 

Standard 10957.37 223638.87 

Blank 1 N/A N/A 

Blank 2 N/A 392.02 

Blank 3 N/A 613.16 

Blank 4 N/A N/A 

Blank 5 N/A N/A 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.30. Area of LOQ of homovanillic acid and homovanillic acid-d3 used to calculate the 

criteria of carry-over in solvent. 
 

Homovanillic acid Homovanillic acid-d3 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

181.0/137.2 0.100 1786.51 184.0/139.8 0.025 114952.20 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.31. Results of carry-over effect for homovanillic acid and homovanillic acid-d3 in solvent. 

Data obtained in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

Homovanillic acid 
(181.0/137.2) 

Homovanillic acid-d3 
(184.0/139.8) 

Area1 Area1 

6.0 

Standard 82251.12 102151.43 

Blank 1 N/A 409.16 

Blank 2 N/A 442.89 

Blank 3 N/A 651.91 

Blank 4 N/A 181.01 

Blank 5 N/A 212.37 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.32. Area of LOQ of 3-methoxytyramine and 3-methoxytyramine-d4 used to calculate the 

criteria of carry-over in plasma. 
 

3-methoxytyramine 3-methoxytyramine-d4 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

168.3/119.1 0.200 1504.32 172.3/123.1 0.050 16498.81 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.33. Results of carry-over effect for 3-methoxytyramine and 3-methoxytyramine-d4 in 

plasma. Data obtained in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

3-methoxytyramine 
(168.3/119.1) 

3-methoxytyramine-d4 
(172.3/123.1) 

Area1 Area1 

6.0 

Standard 66658.88 16376.03 

Blank 1 278.90 N/A 

Blank 2 203.42 N/A 

Blank 3 N/A N/A 

Blank 4 N/A N/A 

Blank 5 N/A N/A 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.34. Area of LOQ of 3,4-dihydroxyphenylacetic acid and 3,4-dihydroxyphenylacetic acid-d5 

used to calculate the criteria of carry-over in plasma. 
 

3,4-dihydroxyphelyacetic acid 3,4-dihydroxyphelyacetic acid-d5 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

167.0/123.2 0.300 2733.92 172.2/128.2 0.050 42440.06 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.35. Results of carry-over effect for 3-methoxytyramine and 3-methoxytyramine-d4 in 

plasma. Data obtained in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

3,4-dihydroxyphelyacetic 

acid (167.0/123.2) 

3,4-dihydroxyphelyacetic 

acid-d5 (172.2/128.2) 

Area1 Area1 

6.0 

Standard 139103.60 48430.34 

Blank 1 109.17 N/A 

Blank 2 70.10 N/A 

Blank 3 N/A N/A 

Blank 4 N/A N/A 

Blank 5 N/A N/A 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 
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Table 8.36. Area of LOQ of homovanillic acid and homovanillic acid-d3 used to calculate the 

criteria of carry-over in plasma. 
 

Homovanillic acid Homovanillic acid-d3 

Transition Concentration (µM) Area1 Transition Concentration (µM) Area1 

181.0/137.2 0.300 5706.80 184.0/139.8 0.050 61526.18 

1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

Table 8.37. Results of carry-over effect for homovanillic acid and homovanillic acid-d3 in plasma. 

Data obtained in the injection of five blanks after the injection of the highest calibrator.  
 

Concentration 

(µM) 
Injection 

Homovanillic acid 
(181.0/137.2) 

Homovanillic acid-d3 
(184.0/139.8) 

Area1 Area1 

6.0 

Standard 110229.56 62772.94 

Blank 1 N/A 264.598 

Blank 2 N/A 251.065 

Blank 3 N/A 229.302 

Blank 4 N/A 82.279 

Blank 5 N/A 494.896 
1The value of the area is the average of the data obtained in the 4 days that the procedure was repeated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 




