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Abstract The access to bibliographic and citation databases allows to evaluate scientific

performance, and provides useful means of general characterisation. In this paper we

investigate the clustering of Iberian universities, resulting from the similarity in the number

and specific nature of the scientific disciplines given by the Essential Science Indicators

database. A further refining of the analysis, as provided by PCA, clearly reveals the

relationship between the universities and the scientific disciplines in the main groups.

Similarity between universities is not dictated only by the number of areas in the ranking,

but also stems from the nature of the ranked scientific areas and the specific combination in

each university.

Keywords Iberian universities � Ranking areas � Essential science indicators � Principal

component analysis

Introduction

In recent decades, the expansion of science and technology has been coupled to an

increasing necessity of evaluating scientific productivity in the various disciplines of

knowledge. This has made the measure of scientific output of researchers and institutions,

an important task for the scientific community. Universities are, in most cases, the back-

bone of higher education and scientific research (Braun et al. 2007). The evaluation of their

performance is of paramount importance because they live in an enourmously competitive

marketplace. There are different ways to assess science and information flows. The dif-

ficulty is to clearly understand what good science is and to know if the chosen data reflects

quality (Bornmann et al. 2012). In fact, the access to bibliographic and citation databases is

changing the way scientific performance is evaluated (Moedet al. 1995; Cronin 2001;

Adam 2002; Bar-Ilan et al. 2007; Csajbók et al. 2007; Thelwall 2008; Tian et al. 2008;

Sicilia et al. 2011). Several different indicators have been used in research evaluation due
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to easy access to the relevant databases (Garfield 1995, 2006; Leydesdorff 2005). The

majority of these indicators was developed to quantify both the production of researchers,

using the total number of published papers and the number of papers published in a period

of time, or the impact of their publications, using the total number of citations, the average

number of citations per paper, the number and percentage of significant papers published,

relative citation rates, or even combining some of those indicators (see e.g., Martin 1996;

Bishop et al. 2003; Van Leeuwen et al. 2003; Hirsch 2005; Vinkler 2007; Schreiber 2008;

Alonso et al. 2009; Vieira and Gomes 2010; Zhang et al. 2011; Leydesdorff and Rafols

2011; Serenko and Dohan 2011; Aksnes et al. 2012).

In a recent publication, some of us have investigated the way European countries are

joined in clusters according to similarity in the profile of their citations, on the basis of the

22 scientific disciplines provided by essential science indicators (ESI) (Almeida et al.

2009). A clear pattern arises, implying that geographical and cultural factors strongly

influence the scientific fabric of these countries. Thus, one of the major factors behind

Science in Europe is the geographical proximity. Bilateral cooperation between countries

does not suffice to account for such similarities.

The cluster that includes Portugal, Czech Republic and Hungary is an exception to the

general trend of geographical proximity. However, it reflects the historical role of three

cultures in these countries: Christian, Jewish and Muslim. On that perspective, one would

expect that Spain would be in this same cluster but, in fact, as far as science is concerned,

Spain has at present geographical proximity with the trans-Pyrenees cluster of France,

Germany and Switzerland. This could reflect long term policies, planning and investment

in science, because Spain clusters with Portugal in other fields, notably in patents profiles

(OCDE 2010). This leads us to carry out a comparative study of the Iberian universities on

their research contributions to new knowledge embodied in academic publication.

The ESI field rankings for universities provide a useful criterion to quantitatively assess

universities on their best performances. In this study, 55 Iberian universities are compared

taking into account 22 scientific disciplines, given by the ESI database, available on the

Internet (ESI 2010).

This database considers the scientific citations from countries with at least one hundred

thousand citations for all these scientific disciplines, in a period of 10 years. The updates of

ESI always have a certain differential in relation to the original database (indexed articles

of the Thomson Scientific journal), and from which they are drawn up (ISI 2010). The data

corresponding to the update of ESI in July 2010 covers the period of 10 years ? 4 months,

January 1st 2000 to April 30th 2010. Table 1 shows the scientific disciplines being con-

sidered, in agreement with the descriptions of this database.

An important issue is the validity of considering citations in scientific disciplines as a

relevant indicator for quality Science. We note that, although debatable (Vanclay 2011),

citation-metrics have been used and are deemed appropriate (Moed et al. 2012), e.g, to

assess journal quality or impact.

Citations correspond to an examination at an international level, which is repeated year

after year upon publication of the paper. The obvious alternative, number of papers,

corresponds to an examination at an international level, valid only per a certain period.

Citations are thus an appropriate indicator to assess the impact of scientific and research

institutions including universities, which are the driving force of scientific production in

almost every country in the world. Recognizing this fact, ESI considers the scientific areas

of each institution (Field Rankings) only if they are located in the top 1 % of worldwide

citations in the respective area: the so-called ‘‘ranking areas’’.
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Data analysis

Data analysis resorted to standard chemometrics techniques, including hierarchical cluster

analysis (HCA), with Ward’s linkage, for exploratory assessment of the data structure

(Ward Jr. 1963) and principal component analysis (PCA), for data visualization and var-

iable selection, on the variance–covariance matrix (Jolliffe 2002). The software code was

developed by the authors in Octave (Eaton et al. 2007).

The main goal of clustering algorithms is to group the data into a number of sensible

clusters according to their similarities. In the exploratory data analysis, HCA was used, for

which a recent review can be found in reference (Almeida et al. 2007). Ward’s method is a

standard procedure for such analysis, and will be the one selected for the present study. In

this method the distance between objects or groups is established based on minimizing the

within cluster variance, when the new cluster is constructed (Ward Jr. 1963).

The HCA procedure is graphically represented by a dendrogram, which consists of a

cluster structure and illustrates the fusions or divisions made at each successive stage of the

analysis. It allows inspecting the overall structure of the data, and estimate the number of

clusters.

In turn, PCA allows compressing the data by reducing the number of dimensions, with a

minimized loss of information. The most influential variables in the system are highlighted,

and underlying factors may be identified. Based on an orthogonal linear transformation,

PCA defines a lower dimensionality system, such that the highest variance of the data

comes projected on the first principal component (PC1), the second largest on the second

coordinate (PC2), and so on (Brereton 2003). PCA requires the solution of an eigenvalue

problem, either based on the correlation or variance/covariance matrices of the original

variables. In this work we present results based on the variance/covariance approach.

The dataset analyzed includes information on 55 independent universities. In this study,

we excluded the ‘‘Multidisciplinary’’ discipline which covers articles published in Nature,

Science and Proceedings of the National Academy of Sciences, but 98% of which are

distributed by the other 21 areas based on scientific citations (ESI 2010, URL accessed in

January and July 2010).

The techniques require a description of the objects, i.e., points in Euclidean space. In

this analysis, the universities correspond to the objects. Each university is described by a

vector with 21 components, each component given the value one if the area is ranked, and

zero otherwise. The total number of ranking areas in one university will be denoted as Rk.

Table 1 Description of the sci-
entific disciplines, using the ori-
ginal notation of the ESI database

Scientific disciplines

Agricultural Science Mathematics

Biology and Biochemistry Microbiology

Chemistry Molecular Biology and Genetics

Clinical Medicine Multidisciplinary

Computer Science Neuroscience and Behavior

Economics and Business Pharmacology and Toxicology

Engineering Physics

Environment/Ecology Plant and Animal Science

Geosciences Psychiatry/Psychology

Immunology Social Sciences: General

Materials Science Space Science
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Relative positioning of the Iberian universities

The dendrogram presented in Fig. 1 provides a very simple two dimensional plot of the

data structure indicating the merging universities and the merging distances. It is con-

structed on the basis of the total existing information for the 55 institutions. From this

figure, it is apparent that the data possesses a super-structure in which six groups of

institutions are visible, highlighted by the colours. These groups were established based on

a distance cut close to d = 4.

The ‘‘Top Universities’’ (Group I), whose group includes the CSIC (Consejo Superior
de Investigaciones Scientificas), and the ‘‘Classical Universities’’ (Group II) can be found

in the lower end of the figure. These are very different from the remaining four groups. In

the top are apparent the ‘‘Polytechnic Universities’’ (Group III), a group so called because

it incorporates all polytechnic universities in Spain, which is not very distant from Group

IV. In turn, Groups V and VI are the closer.

Spain possesses the CSIC (Rk = 18), which is the largest public institution devoted to

research in the country and the third at the European level, and three ‘‘Top Universities’’,

the University of Barcelona (Rk = 19), Complutense de Madrid (Rk = 16) and Autonoma de
Madrid (Rk = 17). In the group of ‘‘Classical Universities’’ there are six universities from

which the Autonoma de Barcelona shows the highest Rk, with Rk = 15, then the university

of Valencia, with Rk = 14. However, clustering does not depend solely on the value of Rk,

and is also dependent on the nature of the scientific areas. For example, Granada and

Sevilla, both with Rk = 12, and Oviedo with Rk = 7, the lowest ranking, are in the same

Fig. 1 Similarity among Iberian universities in terms of scientific areas (Field Rankings) contemplated by
the ESI database in January 2010. Dendrogram constructed resorting to Ward’s method with Euclidean
distances, using the 21 scientific areas as variables defining each institution
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group. The university of Santiago de Compostela with a Rk = 10 has the same ranking level

of the best universities in Portugal, Porto and Coimbra.

Figure 2 depicts a composed view of the universities represented in the new

orthonormal principal component system. This representation, in two dimensions, allows

the visual discrimination between the institution classes. As a preliminary PCA result,

the data scores representation is in direct agreement with the results obtained via HCA.

For clarity, the groups are identified by matching colours in HCA and PCA. The

boundaries of these groups do not overlap. Furthermore, this figure shows that the

descrimination between the universities of higher and lower impact on research lies

essentially on PC1.

In the update of July 2010, the dendrogram suffers some changes in the distribution of

the groups, because some of the institutions have changed, by loss or gain of ranking areas.

Figure 3 presents the new dendrogram, corresponding to this update. The colours of the

original large groups are mantained for easier identification of changes. In this structure,

there are some transitions from one group to a neighboring one: for example, the group of

‘‘Top Universities’’ (Group I) finds himself enriched with another institution, the Univ.

Autonoma de Barcelona, lost by the group of ‘‘Classical Universities’’ (Group II). Gra-
nada, Oviedo and Lisbon, have evolved from the ‘‘Classical’’ into groups of lower impact.

However, according to PCA results (see below), Granada remains in the orbit of this

group, and possesses a high Rk.

Fig. 2 Representation of the Iberian universities on the two main principal components. Each group is
depicted in 2D convex hull form, showing the groups boundaries. The red-coloured group refers to the ‘‘Top
Universities’’ (Group I), the orange-coloured group refers to the ‘‘Classical Universities’’ (Group II), the
purple-coloured one to the ‘‘Polytechnic Universities’’ (Group III). The remaining three groups (Groups IV,
V and VI) correspond to groups of general characteristics with intermediate and low impact. For
convenience, the names of institutions have been duly abbreviated (color figure online)
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Discrimination between universities

Let us now start analyzing the PCA results on the update of July 2010. Note that PCA

replaces most of exploratory data analysis tasks, and provides a good data visualization, as

shown before for the January 2010 results.

Table 2 presents the dependency of the PCA transformed data on each original variable,

for the first three principal components. The criterion for selecting a significant load is

based on the comparison to the average expected value. Since PC constitutes an ortho-

normal vectorial base, for a m dimensional case we expect an average value of

1=
ffiffiffiffi

m
p

ð1Þ
In summary, the variables of highest weight for the first component (PC1) are Biology

and Biochemistry, Physics and the Environment/Ecology, while Materials Science, Engi-
neering and Physics have the highest contribution to the second component (PC2). Those

that contribute the most to the third component (PC3) are Agricultural Science, Plant and
Animal Science and Clinical Medicine.

Figure 4 depicts the scores of the Iberian universities in two dimensions. The third

dimension (PC3) is represented by bars whose amplitude can be read on the PC2 axis.

From Fig. 4, it is seen that the six groups spread essentially along PC1, but PC2 also

contributes for the discrimination of some of them. It is also seen that the third component

displays additional information for each group. The groups of the ‘‘Top Universities’’

(Group I) and ‘‘Classical Universities’’ (Group II) are clearly detached from each other and

from the remaining ones. Group III, ‘‘Polytechnic’’, is also clearly separated in the PC1/

PC2 plane from every other group. These observations are compatible with those extracted

from Fig. 3. Some degree of overlap is found between groups IV and V and between

Fig. 3 Dendrogram constructed resorting to Ward’s method with euclidean distances, using the 21
scientific areas for the update of July 2010
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groups IV and VI. Note, however, that if the dominant value of the third principal com-

ponent is used, the closer groups are IV and V, not far from III in PC1, but the latter

differing in both PC2 and PC3, and, finally, the most remote is VI, both in PC1 and PC3.

This, again, is compatible with the observations from Fig. 3.

The ‘‘Top Universities’’, with the highest values of Rk (between 15 and 19), are depicted

on the negative side of PC1. In the positive side are present those universities characterized

by small values of Rk (for example, Evora and Catolica Portuguesa). For Group II, the

‘‘Classical’’ universities, Rk values vary between 10 and 14. In the ‘‘Polytechnic’’, Group

III, the variation is between 5 and 7. These values are easily understandable, since the top

and classical universities are active in most areas, while the latter focus essentially on

technical disciplines. In Fig. 5 it is noticeable that the distribution of the institutions along

the first principal component (PC1), are essentially based in the number of the ranking

areas (Rk values).

In order to characterize the second component (PC2) we now analyze, separately, three

groups that are disposed or have a significant dispersion along this component: Group III

formed by the ‘‘Polytechnic Universities’’, with a predominance of the field of Nano-

sciences, Group V of intermediate/high impact, with a predominance in the Biology field,

and Groups IV and VI with intermediate/low and low impact.

Figure 6 further explores the PCA results, displaying the representation, on the basis of

histograms, of the average values of the scientific areas of greatest contribution to the

Table 2 Impact of all original variables on the first three principal components

Scientific disciplines PC1 PC2 PC3

Agricultural Science -0.165 0.170 0.606

Biology and Biochemistry -0.331 0.271 -0.175

Chemistry -0.159 -0.220 -0.249

Clinical Medicine -0.251 -0.197 -0.448

Computer Science -0.077 -0.216 0.155

Economics and Business 0.015 0.027 -0.080

Engineering -0.234 -0.439 -0.223

Environment/Ecology -0.305 -0.084 -0.038

Geosciences -0.185 0.100 -0.015

Immunology -0.155 0.092 0.030

Materials Science -0.269 -0.478 0.123

Mathematics -0.250 0.028 0.034

Microbiology -0.247 0.146 0.027

Molecular Biology and Genetics -0.157 0.218 -0.032

Neuroscience and Behavior -0.228 0.287 -0.029

Pharmacology and Toxicology -0.270 0.037 0.032

Physics -0.331 -0.338 0.110

Plant and Animal Science -0.207 0.075 0.461

Psychiatry/Psychology -0.136 0.076 0.023

Social Sciences: General -0.211 0.195 -0.104

Space Science -0.038 0.019 0.010

The most relevant contributions are highlighted in bold
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second component (Materials Science, Engineering, Physics, Neuroscience and Behavior,

Biology and Biochemistry, Chemistry and Molecular Biology and Biochemistry). This

figure reflects the relevance of these areas in the distribution of the institutions in the four

groups considered.

We can conclude that the predominant areas in Group III, ‘‘Polytechnic Universities’’, are

the field of Nanosciences, as Materials Science and Engineering, in addition to Chemistry and

Physics. These areas are less dominant or even absent (case of Materials Science and Physics)

in Group V. In the latter group, we highlight the areas of the field of Biology (Biology and
Biochemistry, Neuroscience and Behavior and Molecular Biology and Genetics). Groups IV

and VI are characterized by an intermediate dominance of all these areas.

Considering the highest loading in the second component (PC2), Materials Science, we

can see that the corresponding average influences significantly the position of the four

groups on PC2. Consider, as an example, the universities of Navarra (Group V) and

Polytechn Catalunya (Group III), located on opposite sides of the second component

(PC2). Navarra possesses areas such as Molecular Biology and Genetics and Neuroscience
and Behavior, which are absent in Groups III, IV and VI. On the other hand, at the Politecn
Catalunya, the areas of Materials Science, Engineering, Physics and Chemistry are

dominant. These are not present in the former institution. Based on this example, we can

conclude that PC2 reflects the influence of the specific nature of the scientific areas in the

distribution of groups.

In Fig. 4, and as previously mentioned, the third component is represented by bars of

amplitude proportional to the respective value (read on the axis of PC2). Different colours

are used as this component is positive or negative. The working hypothesis that we will

Fig. 4 Scatter plot of the Iberian universities in 2D for July 2010. The positive and negative scores are
represented by bars in the third dimension. Red refers to positive scores, while blue corresponds to negative
scores. For convenience, we used abbreviations for the names (color figure online)
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consider is that the third component is characterized by the combination of certain sci-

entific disciplines. The areas corresponding to Agricultural Science and Plant and Animal
Science when combined with other areas of Nanoscience, such as Computer Science,

Engineering, Materials Science and Physics leads to positive scores in PC3 and the cor-

responding bars have a very high amplitude. As an example of this type of combination we

can quote universities Polytechn Madrid, Polytechn Valencia and Aveiro.

The negative scores arise as a result of the combinations of Biology and other areas as

Business and Economics, Social Sciences and Engineering. An example of such combination

stands out, Pompeu Fabra. This institution has a negative PC3 and high amplitude, due to the

combination of Business and Economics and Social Sciences. The university of Pompeu
Fabra is the only Iberian university that has the combination of Economics and Business and

Social Science: General as ranking areas. The scores of the universities of Navarra, Murcia,

Salamanca, Santiago de Compostela and Granada are virtually null in the PC3, given that

these institutions present a very balanced distribution of areas in the Biology field.

An effort is now made to assess the relevance of the areas of greatest contribution in

PC3 (Agricultural Science, Plant and Animal Science, Clinical Medicine, Chemistry and

Engineering) to discriminate the institutions in the third dimension (positive and negative

scores). Figure 7 shows the impact of the areas of greatest contribution to PC3, based on

the average values.

Fig. 7 Relevance of the scientific areas of greatest weight in the third component (PC3) in the discrimination
of the institutions. The average of the variables for universities with positive scores are shown in red. The blue
bars represent the average of the variables for universities with negative scores (color figure online)
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Panels (a) and (e) support the conclusions drawn previously: the scientific disciplines of

Agricultural Science and Plant and Animal Science have a great influence on the dis-

crimination of the institutions scores in the third dimension.

Figure 8 shows the variance values according to the average of each scientific area. We

can consider that the variability is associated with the deviation from the intermediate

value of 0.5 (for binary variables, 0 and 1). The closer to the intermediate value, the greater

the variability associated to the variables.

The most significant loadings (of high variability) have the average close to 0.5. For

example, Agricultural Science and Environment/Ecology are the scientific disciplines

which have the highest variance (0.25), are at the same distance from the mean value (0.58

and 0.42, respectively). They are followed by Clinical Medicine and Physics with 0.24. On

the other hand, the least significant loadings, such as Space Science and Economics and
Business present the values of variance very close to zero (0.02 and 0.04, respectively).

Scientific disciplines with an higher variance, i.e., close to an average value of 0.5, pop-

ulate the higher loadings in the first components and are the main responsables for the

descrimination between universities.

Conclusion

The results presented in this paper indicate that scientific disciplines are paramount for the

evaluation of universities and their performance. It is recognised that the number of sci-

entific disciplines in the ranking level is a quantitative measure of the performance of each

institution in the scientific research. It is also stressed that the specific combination of some

Fig. 8 Variance values as a function of the mean of each variable to the set of institutions under study (ESI
2010)
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scientific disciplines discriminates the groups of universities, with an intermediate impact,

in a qualitative way.
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