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Abstract. - We prove existence of continuous solutions for

$$
\partial_{t}[\gamma(\theta)]-\operatorname{div}\left(|\nabla \theta|^{p-2} \nabla \theta\right) \ni 0, \quad p>2,
$$

where $\gamma$ is a maximal monotone graph, by showing equicontinuity of a sequence of approximate solutions. Relations of this type are models for certain free boundary problems like the Stefan problem with nonlinear diffusion.

## 1. - Introduction.

This paper deals with the question of the continuity of the solution of degenerate parabolic equations, with principal part in divergence form, of the type

$$
\partial_{t}[\gamma(\theta)]-\operatorname{div}\left(|\nabla \theta|^{p-2} \nabla \theta\right) \ni 0, \quad p>2
$$

where $\gamma$ is a maximal monotone graph with a singularity at the origin. The equation is thus degenerate in the space part, due to the vanishing of its modulus of ellipticity $|\nabla \theta|^{p-2}$ at points where $|\nabla \theta|=0$, and singular in the time part since $« \gamma \gamma^{\prime}(0)=\infty »$. We use the word singular with this meaning and not in reference to the principal part singular case corresponding to $1<p<2$, which is not considered here.

An equation of this form occurs as a model for the well known two phase Stefan problem when a nonlinear law of diffusion is considered, $\theta$ being in that case the temperature and $\gamma(\theta)$ the enthalpy. The problem of the continuity of the temperature in the linear diffusion case ( $p=2$ ) was solved independently by Caffarelli and Evans (cf. [1]) and DiBenedetto (cf. [3]) in the early eighties. The technique developed in [3] is more powerful since it works not only for the Laplacian, whose properties are essential

[^0]in the proof of [1], but also for more general principal parts, satisfying appropriate structure assumptions. It covers also the case of equations with lower order terms depending on the temperature, which is relevant when we are taking convection into account.

Concerning the case of nonlinear diffusion, the question of the existence was successfully tackled in [11] by means of a regularization method and the use of an extended weak maximum principle. The very week regularity available in what concerns the time derivative, that only has a meaning as a distribution, prevented us so far from obtaining a uniqueness result. We show here that the problem has at least a continuous solution, namely the one that was obtained in the proof of the existence result as the limit of the sequence of approximate solutions. These are the unique solutions of problems obtained after regularization of the maximal monotone graph. The result is achieved by showing that the equibounded sequence of approximations is also equicontinuous.

The regularity of solutions of degenerate parabolic equations has deserved a considerable amount of attention in recent years and a good reference in what concerns the state of the art is the book by DiBenedetto [6]. Results on the continuity of solutions at a point consist basically in constructing a sequence of nested and shrinking cylinders with vertex at that point, such that the essential oscillation of the function in those cylinders converges to zero when the cylinders shrink to the point. At the basis of the proof is an iteration technique, that is a refinement of the technique by DeGiorgi and Moser (cf. [2], [9] and [8]), based on energy (and logarithmic) estimates for the solution, that in the degenerate case are not homogeneous in the sense that they involve integral norms corresponding to different powers, namely the powers 2 and $p$. The key idea is to look at the equation in its own geometry, i.e., in a geometry dictated by its degenerate structure. This amounts to rescale the standard parabolic cylinders by a factor like

$$
\left(\frac{\omega}{A}\right)^{p-2}, \quad A=2^{s}
$$

where $\omega$ is an upper bound for the oscillation of the solution in the rescalled cylinder. This procedure, which can be called accommodation of the degeneracy, allows one to recover the homogeneity in the energy estimates written over these rescalled cylinders and carry on with the proof. We can say heuristically that the equation behaves in its own geometry like the heat equation.

In the present singular-degenerate case, when showing that the approximate solutions are equicontinuous, a third power (power 1) occurs at the energy estimates, as a consequence of estimating uniformly the regularization of the maximal monotone graph. No rescalling permits the compatibility of the three powers so we use the geometry of the nonsingular case to deal with the degeneracy and pay the price of a dependence on the oscillation in the various constants that are determined along the proof. Owing to this fact we are no longer able to exhibit a modulus of continuity but only to define it implicitly independently of the regularization. This is enough to obtain a continuous solution for the original problem but the Hölder continuity, that holds in the nonsingular case, is lost.

The article is organized as follows. In the next section we formulate the problem and state the main result concerning the interior equicontinuity of a sequence of approximate solutions. In section 3 we derive the essential tools for the proof: the independent of $\varepsilon$ local energy and logarithmic estimates. The geometric setting is presented in section 4, where we also reduce the proof to the analysis of two alternative cases, that are considered separately in sections 5 and 6 . The proof of the main results is the object of the last section.

We made an effort to keep the article self contained and enjoyable to read without repeating too much of what is already known from the literature. Some duplication of arguments was although inevitable.

## Notation.

- $\Omega$ is a bounded and regular domain in $\mathbb{R}^{N}$, with boundary $\partial \Omega$.
- $Q=\Omega \times(0, T)$, for $T>0$ is the space-time domain with lateral boundary $\Sigma=$ $=\partial \Omega \times(0, T)$ and parabolic boundary $\partial_{p} Q=\Sigma \cup(\Omega \times\{0\})$.
- We use the usual Sobolev spaces and define

$$
V_{0}^{p}(Q)=L^{\infty}\left(0, T ; L^{p}(\Omega)\right) \cap L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)
$$

endowed with the norm

$$
\|u\|_{V(Q)}^{p}=\underset{0 \leqslant t \leqslant T}{\operatorname{ess} \sup _{p}}\|u(\cdot, t)\|_{p, \Omega}^{p}+\|\nabla u\|_{p, Q}^{p} .
$$

- The characteristic function of a set $A$ is denoted by $\chi_{A}$.
- Given a point $x_{0} \in \mathbb{R}^{N}, K_{\varrho}\left(x_{0}\right)$ denotes the $N$-dimensional cube with centre at $x_{0}$ and wedge $2 \varrho$ :

$$
K_{\varrho}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{N}: \max _{1 \leqslant i \leqslant N}\left|x_{i}-x_{0 i}\right|<\varrho\right\}
$$

given a point $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$, the cylinder of radius $\varrho$ and height $\tau>0$ is

$$
\left(x_{0}, t_{0}\right)+Q(\tau, \varrho):=K_{\varrho}\left(x_{0}\right) \times\left(t_{0}-\tau, t_{0}\right) .
$$

- Throughout the paper, the letter $C$ denotes a constant that depends only on the data. The same $C$ will be used to denote different constants depending on the data except if this occurs in the same line. In that case we use $C_{1}, C_{2}$, etc.


## 2. - Statement of the problem and main result.

In [11] we study a generalized Stefan problem from the point of view of the existence of a solution. The novelty in the problem is the assumption of a nonlinear Fourier law relating the heat flux and the gradient of the renormalized temperature field $\theta$,
that gives rise to a diffusion term in the equation involving the $p$-Laplacian operator

$$
\Delta_{p} \theta:=\operatorname{div}\left(|\nabla \theta|^{p-2} \nabla \theta\right) .
$$

In the case $p>2$, to which we will be restricted, this renders the equation degenerate since its modulus of ellipticity $|\nabla \theta|^{p-2}$ vanishes at points where $|\nabla \theta|=0$.

We assume the material under consideration occupies a domain $\Omega$, with two phases, a solid phase corresponding to the region $\{\theta<0\}$ and a liquid phase corresponding to the region $\{\theta>0\}$, separated by an interface $\Phi=\{\theta=0\}$, the free boundary. The problem in its strong formulation reads

$$
(\boldsymbol{P}) \begin{cases}\left(\partial_{t}+\boldsymbol{v} \cdot \nabla\right) b(\theta)=\Delta_{p} \theta & \text { in } Q \backslash \Phi=\{\theta<0\} \cup\{\theta>0\} \\ {\left[|\nabla \theta|^{p-2} \nabla \theta\right]_{-}^{ \pm} \cdot \boldsymbol{n}=\lambda(\boldsymbol{w}-\boldsymbol{v}) \cdot \boldsymbol{n}} & \text { on } \Phi=\{\theta=0\} \\ \theta=\theta_{D} & \text { on } \Sigma \\ \theta(0)=\theta_{0} & \text { in } \Omega \times\{0\}\end{cases}
$$

where $\boldsymbol{v}$ is a prescribed velocity field, $b$ a given continuous and increasing function, $\boldsymbol{n}$ the unit normal to $\Phi$, pointing to the solid region, $\boldsymbol{w}$ the velocity of the free boundary and $\lambda=[e]^{\ddagger}>0$ the latent heat of phase transition ( $e$ is the internal energy), with [.] $\pm$ denoting the jump across $\Phi$.

Following the original ideas of [7] we derive a weak formulation, in which all explicit references to the free boundary are absent, considering the maximal monotone graph $H$ associated with the Heaviside function,

$$
H(s)= \begin{cases}0 & \text { if } s<0 \\ {[0,1]} & \text { if } s=0 \\ 1 & \text { if } s>0\end{cases}
$$

and introducing a new unknown function, the enthalpy $\eta$, such that

$$
\eta \in \gamma(\theta):=b(\theta)+\lambda H(\theta) .
$$

A formal integration by parts against appropriate test functions and the replacement of the initial condition for $\theta$ by a more adequate initial condition for $\eta$, leads to an integral relation that we adopt as definition of weak solution.

We will restrict ourselves to the cases

$$
\begin{equation*}
\boldsymbol{v}=0, \quad b(s) \equiv s, \quad \theta_{D}=0, \quad p>2 . \tag{1}
\end{equation*}
$$

A more general $b \in C^{0,1}(\mathbb{R})$ satisfying the conditions $b(0)=0$ and $0<b_{*} \leqslant b^{\prime} \leqslant b_{*}$ can be considered; the problem can be reduced to the case $b(s)=s$ in a simple way (see [3]). It is also possible to deal with the case of a convective term depending on the temperature at the expense of a more technical analysis (see [6]). We don't consider it here to focus the attention on the really new difficulty, which is to deal with the singularity in time and the degeneracy in space at the same time. The case of a convective term depending on the enthalpy, like the convective term in [11], is more delicate and is left
open. As far as we know, not even in the nondegenerate case ( $p=2$ ) continuity results are available. The existence of weak solutions is obtained in [10], where it is also shown that $\partial_{t} \theta \in L_{\text {loc }}^{2}(Q)$, a regularity result that may be relevant to obtain the continuity of the temperature. The last two restrictions in (1) reflect severe difficulties with which we are unable to deal at the present moment. We will refer to this later in the last section.

With this restrictions in mind, the exact definition of weak solution, the space of test functions being
$\mathscr{J}(Q):=\left\{\xi \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right): \partial_{t} \xi \in L^{2}(Q), \xi(T)=0\right\}$,
is the following (see [11])
Definition 1. - We say that $(\eta, \theta)$ is a weak solution of problem (P), if

$$
\begin{gathered}
\theta \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right) \cap L^{\infty}(Q) ; \\
\eta \in L^{\infty}(Q) \quad \text { and } \quad \eta \in \gamma(\theta), \quad \text { a.e. in } Q \\
-\int_{Q} \eta \partial_{t} \xi+\int_{Q}|\nabla \theta|^{p-2} \nabla \theta \cdot \nabla \xi=\int_{\Omega} \eta_{0} \xi(0), \quad \forall \xi \in \mathscr{J}(Q) .
\end{gathered}
$$

The proof of the existence result in [11], assuming

$$
\eta_{0} \in \gamma\left(\theta_{0}\right) \quad \text { and } \quad\left\|\theta_{0}\right\|_{L^{\infty}(\Omega)} \leqslant M, \quad M>0
$$

consists in a regularization of the maximal monotone graph and some data, leading to approximated problems that are solved by a Galerkin method. The derivation of suitable a priori estimates and the use of monotonicity methods allow us to pass to the limit and obtain a bounded solution to the problem. More precisely, let $0<\varepsilon \ll 1$ and consider the function

$$
\gamma_{\varepsilon}(s)=s+\lambda H_{\varepsilon}(s)
$$

where $H_{\varepsilon}$ is a $\mathcal{C}^{\infty}$-approximation of the Heaviside function, such that

$$
H_{\varepsilon}(s)=0 \quad \text { if } s \leqslant 0, \quad \mathrm{H}_{\varepsilon}(\mathrm{s})=1 \quad \text { if } s \geqslant \varepsilon
$$

$H_{\varepsilon}^{\prime} \geqslant 0$ and $H_{\varepsilon} \rightarrow H$ uniformly in the compact subsets of $\mathbb{R} \backslash\{0\}$, as $\varepsilon \rightarrow 0$. The function $\gamma_{\varepsilon}$ is bilipschitz and satisfies

$$
\begin{equation*}
1 \leqslant \gamma_{\varepsilon}^{\prime}(s) \leqslant 1+\lambda L_{\varepsilon}, \quad s \in \mathbb{R} \tag{2}
\end{equation*}
$$

with $L_{\varepsilon} \equiv \mathcal{O}(1 / \varepsilon)$ being the Lipschitz constant of $H_{\varepsilon}$. Its inverse $\beta_{\varepsilon}=\gamma_{\varepsilon}^{-1}$ satisfies

$$
\begin{equation*}
0<\frac{1}{1+\lambda L_{\varepsilon}} \leqslant \beta_{\varepsilon}^{\prime}(s) \leqslant 1, \quad s \in \mathbb{R} \tag{3}
\end{equation*}
$$

Taking also a sequence of functions $\theta_{0 \varepsilon} \in W^{1, p}(\Omega)$ such that

$$
\theta_{0 \varepsilon} \rightarrow \theta_{0}, \quad \gamma_{\varepsilon}\left(\theta_{0 \varepsilon}\right) \rightarrow \eta_{0} \text { in } L^{p}(\Omega) \text { and }\left|\theta_{0 \varepsilon}\right| \leqslant M, \text { a.e. in } \Omega
$$

we define the approximated problem as follows
$\left(P_{\varepsilon}\right)$ : For each $0<\varepsilon \ll 1$, find a function

$$
\theta_{\varepsilon} \in H^{1}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; W_{0}^{1, p}(\Omega)\right) \cap L^{\infty}(Q)
$$

such that

$$
\begin{equation*}
-\int_{Q} \gamma_{\varepsilon}\left(\theta_{\varepsilon}\right) \partial_{t} \xi+\int_{Q}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla \xi=\int_{\Omega} \gamma_{\varepsilon}\left(\theta_{0 \varepsilon}\right) \xi(0), \quad \forall \xi \in \mathscr{J}(Q) \tag{4}
\end{equation*}
$$

In the presence of the regularity required, equation (4) can be shown to be equivalent to the two conditions: $\theta_{\varepsilon}(0)=\theta_{0 \varepsilon}$ and, for a.e. $t \in(0, T)$,

$$
\begin{equation*}
\int_{\Omega \times\{t\}} \partial_{t}\left[\gamma_{\varepsilon}\left(\theta_{\varepsilon}\right)\right] \varphi+\int_{\Omega \times\{t\}}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla \varphi=0, \quad \forall \varphi \in W_{0}^{1, p}(\Omega) \tag{5}
\end{equation*}
$$

We show in [11] that this approximated problem has a unique solution and derive enough a priori estimates to pass to the limit and obtain a solution of the original problem with the regularity required in Definition 1, that in addition satisfies an extended weak maximum principle:

$$
\|\theta\|_{L^{\infty}(Q)} \leqslant M
$$

It is clear from the results of [6] that the solutions of the approximated problem are Hölder continuous. In fact, they satisfy in the distribution sense an equation of the type

$$
\partial_{t} u-\operatorname{div} \boldsymbol{a}(x, t, u, \nabla u)=\mathbf{0}
$$

with $u=\gamma_{\varepsilon}\left(\theta_{\varepsilon}\right)$ and $\boldsymbol{a}(x, t, u, \nabla u)=\left|\nabla \beta_{\varepsilon}(u)\right|^{p-2} \nabla \beta_{\varepsilon}(u)$. We verify that the assumptions on page 16 of [6] are satisfied due to (3):
(A1) $\boldsymbol{a}(x, t, u, \nabla u) \cdot \nabla u=\left(\beta_{\varepsilon}^{\prime}(u)\right)^{p-1}|\nabla u|^{p} \geqslant\left(\frac{1}{1+\lambda L_{\varepsilon}}\right)^{p-1}|\nabla u|^{p}$
(A2) $\quad|\boldsymbol{a}(x, t, u, \nabla u)|=\left(\beta_{\varepsilon}^{\prime}(u)\right)^{p-1}|\nabla u|^{p-1} \leqslant|\nabla u|^{p-1}$.
We also see that (A1) is not satisfied uniformly since

$$
C_{0}(\varepsilon):=\left(\frac{1}{1+\lambda L_{\varepsilon}}\right)^{p-1} \rightarrow 0 \quad \text { as } \quad \varepsilon \rightarrow 0
$$

which is in accordance with our expectations; in fact, that would imply the continuity of the enthalpy $\eta$ whereas this is only expected to hold for the temperature.

We will show that there is a uniform, i.e. independent of $\varepsilon$, interior modulus of continuity for $\theta_{\varepsilon}$ and this will allow us to obtain a locally continuous temperature as a solution to the original problem as a consequence of the Theorem of Ascoli-Arzelá. The exact result is the following

Theorem 1. - The sequence $\left(\theta_{\varepsilon}\right)_{\varepsilon}$ is locally equicontinuous, i.e., there is an independent of $\varepsilon$ interior modulus of continuity for $\theta_{\varepsilon}$. As a consequence, problem ( $\mathbf{P}$ ) has at least a locally continuous solution.

We strongly emphasize that a uniqueness result for the problem is still missing, so we are actually only showing that the solutions obtained via this regularization procedure are locally continuous. Anyway, these are the interesting solutions in terms of the applications since the numerical methods use regularizations of this type.

The results presented here are local so we didn't have to associate to the equation a specific boundary value problem. We have just done it here to be consistent with the presentation of [11]. However, in section 7 we remark that this method can be extended up to the boundary in the case of Neumann or homogeneous Dirichlet conditions.

## 3. - The local energy and logarithmic estimates.

In this section we derive certain uniform local estimates that will be the main tool in the proof of the interior continuity.

Consider a cylinder $\left(x_{0}, t_{0}\right)+Q(\tau, \varrho) \subset Q$ and let $0 \leqslant \zeta \leqslant 1$ be a piecewise smooth cutoff function in $\left(x_{0}, t_{0}\right)+Q(\tau, \varrho)$ such that

$$
\begin{equation*}
|\nabla \xi|<\infty \quad \text { and } \quad \zeta(x, t)=0, \quad x \notin K_{\varrho}\left(x_{0}\right) . \tag{6}
\end{equation*}
$$

We start with the energy estimates. For the sake of simplicity and without loss of generality, we will state them for cylinders that are centered at the origin ( 0,0 ), the changes being obvious in the case the center is a point $\left(x_{0}, t_{0}\right)$.

Proposition 1. - Let $\theta_{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\right)$ and $k<M$. There exists a constant $C>0$, that is independent of $\varepsilon$, such that for every cylinder $Q(\tau, \varrho) \subset Q$,

$$
\begin{align*}
& \sup _{-\tau<i<0} \int_{K_{e} \times\{t\}}\left(\theta_{\varepsilon}-k\right)_{-}^{2} \zeta^{p}+\int_{-\tau}^{0} \int_{K_{e}}\left|\nabla\left(\theta_{\varepsilon}-k\right)_{-} \zeta\right|^{p} \leqslant  \tag{7}\\
& \quad \leqslant C \int_{-\tau}^{0} \int_{K_{e}}\left(\theta_{\varepsilon}-k\right)_{-}^{p}|\nabla \zeta|^{p}+C \int_{K_{e} \times\{-\tau\}}\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p}+C \int_{-\tau}^{0} \int_{K_{e}}\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p-1} \partial_{t} \zeta .
\end{align*}
$$

Proof. - Let $\varphi=-\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p}$ in (5) and integrate in time over $(-\tau, t)$ for $t \in(-\tau, 0)$. The first term gives
(8) $\quad-\int_{-\tau}^{t} \int_{K_{Q}} \partial_{t}\left[\gamma_{\varepsilon}\left(\theta_{\varepsilon}\right)\right]\left(\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p}\right)=\int_{K_{e}} \int_{-\tau}^{t} \partial_{t}\left(\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s\right) \zeta^{p}=$

$$
\begin{aligned}
& =\int_{K_{e} \times\{t\}}\left(\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s\right) \zeta^{p}-\int_{K_{Q} \times\{-\tau\}}\left(\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s\right) \zeta^{p}- \\
& -p \int_{-\tau}^{t} \int_{K_{e}}^{t}\left(\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s\right) \zeta^{p-1} \partial_{t} \xi \geqslant \\
& \geqslant \frac{1}{2} \int_{K_{e} \times\{t\}}\left(\theta_{\varepsilon}-k\right)_{-}^{2} \zeta^{p}-2(M+\lambda) \int_{K_{e} \times\{-\tau\}}\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p}- \\
& -2 p(M+\lambda) \int_{-\tau}^{t} \int_{K_{e}}\left(\theta_{\varepsilon}-k\right)_{-} \zeta^{p-1} \partial_{t} \zeta
\end{aligned}
$$

since we have, recalling (2),

$$
\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s \geqslant \int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} s \mathrm{~d} s=\frac{1}{2}\left(\theta_{\varepsilon}-k\right)_{-}^{2}
$$

and

$$
\begin{aligned}
\int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) s \mathrm{~d} s & \leqslant\left(\theta_{\varepsilon}-k\right)_{-} \int_{0}^{\left(\theta_{\varepsilon}-k\right)_{-}} \gamma_{\varepsilon}^{\prime}(k-s) \mathrm{d} s \\
& =\left(\theta_{\varepsilon}-k\right)_{-}\left[\gamma_{\varepsilon}(k)-\gamma_{\varepsilon}\left(\theta_{\varepsilon}\right)\right] \\
& \leqslant 2(M+\lambda)\left(\theta_{\varepsilon}-k\right)_{-}
\end{aligned}
$$

Concerning the other term, we have
(9) $\int_{-\tau}^{t} \int_{K_{e}}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla\left[-\left(\theta_{\varepsilon}-k\right)_{-} \xi^{p}\right]=\int_{-\tau}^{t} \int_{K_{e}}\left|\nabla\left(\theta_{\varepsilon}-k\right)_{-} \xi\right|^{p}-$

$$
\begin{aligned}
& -p \int_{-\tau}^{t} \int_{K_{e}}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla \zeta\left[\zeta^{p-1}\left(\theta_{\varepsilon}-k\right)_{-}\right] \geqslant \\
& \geqslant \frac{1}{2} \int_{-\tau}^{t} \int_{K_{Q}}\left|\nabla\left(\theta_{\varepsilon}-k\right)_{-} \xi\right|^{p}-C(p) \int_{-\tau}^{t} \int_{K_{Q}}\left(\theta_{\varepsilon}-k\right)_{-}^{p}|\nabla \zeta|^{p},
\end{aligned}
$$

using the inequality of Young

$$
\begin{equation*}
a b \leqslant \frac{\varepsilon^{p}}{p} a^{p}+\frac{1}{p^{\prime} \varepsilon^{p^{\prime}}} b^{p^{\prime}} \tag{10}
\end{equation*}
$$

valid for $a, b \geqslant 0$ and $\varepsilon>0$, with the choices

$$
a=\left(\theta_{\varepsilon}-k\right)_{-}|\nabla \xi|, \quad b=\left|\nabla\left(\theta_{\varepsilon}-k\right)_{-} \xi\right|^{p-1}
$$

and $\varepsilon$ appropriate. Since $t \in(-\tau, 0)$ is arbitrary, we can combine estimates (8) and (9) to obtain (7).

REMARK 1. - The price to be paid for the singularity at 0 , i.e., for the fact that $\gamma_{\varepsilon}^{\prime}$ is not uniformly bounded above in a neighbourhood of 0 , is the presence of $\left(\theta_{\varepsilon}-k\right)_{-}$ (with exponent 1) in the right hand side of (7), instead of $\left(\theta_{\varepsilon}-k\right)_{-}^{2}$ as in [6].

Proposition 2. - Let $\theta_{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\right)$ and $k>\varepsilon$. There exists a constant $C>0$, that is independent of $\varepsilon$, such that for every cylinder $Q(\tau, \varrho) \subset Q$,

$$
\begin{align*}
& \sup _{-\tau<t<0} \int_{K_{e} \times\{t\}}\left(\theta_{\varepsilon}-k\right)_{+}^{2} \zeta^{p}+\int_{-\tau}^{0} \int_{K_{e}}\left|\nabla\left(\theta_{\varepsilon}-k\right)_{+} \xi\right|^{p} \leqslant  \tag{11}\\
& \quad \leqslant C \int_{-\tau}^{0} \int_{K_{Q}}\left(\theta_{\varepsilon}-k\right)_{+}^{p}|\nabla \xi|^{p}+C \int_{K_{e} \times\{-\tau\}}\left(\theta_{\varepsilon}-k\right)_{+}^{2} \zeta^{p}+C \int_{-\tau}^{0} \int_{K_{e}}\left(\theta_{\varepsilon}-k\right)_{+}^{2} \zeta^{p-1} \partial_{t} \zeta .
\end{align*}
$$

Proof. - We are now above the singularity since we have $k>\varepsilon$. This means that $\gamma_{\varepsilon}^{\prime} \equiv 1$ and estimate (11) is exactly estimate (3.8) in [6] without the part coming from the absent lower order terms.

We proceed with the logarithmic estimates. Given constants $a, b, c$, with $0<c<a$, define the nonnegative function

$$
\begin{aligned}
& \psi_{\{a, b, c\}}^{ \pm}(s) \equiv\left(\ln \left\{\frac{a}{(a+c)-(s-b)_{ \pm}}\right\}\right)_{+}= \\
&= \begin{cases}\ln \left\{\frac{a}{(a+c) \pm(b-s)}\right\} & \text { if } b \pm c \lessgtr s \lessgtr b \pm(a+c) \\
0 & \text { if } s \leqq b \pm c\end{cases}
\end{aligned}
$$

whose first derivative is

$$
\left(\psi_{\{a, b, c\}}^{ \pm}\right)^{\prime}(s)= \begin{cases}\frac{1}{(b-s) \pm(a+c)} & \text { if } \mathrm{b} \pm \mathrm{c} \lessgtr \mathrm{~s} \lessgtr \mathrm{~b} \pm(\mathrm{a}+\mathrm{c}) \\ 0 & \text { if } s \lessgtr b \pm c\end{cases}
$$

and second derivative $\left(\psi_{\{a, b, c\}}^{ \pm}\right)^{\prime \prime}=\left\{\left(\psi_{\{a, b, c\}}^{ \pm}\right)^{\prime}\right\}^{2} \geqslant 0$.
Now, given a bounded function $u$ in a cylinder $\left(x_{0}, t_{0}\right)+Q(\tau, \varrho)$ and a number $k$, define the constant

$$
H_{u, k}^{ \pm} \equiv \underset{\left(x_{0}, t_{0}\right)+Q(x, e)}{\operatorname{ess} \sup _{(x)}}\left|(u-k)_{ \pm}\right| .
$$

The following function was introduced in [4] and since then has been used as a recurrent tool in the proof of results concerning the local behaviour of solutions of degenerate PDE's:

$$
\Psi^{ \pm}\left(H_{u, k}^{ \pm},(u-k)_{ \pm}, c\right) \equiv \psi_{\left\{H_{u, k}^{ \pm}, k, c, c\right\}}^{ \pm} \circ u, \quad 0<c<H_{u, k}^{ \pm} .
$$

From now on, when referring to this function we will write $\psi^{ \pm}(u)$, omitting the subscripts; it will be clear what they are in every particular situation.

Take a cutoff function satisfying (6) as before and such that it is independent of $t \in(-\tau, 0)$. The logarithmic estimates, again in the case $\left(x_{0}, t_{0}\right)=(0,0)$, are

Proposition 3. - Let $\theta_{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\right), k \in \mathbb{R}$ and $0<c<H_{\theta_{e}, k}^{-}$. There exists a constant $C>0$, that is independent of $\varepsilon$, such that for every cylinder $Q(\tau, \varrho) \subset Q$,

$$
\begin{align*}
& \sup _{-\tau<t<0} \int_{K_{e} \times\{t\}}\left[\psi^{-}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p} \leqslant \int_{K_{e} \times\{-\tau\}}\left(\int_{k}^{\theta_{\varepsilon}} \gamma_{\varepsilon}^{\prime}(s) \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) d s\right) \zeta_{+}^{p}+  \tag{12}\\
&+C \int_{-\tau}^{0} \int_{K_{e}}^{0} \psi^{-}\left(\theta_{\varepsilon}\right)\left|\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2-p}|\nabla \xi|^{p} .
\end{align*}
$$

Proof. - Let $\varphi=2 \psi^{-}\left(\theta_{\varepsilon}\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right] \zeta^{p}$ in (5) and integrate in time over ( $-\tau, t$ ) for $t \in(-\tau, 0)$. We have, recalling that $\partial_{t} \zeta \equiv 0$,

$$
\begin{aligned}
& \int_{-\tau}^{t} \int_{K_{e}} \partial_{t}\left[\gamma_{\varepsilon}\left(\theta_{\varepsilon}\right)\right]\left(2 \psi^{-}\left(\theta_{\varepsilon}\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right] \zeta^{p}\right)= \\
&=\int_{-\tau}^{t} \int_{K_{Q}} \partial_{t}\left\{\left(\int_{k}^{\theta_{\varepsilon}} 2 \gamma_{\varepsilon}^{\prime}(s) \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) \mathrm{d} s\right)_{+}\right\} \zeta^{p} \geqslant \\
& \geqslant \int_{K_{e} \times\{t\}}\left[\psi^{-}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p}-\int_{K_{e} \times\{-\tau\}}\left(\int_{k}^{\theta_{\varepsilon}} 2 \gamma_{\varepsilon}^{\prime}(s) \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) \mathrm{d} s\right)_{+}^{p}
\end{aligned}
$$

due to the fact that, using (2),

$$
\begin{aligned}
\left(\int_{k}^{\theta_{\varepsilon}} 2 \gamma_{\varepsilon}^{\prime}(s) \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) \mathrm{d} s\right)_{+} & \geqslant \int_{k}^{\theta_{\varepsilon}} 2 \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) \mathrm{d} s= \\
& =\left[\psi^{-}\left(\theta_{\varepsilon}\right)\right]^{2}-\left(\psi^{-}(k)\right)^{2}=\left[\psi^{-}\left(\theta_{\varepsilon}\right)\right]^{2}
\end{aligned}
$$

because $\psi^{-}(k)=0$. The other term gives

$$
\begin{aligned}
& \int_{-\tau}^{t} \int_{K_{Q}}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla\left\{2 \psi^{-}\left(\theta_{\varepsilon}\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right] \zeta^{p}\right\}= \\
&=\int_{-\tau}^{t} \int_{K_{\varepsilon}}\left|\nabla \theta_{\varepsilon}\right|^{p}\left\{2\left(1+\psi^{-}\left(\theta_{\varepsilon}\right)\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p}\right\}+ \\
&+p \int_{-\tau}^{t} \int_{K_{Q}}\left|\nabla \theta_{\varepsilon}\right|^{p-2} \nabla \theta_{\varepsilon} \cdot \nabla \zeta\left\{2 \psi^{-}\left(\theta_{\varepsilon}\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right] \zeta^{p-1}\right\} \geqslant \\
& \geqslant \int_{-\tau}^{t} \int_{K_{Q}}\left|\nabla \theta_{\varepsilon}\right|^{p}\left\{2\left(1+\psi^{-}\left(\theta_{\varepsilon}\right)-\psi^{-}\left(\theta_{\varepsilon}\right)\right)\left[\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p}\right\}-
\end{aligned}
$$

$$
-2(p-1)^{p-1} \int_{-\tau}^{t} \int_{K_{e}} \psi^{-}\left(\theta_{\varepsilon}\right)\left|\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2-p}|\nabla \zeta|^{p} \geqslant
$$

$$
\geqslant-C \int_{-\tau}^{t} \int_{K_{e}} \psi^{-}\left(\theta_{\varepsilon}\right)\left|\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2-p}|\nabla \zeta|^{p}
$$

using again Young's inequality (10) with $\varepsilon=(p-1)^{(p-1) / p}$ and

$$
a=\left|\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2 / p-1}|\nabla \zeta|, \quad b=\left|\nabla \theta_{\varepsilon}\right|^{p-1} \zeta^{p-1}\left|\left(\psi^{-}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2-2 / p}
$$

Since $t \in(-\tau, 0)$ is arbitrary, we can combine both estimates to obtain (12).

Remark 2. - In this estimate there is a term that depends on $\varepsilon$ through $\gamma_{\varepsilon}^{\prime}$. We will see later how to avoid this difficulty.

The proof of the next proposition follows from the same remark that was used in the proof of Proposition 2.

Proposition 4. - Let $\theta_{\varepsilon}$ be a solution of $\left(P_{\varepsilon}\right), k>\varepsilon$ and $0<c<H_{\theta_{\varepsilon}, k}^{+}$. There exists a constant $C>0$, that is independent of $\varepsilon$, such that for every cylinder $Q(\tau, \varrho) \subset Q$,

$$
\begin{align*}
& \sup _{-\tau<t<0} \int_{K_{e} \times\{t\}}\left[\psi^{+}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p} \leqslant \int_{K_{e} \times\{-\tau\}}\left[\psi^{+}\left(\theta_{\varepsilon}\right)\right]^{2} \zeta^{p}+  \tag{13}\\
& \\
& \quad+C \int_{-\tau}^{0} \int_{K_{e}}^{0} \psi^{+}\left(\theta_{\varepsilon}\right)\left|\left(\psi^{+}\right)^{\prime}\left(\theta_{\varepsilon}\right)\right|^{2-p}|\nabla \zeta|^{p}
\end{align*}
$$

## 4. - The geometric setting and the alternative.

The proof of the equicontinuity will follow from these estimates, adapting the technique introduced by DiDenedetto (cf. [6]). It consists essentially in showing that for every point $\left(x_{0}, t_{0}\right) \in Q$ we can find a sequence of nested and shrinking cylinders $\left(x_{0}, t_{0}\right)+Q\left(\tau_{n}, \varrho_{n}\right)$, such that the essential oscillation of each function $\theta_{\varepsilon}$ in these cylinders goes to zero as $n \rightarrow \infty$ in a way that is qualitatively independent of $\varepsilon$.

This can be achieved, roughly speaking, by considering the equation in a geometry dictated by its own structure. This means that, instead of the usual cylinders, we have to work in cylinders whose dimensions take the degeneracy of the equation into account. Let's make this idea precise. From now on we will drop the $\varepsilon$ in $\theta_{\varepsilon}$.

Consider a point $\left(x_{0}, t_{0}\right) \in Q$ and, by translation and to simplify, assume ( $x_{0}, t_{0}$ ) = $=(0,0)$. Consider $R>0$ such that $Q\left(R^{p-1}, 2 R\right) \subset Q$, define

$$
\mu_{-}:=\operatorname{ess}_{Q\left(R^{p-1}, 2 R\right)}^{\inf } \theta ; \quad \mu_{+}:=\underset{Q\left(R^{p-1}, 2 R\right)}{\operatorname{ess} \sup } \theta ; \quad \omega:=\underset{Q\left(R^{p-1}, 2 R\right)}{\operatorname{ess} \text { osc }} \theta=\mu_{+}-\mu_{-}
$$

and construct the cylinder

$$
Q\left(a_{0} R^{p}, R\right), \quad \text { with } a_{0}=\left(\frac{\omega}{A}\right)^{2-p}
$$

where the number $A$ will be chosen in the course of the proof of the form

$$
\begin{equation*}
A=2^{s_{3}}, \quad \text { with } \quad s_{3}>C \omega^{-\alpha}, \quad \alpha=\frac{2(p+1)(N+p)}{p} \tag{14}
\end{equation*}
$$

Note that for $p=2$, i.e. in the nondegenerate case, $a_{0}=1$ and these are the standard parabolic cylinders. We will assume, without loss of generality, that $\omega<1$ and also that

$$
\begin{equation*}
\frac{1}{a_{0}}=\left(\frac{\omega}{A}\right)^{p-2}>R \tag{15}
\end{equation*}
$$

and comment later on the case when this doesn't hold. Now, (15) implies that $Q\left(a_{0} R^{p}, R\right) \subset Q\left(R^{p-1}, 2 R\right)$ and the relation

$$
\begin{equation*}
\underset{Q\left(a_{0} R^{p}, R\right)}{\operatorname{ess} \operatorname{osc}} \theta \leqslant \omega \tag{16}
\end{equation*}
$$

which will be the starting point of an iteration process that leads to our main results. Note that we had to consider the cylinder $Q\left(R^{p-1}, 2 R\right)$ and assume (15), so that (16) would hold for the rescalled cylinder $Q\left(a_{0} R^{p}, R\right)$. This is in general not true for a given cylinder since its dimensions would have to be intrinsically defined in terms of the essential oscillation of the function within it. We now consider subcylinders of $Q\left(a_{0} R^{p}, R\right)$ of the form

$$
\left(0, t^{*}\right)+Q\left(d R^{p}, R\right), \quad \text { with } d=\left(\frac{\omega}{2}\right)^{2-p}
$$

that are contained in $Q\left(a_{0} R^{p}, R\right)$, since $A>2$ and if

$$
\left(2^{p-2}-A^{p-2}\right) \frac{R^{p}}{\omega^{p-2}}<t^{*}<0
$$

The proof of our main result (Theorem 2 ahead) follows from the analysis of two complementary cases and the achievement of the same type of conclusion for both. We can briefly describe them in the following way: in the first case we assume that there is a cylinder of the type $\left(0, t^{*}\right)+Q\left(d R^{p}, R\right)$ where $\theta$ is essentially away from its infimum. We show that going down to a smaller cylinder the oscillation decreases by a small factor that we can exhibit and that depends on the oscillation. If that cylinder can not be found then $\theta$ is essentially away from its supremum in all cylinders of that type and we can add up this information to reach the same conclusion as in the previous case. We state this in a precise way.

For a constant $\nu_{0} \in(0,1)$, that will be determined depending only on the data and $\omega$, we will assume that either
(C1) There is a cylinder of the type $\left(0, t^{*}\right)+Q\left(d R^{p}, R\right)$ for which

$$
\begin{equation*}
\frac{\left|\left\{(x, t) \in\left(0, t^{*}\right)+Q\left(d R^{p}, R\right): \theta(x, t)<\mu_{-}+\frac{\omega}{2}\right\}\right|}{\left|Q\left(d R^{p}, R\right)\right|} \leqslant v_{0} \tag{17}
\end{equation*}
$$

or this does not hold. In that case we have the complementary condition, and since $\mu_{+}-(\omega / 2) \geqslant \mu_{-}+(\omega / 2)$, it can be stated as
(18)
(C2) For every cylinder of the type $\left(0, t^{*}\right)+Q\left(d R^{p}, R\right)$

$$
\frac{\left|\left\{(x, t) \in\left(0, t^{*}\right)+Q\left(d R^{p}, R\right): \theta(x, t)>\mu_{+}-\frac{\omega}{2}\right\}\right|}{\left|Q\left(d R^{p}, R\right)\right|} \leqslant 1-v_{0}
$$

## 5. - Analysis of case (C1).

Lemma 1. - There exists a constant $\nu_{0} \in(0,1)$, depending only on the data and $\omega$, such that if (17) holds then

$$
\theta(x, t)>\mu_{-}+\frac{\omega}{4} \quad \text { a.e. }(x, t) \in\left(0, t^{*}\right)+Q\left(d\left(\frac{R}{2}\right)^{p}, \frac{R}{2}\right)
$$

Proof. - Take the cylinder for which (17) holds and assume, by translation, that $t^{*}=0$ Let

$$
R_{n}=\frac{R}{2}+\frac{R}{2^{n+1}}, \quad n=0,1, \ldots
$$

and construct the family of nested and shrinking cylinders $Q\left(d R_{n}^{p}, R_{n}\right)$. Consider piecewise smooth cutoff functions $0<\zeta_{n} \leqslant 1$, defined in these cylinders, and satisfying the following set of assumptions

$$
\begin{array}{cc}
\zeta_{n}=1 & \text { in } Q\left(d R_{n+1}^{p}, R_{n+1}\right)
\end{array} \zeta_{n}=0 \quad \text { on } \partial_{p} Q\left(d R_{n}^{p}, R_{n}\right)
$$

Write the energy inequality (7) for the functions ( $\theta-k_{n}$ ) , with

$$
k_{n}=\mu_{-}+\frac{\omega}{4}+\frac{\omega}{2^{n+2}}, \quad n=0,1, \ldots
$$

in the cylinders $Q\left(d R_{n}^{p}, R_{n}\right)$ and with $\zeta=\zeta_{n}$. They read

$$
\begin{align*}
& \sup _{-d R_{n}^{p}<t<0} \int_{K_{R_{n}} \times\{t\}}\left(\theta-k_{n}\right)_{-}^{2} \zeta_{n}^{p}+\int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left|\nabla\left(\theta-k_{n}\right)_{-} \zeta_{n}\right|^{p} \leqslant  \tag{19}\\
& \leqslant C \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left(\theta-k_{n}\right)_{-}^{p}\left|\nabla \zeta_{n}\right|^{p}+C \int_{-d R_{n}^{p} K_{R_{n}}}^{0} \int_{-}\left(\theta-k_{n}\right)_{-} \zeta_{n}^{p-1} \partial_{t} \zeta_{n} \leqslant \\
& \leqslant C \frac{2^{p(n+1)}}{R^{p}}\left\{\int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left(\theta-k_{n}\right)_{-}^{p}+\frac{1}{d} \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left(\theta-k_{n}\right)_{-}\right\}
\end{align*}
$$

Next, observing that, when it is not zero,

$$
\left(\theta-k_{n}\right)_{-}=\left(\mu_{-}-\theta\right)+\frac{\omega}{4}+\frac{\omega}{2^{n+2}} \leqslant \frac{\omega}{2}
$$

so that, since $2-p<0$,

$$
\left(\theta-k_{n}\right)_{-}^{2}=\left(\theta-k_{n}\right)_{-}^{2-p}\left(\theta-k_{n}\right)_{-}^{p} \geqslant\left(\frac{\omega}{2}\right)^{2-p}\left(\theta-k_{n}\right)_{-}^{p},
$$

we obtain from (19)
(20) $\left(\frac{\omega}{2}\right)^{2-p} \sup _{-d R_{n}^{p}<t<0} \int_{K_{R_{n}} \times\{t\}}\left(\theta-k_{n}\right)_{-}^{p} \zeta_{n}^{p}+\int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left|\nabla\left(\theta-k_{n}\right)_{-} \zeta_{n}\right|^{p} \leqslant$

$$
\leqslant C \frac{2^{p(n+1)}}{R^{p}}\left\{\left(\frac{\omega}{2}\right)^{p}+\frac{1}{d}\left(\frac{\omega}{2}\right)\right\} \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\theta-k_{n}\right) \gg 0\right\}}
$$

Recall that $d=(\omega / 2)^{2-p}$ and divide (20) by $d$ to get

$$
\begin{align*}
& \sup _{-d R_{n}^{p}<t<0} \int_{K_{R_{n}} \times\{t\}}\left(\theta-k_{n}\right)_{-}^{p} \zeta_{n}^{p}+\frac{1}{d} \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}}\left|\nabla\left(\theta-k_{n}\right) \zeta_{n}\right|^{p} \leqslant  \tag{21}\\
& \leqslant C \frac{2^{p(n+1)}}{R^{p}}\left(\frac{\omega}{2}\right)^{p}\left(1+\frac{2}{\omega}\right) \frac{1}{d} \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\theta-k_{n}\right)->0\right\}} \leqslant \\
& \leqslant \frac{C}{\omega} \frac{2^{p n}}{R^{p}}\left(\frac{\omega}{2}\right)^{p} \frac{1}{d} \int_{-d R_{n}^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\theta-k_{n}\right)->0\right\}},
\end{align*}
$$

because $\omega \leqslant 1$. Now we perform a change of the time variable in (21), putting $\bar{t}=t / d$ and defining

$$
\bar{\theta}(\cdot, \bar{t})=\theta(\cdot, t) \quad \text { and } \quad \overline{\zeta_{n}}(\cdot, \bar{t})=\zeta_{n}(\cdot, t)
$$

and obtain the simplified inequality

$$
\begin{equation*}
\left\|\left(\bar{\theta}-k_{n}\right)_{-} \xi_{n}\right\|_{V\}\left(Q\left(R_{n}^{p}, R_{n}\right)\right)}^{p} \leqslant \frac{C}{\omega} \frac{2^{p m}}{R^{p}}\left(\frac{\omega}{2}\right)^{p} \int_{-R_{n}^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\bar{\theta}-k_{n}\right)->0\right\}} . \tag{22}
\end{equation*}
$$

Define, for each $n$,

$$
A_{n}=\int_{-R_{n}^{p}}^{0} \int_{R_{R_{n}}} \chi_{\left\{\left(\bar{\theta}-k_{n}\right)_{-}>0\right\}} \mathrm{d} x \mathrm{~d} \bar{t}
$$

and observe that the following estimates hold

$$
\begin{equation*}
\frac{1}{2^{p(n+2)}}\left(\frac{\omega}{2}\right)^{p} A_{n+1} \leqslant\left|k_{n}-k_{n+1}\right|^{p} A_{n+1} \leqslant\left\|\left(\bar{\theta}-k_{n}\right)_{-}\right\|_{p, Q\left(R_{n+1}^{p}, R_{n+1}\right)}^{p} \leqslant \tag{23}
\end{equation*}
$$

$\leqslant\left\|\left(\bar{\theta}-k_{n}\right)_{-} \bar{\xi}_{n}\right\|_{p, Q\left(R_{n}^{p}, R_{n}\right)}^{p} \leqslant C\left\|\left(\bar{\theta}-k_{n}\right)_{-} \bar{\xi}_{n}\right\|_{V_{0}^{p}\left(Q\left(R_{n}^{p}, R_{n}\right)\right)}^{p} A_{n}^{p /(N+p)} \leqslant \frac{C}{\omega} \frac{2^{p n}}{R^{p}}\left(\frac{\omega}{2}\right)^{p} A_{n}^{1+(p /(N+p))}$.
In fact, the first and the third inequalities are obvious; the second one holds due to the fact that $k_{n+1}<k_{n}$; the fourth inequality is a consequence of a well known imbedding theorem (see, e.g., Corollary 3.1 on chapter I of [6]) and the last one follows from (22). Next, define the numbers

$$
X_{n}=\frac{A_{n}}{\left|Q\left(R_{n}^{p}, R_{n}\right)\right|}
$$

divide (23) by $\left|Q\left(R_{n+1}^{p}, R_{n+1}\right)\right|$ and obtain the recursive relation

$$
X_{n+1} \leqslant \frac{C 4^{p n}}{\omega} X_{n}^{1+(p /(N+p))}
$$

since

$$
\begin{aligned}
\frac{\left|Q\left(R_{n}^{p}, R_{n}\right)\right|^{1+\frac{p}{N+p}}}{\left|Q\left(R_{n+1}^{p}, R_{n+1}\right)\right| R^{p}}=\frac{\left(\left(2 R_{n}\right)^{N+p}\right)^{1+(p /(N+p))}}{\left(2 R_{n+1}\right)^{N+p} R^{p}} & =\frac{\left(\left(2^{n}+1 / 2^{n}\right) R\right)^{N+2 p}}{\left(\left(2^{n}+2 / 2^{n+1}\right) R\right)^{N+p} R^{p}}= \\
& =2^{N+p}\left(\frac{2^{n}+1}{2^{n}+2}\right)^{N+p}\left(\frac{2^{n}+1}{2^{n}}\right)^{p} \leqslant 2^{N+2 p}
\end{aligned}
$$

We can use a lemma on the fast geometric convergence of sequences (see Lemma 4.1 on Chapter I of [6]) to conclude that if

$$
\begin{equation*}
X_{0} \leqslant\left(\frac{\omega}{C}\right)^{(N+p) / p} 4^{-(N+p)^{2} / p}=C \omega^{(N+p) / p} \equiv v_{0} \tag{24}
\end{equation*}
$$

then

$$
\begin{equation*}
X_{n} \rightarrow 0 \tag{25}
\end{equation*}
$$

But (24) is nothing but the assumption (17) of the lemma and the conclusion easily follows from (25). In fact, observe that

$$
R_{n} \searrow \frac{R}{2} \quad \text { and } \quad k_{n} \searrow \mu_{-}+\frac{\omega}{4}
$$

and since (25) implies that $A_{n} \rightarrow 0$, we conclude that

$$
\begin{aligned}
&\left|\left\{(x, \bar{t}) \in Q\left(\left(\frac{R}{2}\right)^{p}, \frac{R}{2}\right): \bar{\theta}(x, \bar{t}) \leqslant \mu_{-}+\frac{\omega}{4}\right\}\right|= \\
&=\left|\left\{(x, t) \in Q\left(d\left(\frac{R}{2}\right)^{p}, \frac{R}{2}\right): \theta(x, t) \leqslant \mu_{-}+\frac{\omega}{4}\right\}\right|=0
\end{aligned}
$$

and the lemma is proved.
Our next aim is to show that the conclusion of Lemma 1 holds in a full cylinder $Q(\tau, \varrho)$. The idea is to use the fact that at the time level

$$
\begin{equation*}
-\hat{t}:=t^{*}-d\left(\frac{R}{2}\right)^{p} \tag{26}
\end{equation*}
$$

the function $\theta(x)$ is strictly above the level $\mu_{-}+\omega / 4$ in the cube $K_{R / 2}$ and look at this time level as an initial condition to make the conclusion hold up to $t=0$. Again this is a sophisticated way of showing that the equation behaves like the heat equation. As an intermediate step we need the following lemma.

Lemma 2. - Given $v_{1} \in(0,1)$, there exists $s_{1} \in \mathbb{N}$, depending on the data and $\omega$, such that

$$
\left|\left\{x \in K_{R / 4}: \theta(x, t)<\mu_{-}+\frac{\omega}{2^{s_{1}}}\right\}\right| \leqslant v_{1}\left|K_{R / 4}\right|, \quad \forall t \in(-\hat{t}, 0) .
$$

Proof. - We use the logarithmic estimate (12) applied to the function ( $\theta-k)_{-}$in the cylinder $Q(\hat{t}, R / 2)$, with the choices

$$
k=\mu_{-}+\frac{\omega}{4} \quad \text { and } \quad c=\frac{\omega}{2^{n+2}}
$$

where $n \in \mathbb{N}$ will be chosen later. We have

$$
\begin{equation*}
k-\theta \leqslant H_{\theta, k}^{-}=\underset{Q(\hat{t}, R / 2)}{\operatorname{ess} \sup _{2}}\left|\left(\theta-\mu_{-}-\frac{\omega}{4}\right)_{-}\right| \leqslant \frac{\omega}{4} \tag{27}
\end{equation*}
$$

and, since if $H_{\theta, k}^{-}=0$ the result is trivial, we may assume it is strictly positive and choose $n$ big enough so that $c<H_{\theta, k}^{-}$. We recall that in this case the logarithmic function is defined in the whole domain of $\theta, Q\left(\hat{t}, R / 2\right.$ ) (since it is obvious that $H_{\theta, k}^{-}+\theta-$ $-k+c>0$ ), and given by

$$
\Psi^{-}=\psi_{\left\{H_{\theta, k}^{-}, k, \omega / 2^{2+2}\right\}}^{-}(\theta)= \begin{cases}\ln \left\{\frac{H_{\theta, k}^{-}}{\left.H_{\theta, k}^{-}+\theta-k+\omega / 2^{n+2}\right\}}\right. & \text { if } \theta<k-\frac{\omega}{2^{n+2}} \\ 0 & \text { if } \theta \geqslant k-\frac{\omega}{2^{n+2}}\end{cases}
$$

From (27), we can easily estimate

$$
\begin{equation*}
\Psi^{-} \leqslant n \ln 2 \quad \text { since } \quad \frac{H_{\theta, k}^{-}}{H_{\theta, k}^{-}+\theta-k+\omega / 2^{n+2}} \leqslant \frac{\omega / 4}{\omega / 2^{n+2}}=2^{n} \tag{28}
\end{equation*}
$$

and the derivative (here in the nonvanishing case $\theta<k-c$ )

$$
\begin{align*}
\left|\left(\psi^{-}\right)^{\prime}(\theta)\right|^{2-p}=\left|\frac{-1}{H_{\theta, k}^{-}+\theta-k+c}\right|^{2-p}=\left(H_{\theta, k}^{-}+\theta-k+c\right)^{p-2} \leqslant &  \tag{29}\\
& \leqslant\left(\frac{\omega}{4}\right)^{p-2} \leqslant\left(\frac{\omega}{2}\right)^{p-2} .
\end{align*}
$$

Now observe that as a consequence of Lemma 1, we have $\theta(x,-\hat{t})>k$ in the cube $K_{R / 2}$, which implies that

$$
\Psi^{-}(x,-\hat{t})=0, x \in K_{R / 2}
$$

Choosing a piecewise smooth cutoff function $0<\zeta(x) \leqslant 1$, defined on $K_{R / 2}$ and such that

$$
\zeta=1 \text { in } K_{R / 4} \quad \text { and } \quad|\nabla \zeta| \leqslant \frac{8}{R}
$$

inequality (12) reads

$$
\begin{equation*}
\sup _{-\hat{t}<t<0} \int_{K_{R / 2} \times\{t\}}\left[\psi^{-}(\theta)\right]^{2} \zeta^{p} \leqslant C \int_{-\hat{t}}^{0} \int_{K_{R / 2}} \psi^{-}(\theta)\left|\left(\psi^{-}\right)^{\prime}(\theta)\right|^{2-p}|\nabla \zeta|^{p} \tag{30}
\end{equation*}
$$

The right hand side is estimated above, using (28) and (29), by
$C n(\ln 2)\left(\frac{\omega}{2}\right)^{p-2}\left(\frac{8}{R}\right)^{p} \hat{t}\left|K_{R / 2}\right| \leqslant C n\left(\frac{\omega}{2}\right)^{p-2}\left(\frac{8}{R}\right)^{p}\left(\frac{\omega}{A}\right)^{2-p} R^{p} 2^{N}\left|K_{R / 4}\right| \leqslant C n A^{p-2}\left|K_{R / 4}\right|$ observing also that

$$
\begin{equation*}
\hat{t} \leqslant a_{0} R^{p}=\left(\frac{\omega}{A}\right)^{2-p} R^{p} \tag{31}
\end{equation*}
$$

Since the integrand is nonnegative, we estimate the left hand side of (30) below integrating over the smaller set

$$
S=\left\{x \in K_{R / 4}: \theta(x, t)<\mu_{-}+\frac{\omega}{2^{n+2}}\right\} \subset K_{R / 2}
$$

and observing that in $S, \zeta=1$ and

$$
\frac{H_{\theta, k}^{-}}{H_{\theta, k}^{-}+\theta-k+\frac{\omega}{2^{n+2}}} \geqslant \frac{\left(H_{\theta, k}^{-}-\omega / 4\right)+\omega / 4}{\left(H_{\theta, k}^{-}-\omega / 4\right)+\omega / 2^{n+1}} \geqslant \frac{\omega / 4}{\omega / 2^{n+1}}=2^{n-1}
$$

because $\left(H_{\theta, k}^{-}-\omega / 4\right) \leqslant 0$ and $(\omega / 4)>\left(\omega / 2^{n+1}\right), n>1$, which implies that

$$
\left[\psi^{-}(\theta)\right]^{2} \geqslant\left[\ln \left(2^{n-1}\right)\right]^{2}=(n-1)^{2}(\ln 2)^{2} .
$$

From both estimates we get $(n-1)^{2}(\ln 2)^{2}|S| \leqslant C n A^{p-2}\left|K_{R / 4}\right|$, i.e.

$$
\left|\left\{x \in K_{R / 4}: \theta(x, t)<\mu_{-}+\frac{\omega}{2^{n+2}}\right\}\right| \leqslant C \frac{n}{(n-1)^{2}} A^{p-2}\left|K_{R / 4}\right|
$$

and to prove the lemma we just need to choose

$$
\begin{equation*}
s_{1}=n+2 \quad \text { with } \quad n>1+\frac{2 C}{v_{1}} A^{p-2} \tag{32}
\end{equation*}
$$

since if $n \geqslant 1+2 / \alpha$ then $n /(n-1)^{2} \leqslant \alpha, \alpha>0$.
REMARK 3. - A crucial step towards the proof of the equicontinuity occured in the previous proof. In fact, this is the only place where we make use of estimate (12), that
has a term depending on $\varepsilon$, namely

$$
\int_{K_{e} \times\{-\tau\}}\left(\int_{k}^{\theta_{\varepsilon}} \gamma_{\varepsilon}^{\prime}(s) \psi^{-}(s)\left(\psi^{-}\right)^{\prime}(s) \mathrm{d} s\right)_{+} \xi^{p}
$$

We get rid of it (and keep the independence of $\varepsilon$ ) by choosing appropriately the initial time $-\tau$ for which $\Psi^{-}$vanishes.

We now state the main result of this section.
Proposition 5. - There exist constants $\nu_{0} \in(0,1), 1<s_{1} \in \mathbb{N}$, depending on the data and $\omega$, such that if (17) holds then

$$
\theta(x, t)>\mu_{-}+\frac{\omega}{2^{s_{1}+1}} \quad \text { a.e. } \quad(x, t) \in Q\left(\hat{t}, \frac{R}{8}\right) .
$$

Proof. - Consider the cylinder for which (17) holds, let

$$
R_{n}=\frac{R}{8}+\frac{R}{2^{n+3}}, \quad n=0,1, \ldots
$$

and construct the family of nested and shrinking cylinders $Q\left(\hat{t}, R_{n}\right)$, where $\hat{t}$ is given by (26). Take piecewise smooth cutoff functions $0<\zeta_{n}(x) \leqslant 1$, not depending on $t$, defined in $K_{R_{n}}$ and satisfying the assumptions

$$
\zeta_{n}=1 \text { in } K_{R_{n+1}} \quad\left|\nabla \zeta_{n}\right| \leqslant \frac{2^{n+4}}{R}
$$

Write the local energy inequalities (7) for the functions $\left(\theta-k_{n}\right)$ _ in the cylinders $Q\left(\hat{t}, R_{n}\right)$, with

$$
k_{n}=\mu_{-}+\frac{\omega}{2^{s_{1}+1}}+\frac{\omega}{2^{s_{1}+1+n}}, \quad n=0,1, \ldots
$$

( $s_{1}>1$ is to be chosen) and $\zeta=\zeta_{n}$. Observing that, due to Lemma 1 , we have $\theta(x,-\hat{t})>$ $>\mu_{-}+(\omega / 4) \geqslant k_{n}$ in the cube $K_{R / 2} \supset K_{R_{n}}$, which implies that

$$
\left(\theta-k_{n}\right)_{-}(x,-\hat{t})=0, x \in K_{R_{n}}, \quad n=0,1, \ldots,
$$

they read

$$
\begin{align*}
& \sup _{-\hat{t}<t<0} \int_{K_{R_{n}} \times\{t\}}\left(\theta-k_{n}\right)_{-}^{2} \xi_{n}^{p}+\int_{-\hat{t}}^{0} \int_{K_{R_{n}}}\left|\nabla\left(\theta-k_{n}\right)_{-} \xi_{n}\right|^{p} \leqslant  \tag{33}\\
& \leqslant C \int_{-\hat{t}}^{0} \int_{K_{R_{n}}}\left(\theta-k_{n}\right)_{-}^{p}\left|\nabla \xi_{n}\right|^{p} \leqslant C \frac{2^{p(n+4)}}{R^{p}} \int_{-\hat{t}}^{0} \int_{K_{R_{n}}}^{0}\left(\theta-k_{n}\right)_{-}^{p}
\end{align*}
$$

Next, since $\left(\theta-k_{n}\right)_{-} \leqslant\left(\omega / 2^{s_{1}}\right)$ and $2-p<0$, we have, using also (31),

$$
\begin{aligned}
\left(\theta-k_{n}\right)_{-}^{2} \geqslant\left(\frac{\omega}{2^{s_{1}}}\right)^{2-p}\left(\theta-k_{n}\right)_{-}^{p} & \geqslant 2^{-p}\left(\frac{2^{s_{1}}}{A}\right)^{p-2} \frac{\hat{t}}{(R / 2)^{p}}\left(\theta-k_{n}\right)_{-}^{p} \\
& \geqslant \frac{\hat{t}}{(R / 2)^{p}}\left(\theta-k_{n}\right)_{-}^{p}
\end{aligned}
$$

choosing $s_{1}>\log _{2} A+p /(p-2)$. So, from (33), dividing by $\hat{t} /(R / 2)^{p}$, we get

$$
\begin{aligned}
\sup _{-\hat{t}<t<0} \int_{K_{R_{n}} \times\{t\}}\left(\theta-k_{n}\right)_{-}^{p} \zeta_{n}^{p}+\frac{(R / 2)^{p}}{\hat{t}} \int_{-\hat{t}}^{0} \int_{K_{R_{n}}}\left|\nabla\left(\theta-k_{n}\right)_{-} \xi_{n}\right|^{p} & \leqslant \\
& \leqslant C \frac{2^{p(n+3)}}{\hat{t}} \int_{-\hat{i} K_{R_{n}}}^{0} \int_{R_{n}}\left(\theta-k_{n}\right)_{-}^{p}
\end{aligned}
$$

The change of the time variable $\bar{t}=t\left((R / 2)^{p} / \hat{t}\right)$, with the new function

$$
\bar{\theta}(\cdot, \bar{t})=\theta(\cdot, t)
$$

leads to the simplified inequality

$$
\left\|\left(\bar{\theta}-k_{n}\right)_{-} \zeta_{n}\right\|_{V^{p}\left(Q\left((R / 2)^{p}, R_{n}\right)\right)}^{p} \leqslant C \frac{2^{p m}}{(R / 2)^{p}}\left(\frac{\omega}{2^{s_{1}}}\right)^{p} \int_{-(R / 2)^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\bar{\theta}-k_{n}\right)->0\right\}}
$$

Define, for each $n$,

$$
A_{n}=\int_{-(R / 2)^{p}}^{0} \int_{K_{R_{n}}} \chi_{\left\{\left(\bar{\theta}-k_{n}\right)->0\right\}} \mathrm{d} x \mathrm{~d} \bar{t}
$$

and observe that the following estimates hold, by a reasoning similar to the one that led to (23):

$$
\begin{gathered}
\frac{1}{2^{p(n+2)}}\left(\frac{\omega}{2^{s_{1}}}\right)^{p} A_{n+1} \leqslant\left|k_{n}-k_{n+1}\right|^{p} A_{n+1} \leqslant\left\|\left(\bar{\theta}-k_{n}\right)_{-}\right\|_{p, Q\left((R / 2)^{p}, R_{n+1}\right)}^{p} \leqslant \\
\leqslant\left\|\left(\bar{\theta}-k_{n}\right)_{-} \zeta_{n}\right\|_{p, Q\left((R / 2)^{p}, R_{n}\right)}^{p} \leqslant C\left\|\left(\bar{\theta}-k_{n}\right)_{-} \zeta_{n}\right\|_{V_{6}^{p}\left(Q\left((R / 2)^{p}, R_{n}\right)\right)}^{p} A_{n}^{p /(N+p)} \leqslant \\
\leqslant C \frac{2^{p n}}{(R / 2)^{p}}\left(\frac{\omega}{2^{s_{1}}}\right)^{p} A_{n}^{1+(p /(N+p))} .
\end{gathered}
$$

Next, define the numbers

$$
X_{n}=\frac{A_{n}}{\left|Q\left((R / 2)^{p}, R_{n}\right)\right|}
$$

divide the inequality by $\left|Q\left((R / 2)^{p}, R_{n+1}\right)\right|$ and obtain the recursive relation

$$
X_{n+1} \leqslant C 4^{p n} X_{n}^{1+(p /(N+p))}
$$

Using again the lemma on the fast geometric convergence of sequences (see Lemma 4.1 on Chapter I of [6]) we conclude that if

$$
\begin{equation*}
X_{0} \leqslant C^{-(N+p) / p} 4^{-(N+p)^{2} / p} \equiv \nu_{1} \in(0,1) \tag{34}
\end{equation*}
$$

then

$$
\begin{equation*}
X_{n} \rightarrow 0 \tag{35}
\end{equation*}
$$

Apply Lemma 2 with this $v_{1}$ and conclude that there exists $s_{1}$, depending only on the data, and $\omega$ such that

$$
\left|\left\{x \in K_{R / 4}: \theta(x, t)<\mu_{-}+\frac{\omega}{2^{s_{1}}}\right\}\right| \leqslant v_{1}\left|K_{R / 4}\right|, \quad \forall t \in(-\hat{t}, 0)
$$

and obtain (34) as follows

$$
\begin{aligned}
X_{0} & =\frac{\int_{-(R / 2)^{p} K_{R / 4}}^{0} \int_{\left\{\left(\bar{\theta}-\left(\mu_{-}+\omega / 2^{\left.\left.s_{1}\right)\right)}->0\right\}\right.\right.}}{\left|Q\left((R / 2)^{p}, R / 4\right)\right|} \\
& =\frac{(R / 2)^{p}}{\hat{t}} \frac{\int_{-\hat{t}}^{0} \int_{K_{R / 4}} \chi_{\left\{\left(\theta-\left(\mu_{-}+\omega / 2^{\left.s_{1}\right)}\right)\right)_{-}>0\right\}}}{\left|Q\left((R / 2)^{p}, R / 4\right)\right|} \\
& \leqslant \frac{(R / 2)^{p}}{\hat{t}} \frac{\hat{t}\left|\left\{x \in K_{R / 4}: \theta(x, t)<\mu_{-}+\omega / 2^{s_{1}}\right\}\right|}{(R / 2)^{p}\left|K_{R / 4}\right|} \leqslant v_{1}
\end{aligned}
$$

Now the conclusion easily follows from (35). In fact, observe that

$$
R_{n} \searrow \frac{R}{8} \quad \text { and } \quad k_{n} \searrow \mu_{-}+\frac{\omega}{2^{s_{1}+1}}
$$

and since (35) implies that $A_{n} \rightarrow 0$, we conclude that

$$
\begin{aligned}
\left\lvert\,\left\{(x, \bar{t}) \in Q\left(\left(\frac{R}{2}\right)^{p}, \frac{R}{8}\right): \bar{\theta}(x, \bar{t})\right.\right. & \left.\leqslant \mu_{-}+\frac{\omega}{2^{s_{1}+1}}\right\} \mid= \\
& =\left|\left\{(x, t) \in Q\left(\hat{t}, \frac{R}{8}\right): \theta(x, t) \leqslant \mu_{-}+\frac{\omega}{2^{s_{1}+1}}\right\}\right|=0
\end{aligned}
$$

and the proposition is proved.

Remark 4. - The dependence of $s_{1}$ on $\omega$ occurs only through $A$. Recalling the dependence of $A$ on $\omega$, that was already announced in (14), although it will only be determined in the next section, we find from (32) that it is sufficient to choose

$$
\begin{equation*}
s_{1}>C 2^{C^{\prime} \omega^{-a}}>C_{1}+C_{2} 2^{C_{3}(p-2) \omega^{-a}}, \tag{36}
\end{equation*}
$$

that already takes into account the condition

$$
s_{1}>\log _{2} A+\frac{p}{p-2} \sim C \omega^{-\alpha}+\frac{p}{p-2} .
$$

Corollary 1. - There exist constants $\nu_{0}, \sigma_{0} \in(0,1)$, depending on the data and $\omega$, such that if (17) holds then

$$
\begin{equation*}
\underset{Q(d(R / 8), R / R)}{\operatorname{ess}} \boldsymbol{\operatorname { s s c }} \theta \leqslant \sigma_{0} \omega . \tag{38}
\end{equation*}
$$

Proof. - We can use Proposition 5 to obtain $s_{1} \in \mathbb{N}$ such that
and from this we get

$$
\underset{Q(t, R / 8)}{\operatorname{ess} \operatorname{osc}} \theta=\underset{Q(t, R / 8)}{\operatorname{ess}} \sup \theta-\underset{Q(t, R / 8)}{\operatorname{ess} \inf } \theta \leqslant \mu_{+}-\mu_{-}-\frac{\omega}{2^{s_{1}+1}}=\left(1-\frac{1}{2^{s_{1}+1}}\right) \omega .
$$

Since $d(R / 8)^{p} \leqslant \hat{t}=-t^{*}+d(R / 2)^{p}, t^{*}<0$, we have

$$
Q\left(d\left(\frac{R}{8}\right)^{p}, \frac{R}{8}\right) \subset Q\left(\hat{t}, \frac{R}{8}\right)
$$

and the corollary follows with $\sigma_{0}=\left(1-1 /\left(2^{s_{1}+1}\right)\right)$.

## 6. - Analysis of case (C2).

If (C1) doesn't hold then (C2) is necessarily true. We will show that also in this case a conclusion similar to (37) can be taken. Recall that the constant $\nu_{0}$ has already been determined in the previous section and is given by (24).

Lemma 3. - Fix a cylinder $\left(0, t^{*}\right)+Q\left(d R^{p}, R\right) \subset Q\left(a_{0} R^{p}, R\right)$ for which (18) holds. There exists a time level

$$
t^{0} \in\left[t^{*}-d R^{p}, t^{*}-\frac{v_{0}}{2} d R^{p}\right]
$$

such that

$$
\left|\left\{x \in K_{R}: \theta\left(x, t^{0}\right)>\mu_{+}-\frac{\omega}{2}\right\}\right| \leqslant\left(\frac{1-v_{0}}{1-v_{0} / 2}\right)\left|K_{R}\right|
$$

Proof. - The proof can easily be obtained by contradiction (see Lemma 7.1. on Chapter III of [6]).

The next lemma asserts that the set where $\theta(x)$ is close to its supremum is small, not only at a specific time level, but for all time levels near the top of the cylinder $\left(0, t^{*}\right)+Q\left(d R^{p}, R\right)$.

Lemma 4. - There exists $1<s_{2} \in \mathbb{N}$, depending on the data and $\omega$, such that

$$
\left|\left\{x \in K_{R}: \theta(x, t)>\mu_{+}-\frac{\omega}{2^{s_{2}}}\right\}\right| \leqslant\left(1-\left(\frac{v_{0}}{2}\right)^{2}\right)\left|K_{R}\right|
$$

for all $t \in\left[t^{*}-\left(\nu_{0} / 2\right) d R^{p}, t^{*}\right]$.
Proof. - The proof consists in using the logarithmic inequalities of Proposition 4, and since these are the same as in the nonsingular case, the proof is the same as in Lemma 7.2 on Chapter III of [6]. We just trace the dependence of $s_{2}$ on $\omega$. The number $s_{2}$ is chosen in [6], $s_{2}=n+1$ where n is chosen so large that

$$
\left(\frac{n}{n-1}\right)^{2} \leqslant\left(1-\frac{v_{0}}{2}\right)\left(1+\nu_{0}\right) \equiv \beta \quad \text { and } \quad n \geqslant C v_{0}^{-2(p+1)}
$$

Assuming $\nu_{0} \leqslant 1 / 2$, which is always possible, we conclude that

$$
\frac{4}{v_{0}^{2}}+2 \geqslant \frac{4}{v_{0}\left(1-v_{0}\right)}+2=\frac{2 \beta}{\beta-1}>\frac{\beta+\sqrt{\beta}}{\beta-1}
$$

since $\beta>1$, so it is sufficient to choose

$$
n>\max \left\{\frac{4}{\nu_{0}^{2}}+2, C v_{0}^{-2(p+1)}\right\}
$$

Recalling the dependence of $\nu_{0}$ on $\omega$, it is sufficient to choose

$$
s_{2}>\frac{C}{\omega^{2(p+1)(N+p) / p}}=C \omega^{-\alpha}
$$

Now we want to show that the same type of conclusion holds in an upper portion of the full cylinder $Q\left(a_{0} R^{p}, R\right)$, say for all $t \in\left(-\left(a_{0} / 2\right) R^{p}, 0\right)$. We just have to use the fact that (18) holds for all cylinders of the type ( $0, t^{*}$ ) $+Q\left(d R^{p}, R\right.$ ) so that the conclu-
sion of the previous lemma holds true for all time levels

$$
t \geqslant-\left(a_{0}-d\right) R^{p}-\frac{\nu_{0}}{2} d R^{p}
$$

So if we choose

$$
\begin{equation*}
\left(\frac{A}{2}\right)^{p-2} \geqslant 2 \tag{38}
\end{equation*}
$$

we get

$$
\frac{a_{0}}{d} \geqslant 2-\nu_{0} \Leftrightarrow-\left(a_{0}-d\right) R^{p}-\frac{\nu_{0}}{2} d R^{p} \leqslant-\frac{a_{0}}{2} R^{p}
$$

and obtain
Corollary 2. - For all $t \in\left(-\left(a_{0} / 2\right) R^{p}, 0\right)$,

$$
\left|\left\{x \in K_{R}: \theta(x, t)>\mu_{+}-\frac{\omega}{2^{s_{2}}}\right\}\right| \leqslant\left(1-\left(\frac{v_{0}}{2}\right)^{2}\right)\left|K_{R}\right|
$$

This information can be used to prove the main result of this section.
Proposition 6. - There exists a constant $1<s_{3} \in \mathbb{N}$, depending on the data and $\omega$, such that

$$
\begin{equation*}
\theta(x, t) \leqslant \mu_{+}-\frac{\omega}{2^{s_{3}+1}} \quad \text { a.e. }(x, t) \in Q\left(\frac{a_{0}}{2}\left(\frac{R}{2}\right)^{p}, \frac{R}{2}\right) . \tag{39}
\end{equation*}
$$

Proof. - Again the proof is the same as in Lemma 9.1 of Chapter III of [6]. We trace here the dependence of $s_{3}$ on $\omega$. In [6], $s_{3}$ is determined using an auxiliary lemma (Lemma 8.1 on Chapter III) that says that given any $\boldsymbol{\nu}_{3} \in(0,1)$, there exists $s_{3}>s_{2}$ such that

$$
\left|\left\{(x, t) \in Q\left(\frac{a_{0}}{2} R^{p}, R\right): \theta(x, t)>\mu_{+}-\frac{\omega}{2^{s_{3}}}\right\}\right| \leqslant v_{3}\left|Q\left(\frac{a_{0}}{2} R^{p}, R\right)\right|
$$

The $\nu_{3}$ used to determine $s_{3}$ depends only on the data and the choice of $s_{3}$ is made so that

$$
\frac{C}{\nu_{0}^{2}\left(s_{3}-s_{2}\right)^{(p-1) / p}} \leqslant v_{3}
$$

that is

$$
s_{3}>s_{2}+\frac{C}{v_{0}^{2 p /(p-1)}} \sim \frac{C_{1}}{\omega^{2(p+1)(N+p) / p}}+\frac{C_{2}}{\omega^{2(N+p) /(p-1)}} .
$$

It is clearly enough to choose

$$
\begin{equation*}
s_{3}>\frac{C}{\omega^{2(p+1)(N+p) / p}}=C \omega^{-\alpha} . \tag{40}
\end{equation*}
$$

It is still here that $A$ is chosen equal to

$$
A=2^{s_{3}},
$$

( $s_{3}$ so large that (38) holds) which also determines the length of the cylinder $Q\left(a_{0} R^{p}, R\right)$. Observe that in this way we determine a level $\mu_{+}-\omega / 2^{s_{3}+1}$ and a cylinder (fixing $A$ and consequently $a_{0}$ ) so that (39) holds in that particular cylinder.

COROLLARY 3. - There exist constants $v_{0}, \sigma_{1} \in(0,1)$, depending on the data and $\omega$, such that if (18) holds then

$$
\underset{Q\left(a_{0} / 2(R / 2)^{p}, R / 2\right)}{\operatorname{ess} \operatorname{osc}} \theta \leqslant \sigma_{1} \omega
$$

Proof. - It is similar to the proof of Corollary 1. We find $\sigma_{1}=\left(1-1 / 2^{8_{3}+1}\right)$.

## 7. - Proof of the main results.

In this section we prove our main results using the the information obtained previously. An immediate consequence of Corollaries 1 and 3 is

Lemma 5. - There exists a constant $\sigma=\sigma(\omega) \in(0,1)$, that depends only on the data and $\omega$, such that

$$
\underset{Q\left(d(R /)^{\ddagger}, R / 8\right)}{\operatorname{ess} \operatorname{ssc}} \theta \leqslant \sigma(\omega) \omega .
$$

Proof. - Since one of (17) or (18) has to be true, the conclusion of at least one of Corollaries 1 or 3 holds. Choosing

$$
\sigma=\max \left\{\sigma_{0}, \sigma_{1}\right\}
$$

and observing that, due to (38),

$$
d\left(\frac{R}{8}\right)^{p} \leqslant \frac{a_{0}}{2}\left(\frac{R}{2}\right)^{p}
$$

we obtain the conclusion.

We are now going to define recursively two sequences of positive real numbers. Set

$$
\omega_{1}=\sigma(\omega) \omega \quad \text { and } \quad R_{1}=\frac{R}{\kappa\left(\omega_{1}\right)}
$$

with

$$
\kappa\left(\omega_{1}\right)=8\left(\frac{1}{\sigma(\omega)}\right)^{(p-2) / p}\left(\frac{A\left(\omega_{1}\right)}{2}\right)^{p-2 / p}>8
$$

$A\left(\omega_{1}\right)$ to be fixed depending on $\omega_{1}$. Then defining

$$
Q_{1}=Q\left(a_{1} R_{1}^{p}, R_{1}\right) \quad \text { with } \quad a_{1}=\left(\frac{\omega_{1}}{A\left(\omega_{1}\right)}\right)^{2-p}
$$

and since

$$
\begin{aligned}
a_{1} R_{1}^{p} & =\left(\frac{\omega_{1}}{A\left(\omega_{1}\right)}\right)^{2-p}\left(\frac{1}{\sigma(\omega)}\right)^{2-p}\left(\frac{A\left(\omega_{1}\right)}{2}\right)^{2-p}\left(\frac{R}{8}\right)^{p} \\
& =\left(\frac{\omega_{1}}{A\left(\omega_{1}\right)}\right)^{2-p}\left(\frac{\omega}{\omega_{1}}\right)^{2-p}\left(\frac{A\left(\omega_{1}\right)}{2}\right)^{2-p}\left(\frac{R}{8}\right)^{p} \\
& =\left(\frac{\omega}{2}\right)^{2-p}\left(\frac{R}{8}\right)^{p} \\
& =d\left(\frac{R}{8}\right)^{p}
\end{aligned}
$$

we have

$$
Q_{1} \subset Q\left(a_{0} R^{p}, R\right) \quad \text { and } \quad \underset{Q_{1}}{\operatorname{ess}} \operatorname{osc} \theta \leqslant \omega_{1}
$$

We are in the setting (16) and this means that the whole process can now be repeated starting from $Q_{1}$. So we define recursively the following sequences of positive real numbers, for $n=0,1, \ldots$,

$$
\left\{\begin{array} { l } 
{ R _ { 0 } = R } \\
{ R _ { n + 1 } = \frac { R _ { n } } { \kappa ( \omega _ { n + 1 } ) } }
\end{array} \text { and } \left\{\begin{array}{l}
\omega_{0}=\omega \\
\omega_{n+1}=\sigma\left(\omega_{n}\right) \omega_{n}
\end{array}\right.\right.
$$

and consider the family of cylinders

$$
Q_{n}=Q\left(a_{n} R_{n}^{p}, R_{n}\right), \quad \text { with } \quad a_{n}=\left(\frac{\omega_{n}}{A\left(\omega_{n}\right)}\right)^{2-p}
$$

THEOREM 2. - The sequences $\left(\omega_{n}\right)_{n}$ and $\left(R_{n}\right)_{n}$ are decreasing sequences that converge to zero. Moreover, for all $n=0,1,2, \ldots$,

$$
\begin{equation*}
Q_{n+1} \subset Q_{n} \quad \text { and } \quad \underset{Q_{n}}{\operatorname{ess} \operatorname{osc} \theta} \leqslant \omega_{n} . \tag{41}
\end{equation*}
$$

Proof. - The sequences are obviously decreasing and bounded below by zero, so to show that they converge to zero we just need to show that they cannot converge to a positive number. As far as $\left(R_{n}\right)_{n}$ is concerned this conclusion follows immediately from

$$
\frac{R_{n+1}}{R_{n}}=\frac{1}{\kappa\left(\omega_{n+1}\right)}<\frac{1}{8}
$$

With $\left(\omega_{n}\right)_{n}$ the situation is more delicate since

$$
\frac{\omega_{n+1}}{\omega_{n}}=\sigma\left(\omega_{n}\right) \not \nearrow 1
$$

So we suppose that $\omega_{n} \searrow \alpha>0$ and observe that, in that case,

$$
\sigma\left(\omega_{n}\right) \nexists \sigma(\alpha)<1
$$

recalling that

$$
\sigma\left(\omega_{n}\right)=1-\frac{1}{2^{s+1}}, \quad s=s\left(\omega_{n}\right)=\max \left\{s_{1}\left(\omega_{n}\right), s_{3}\left(\omega_{n}\right)\right\}
$$

and the dependence of $s_{1}$ and $s_{3}$ on $\omega_{n}$, given respectively by (36) and (40). Consequent$\mathrm{ly}, \omega_{n+1}=\sigma\left(\omega_{n}\right) \omega_{n} \leqslant \sigma(\alpha) \omega_{n}$ and

$$
\omega_{n} \leqslant[\sigma(\alpha)]^{n} \omega, \quad n=0,1, \ldots,
$$

which implies that $\omega_{n} \rightarrow 0$, a contradiction.
Relations (41) follow at once from the recursive process used to define the sequences.

Theorem 2 was obtained assuming (15). If this doesn't hold, we have, recalling the dependence of $A$ on $\omega$ given by (14),

$$
\left(\frac{\omega}{A}\right)^{p-2} \leqslant R \Rightarrow \frac{1}{2^{C^{\prime} \omega^{-a}}} \leqslant \frac{\omega}{2^{C \omega^{-a}}} \leqslant R^{1 /(p-2)}
$$

since $\omega<1$. Now, taking logarithms and assuming without loss of generality that $R<$
$<1$, we obtain

$$
C^{\prime} \omega^{-\alpha} \geqslant-\log _{2} R^{1 /(p-2)} \Rightarrow \omega \leqslant\left\{\frac{C^{\prime}}{-\log _{2} R^{1 /(p-2)}}\right\}^{1 / \alpha} \rightarrow 0, \quad R \rightarrow 0
$$

and there is nothing to prove.

Proof of Theorem 1. - The conclusion of Theorem 2 implies that

$$
\underset{(x, t) \rightarrow\left(x_{0}, t_{0}\right)}{\text { ess } \lim _{\varepsilon}(x, t) \quad \text { exists for all }\left(x_{0}, t_{0}\right) \in Q, ~, ~}
$$

so we can choose a continuous representative for each $\theta_{\varepsilon}$ out of its equivalence class. It also defines implicitly an interior modulus of continuity, i.e., for each $K \subset Q$, a continuous and nondecreasing function $f_{K}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$, that depends only on the data and $K$, such that

$$
\left|\theta_{\varepsilon}(x, t)-\theta_{\varepsilon}\left(x^{\prime}, t^{\prime}\right)\right| \leqslant f_{K}\left(\left|x-x^{\prime}\right|+\left|t-t^{\prime}\right|^{1 / p}\right)
$$

Since this modulus of continuity is independent of $\varepsilon$ (cf. Remark 3), the conclusion of the theorem follows.

Remark 5. - The results can be extended up to the parabolic boundary of $Q$. In fact, we can obtain a continuous solution at $t=0$ and at the boundary $\Sigma$, in the case of Neumann or homogeneous Dirichlet data. The proof consists in adapting the energy and logarithmic estimates and the proof of the interior continuity as in [3] and [6]. The case of nonhomogeneous Dirichlet data presented unexpected difficulties in the case $p=\mathbf{2}$, dealt with at [5], and is left open in the case $p>2$.

REMARK 6. - Also the principal part singular case $1<p<2$ is left open. Apart from the extra difficulties that may arise from the more elaborate techniques that have to be applied, there is also a problem concerning the regularization that is used in [11] to obtain the solution for $1<p<2$. It consists in adding a perturbation of the Laplacian to the equation, i.e., an extra term of the form

$$
\varepsilon \int_{Q} \nabla \theta_{\varepsilon} \cdot \nabla \xi
$$

to (4) and this is clearly a bad term as far as the derivation of independent of $\varepsilon$ energy and logarithmic estimates is concerned. So we should first try to obtain a solution using a different, and more adequate for this purpose, type of regularization. We expect to overcome these difficulties in the future.
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