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Abstract

The intersecting-state model is applied to calculate the energy barriers and rates of atom transfers, Sy2 reactions, proton
transfers and electron transfers, including electron transfer at the metal—electrolyte interface. The calculated rates are usually
within one order of magnitude of the experimental ones. These applications of the model reveal the main factors that influence
the rates of these chemical reactions. The structural and electronic properties of reactants that are used in the calculations are the
reaction energy, the hypervalency at the transition state, the bond lengths and for constants of the reactive bonds. © 2001

Elsevier Science B.V. All rights reserved.
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1. Introduction

Chemists often talk about the “reactivity of a mole-
cule” as if the reactivity was an intrinsic property of
that molecule. This simple concept lead to the devel-
opment of many static reactivity indices that have
helped to characterize and classify molecules. Exam-
ples of such indices are Hammett constants and elec-
tronic densities of frontier orbitals. Chemists know
that the encounter of two molecules triggers unique
properties that neither molecule possesses alone. But
the concept of “reactivity” has been useful to link
reaction rates (or activation energies) to molecular
structure. Among the best-known examples of struc-
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ture—kinetics relationships are the postulate of
Hammond, linear free-energy relationships (LFER)
such as those of Bronsted, Evans—Polanyi, Hammett
and Tafel, and Marcus cross-relation. These relation-
ships helped to shape physical—organic chemistry and
still play an important role in our understanding of
“families” of reactions.

A more rigorous approach evolved from the field of
theoretical chemistry. A major breakthrough was the
formulation of the transition-state theory (TST),
because it related the reaction rate with the structure
of activated complexes and reactants. This theory has
been fully exploited in recent years with the avail-
ability of rigorous potential energy surfaces for
some tri and tetra-atomic systems, that are obtained
from analytical fits to the results of very sophisticated
ab initio calculations. A better understanding of the
link between molecular structure can be achieved by
combining the qualitative insight of structure—
kinetics relationships with the quantitative approach

0022-2860/01/$ - see front matter © 2001 Elsevier Science B.V. All rights reserved.

PII: S0022-2860(00)00785-7



2 L.G. Arnaut et al. / Journal of Molecular Structure 563—-564 (2001) 1-17

Table 1
Morse curve parameters employed in ISM calculations. All data
were calculated by the PM3 method, except where indicated

Molecule Diog B (for H-X) leg (A)
(kJ mol ") or w (for X—
) A or
cm Y
H," 4573 1.939 0.741
HF* 589.1 2222 0.917
HCI* 4452 1.872 1.275
HBr* 378.2 1.819 1415
H,0" 516.3 2.200 0.960
NH;* 466.1 2.181 1.012
CH,* 453.1 1.947 1.087
SiH4* 392.5 1.521 1.480
C,Hg" 4347 1.962 1.094
CH;CH,SH* 379.1 1.851 1.350
CH;-CH,CH; 368° 1054° 1.512
CH;-SiH,CH; 368¢ 770¢ 1.873
CH;—GeH,CH, 314 651 1.957
CH;—SnH,CHj; 205 541 2177
CH;—NHCH; 259 1143 1.474
CH;-PHCH; 264 664 1.868
CH;—AsHCH, 234 607 1.973
CH;-SbHCH, 201 597 2.162
CH;-OCH; 276 1014° 1.405
CH;-SCH; 280 723 1.801
CH;-SeCH; 280 648 1.948
CH;-TeCH, 146 470 2.200
F-CH; 452° 1049° 1.351
Cl-CH, 347° 732° 1.764
Br—CH, 293° 611° 1.951
I-CH, 234° 533° 2.027

* From Ref. [3].

® From the compilation in Ref. [47].

¢ From Ref. [49].

4 From similar compounds in Ref. [48].

of theoretical chemistry. In this work we describe
some advancements along these lines made possible
by the application of the intersecting-state model
(ISM) to atom transfers, nucleophilic substitutions,
proton transfers (PT) and electron transfers (ET).

2. The ISM
A reaction path for the prototypical reaction
A+BC—AB+C )

can be obtained using Morse curves to describe the

reactant and product bonds

Vic = Dgc{1 — expl—Bac(l — lp)]}) (1)

Vag = Dag{1 — exp[—Bas(l — Ixp)]}* + AV®

where Dy (Djap) is the bond dissociation energy and
Bsc (Bap) the Morse parameter of the BC (AB) bond,
and from the relation

liEC - ZBC = _al(lBC + ZAB)IH(I/ZEC)
2
l.:/t\B - lAB = _a/(lBC + lAB)h’l(}’liB)

where Ipc (Izp) is the equilibrium and lic (Iip) the transi-
tion state (TS) bond length of the BC (AB) bond, nhe
(niB) its bond orders at the TS and @’ a scaling constant,
provided that the bond order is conserved along the
reaction coordinate (n = npg = 1 — npc). This conser-
vation of the bond order follows closely that formulated
in the bond-energy—bond-order model [1], and the rela-
tion between bond lengths and bond orders is similar to
that expressed by Pauling [2]. This reaction coordinate
can be expressed as the sum of bond extensions of reac-
tants and products

d* = |l — Ipc| + |l — Las] 3)

The substitution of Eq. (2) in Eq. (1) to obtain the
TS energies, Vﬁc and V};B, followed by the premise
that at the TS VEC = Vi, offers a simple method to
determine the energy barrier of an atom-transfer reac-
tion. When TS features electronic interactions that are
not found in the reactants, it may be necessary to
allow for a smoother or steeper dependence of the
bond length on its bond order. ISM introduces a para-
meter m that admits values larger than unity for TS
with enhanced electronic resonance. This parameter
is interpreted as an increase in bond order at TS, and is
related to the electronic structure of the reactants.
Taken these interactions into account, the energy of
TS is determined by the value of n that satisfies the
equality [3]

! 2
DBc[l = exp(@ﬁgc In(1 — ))]

2
Bas ln(n))] +AV?
“4)

"lge + 1
ZDAB[I _ exp(Cl(Bc AB)
m
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Table 2

Structural properties and rates of selected gas-phase hydrogen atom abstractions

Reaction AH® (kJ mol ") L +lst (A) foc* (I mol ' AT fag® (kI mol A2 E®
() H+H, — H,+H 0 1.482 3439 3439 32
(1) CH;+CH, — CH,+CH;, 0 2.174 3435 3435 61

(1) C,Hs+C,Hg 0 2.188 3348 3348 56
— C,Hg+C,Hs

(IV) CH;+C,H¢ — CH4+C,Hs —19 2.181 3348 3435 48
(V) C1+H, — HCI+H +12 2.016 3439 3120 21

* From Table 1.
® References in the text.

The calculation of the TS energy requires the
knowledge of the scaling factor a’, which is obtained
from a reference system. A very convenient reference
system is the H + H, reaction. Its experimental acti-
vation energy (E, = 31.8 kJ mol ') [4] is reproduced
when @’ = 0.157 and m = 1, given the Morse curve
parameters of the H-H bond, Table 1. In fact, a
different procedure was used to scale ISM in its
original formulation, and @’ = 0.156 was obtained.
For consistency with earlier applications of ISM we
continue to use a’ = 0.156. The difference between
the two scaling procedures is negligible. This scaling
incorporates the normal electronic resonance effect in
the energy barriers. The data needed to calculate the
energy barriers of the atom (and methyl) transfers
addressed in this work are shown in Table 1.

Now that we showed how to calculate activation
energies, we can calculate classical rates with the
conventional TST

kBT N, Aq(f EO
IV e

where s is a statistical factor, k a transmission coeffi-
cient usually assumed to be close to unity, qi’, qg’c and
qf the standard molecular partition-functions of the
reactants and TS, E, the difference in energy between
the initial substances and the activated complex at the
absolute zero, and the other symbols have their usual
meaning. E; is not the same as the barrier calculated
by ISM, AV*, that we have associated with the activa-
tion energy E,. Rather, in the gas phase we have

Ey = AV® + 0.5RT (6)

The rigorous application of TST requires the
knowledge of the symmetric stretching and bending
frequencies of TS. This cannot be obtained by one-
dimensional models. It is possible to incorporate more
or less sophisticated methods to account for these
frequencies but, for the sake of simplicity, we will
simply assume that the ratio of the vibrational parti-
tion functions is close to unity. This approximation
looses its validity for very high temperatures. Within
this approximation and assuming that TS is linear, Eq.
(5) can be simplified to give

L 6.82 % 10" (mA + mg + me )3/2
=5
¢ T ma(mg + mc)
I E 1 -
X ﬂexp(— —0> dm’mol s} @)
Isc RT

when the masses are expressed in atomic mass units
and the moments of inertia I,gc and Iyc are calculated
with the bond lengths employed by ISM, Eq. (2). For
simplicity, in polyatomic systems the masses m, and
mc can be taken as the sum of the masses of the atoms
that make the fragments A and C, respectively.

Eq. (7) does not include tunneling corrections.
They may substantially increase the rates at low
temperatures. For example, the rate of the H + H,
atom transfer increases by a factor of 7 at 300 K [5].
However, the scaling with an experimental activation
energies in the 450-750 K temperature range impli-
citly takes tunneling into account in this temperature
range. Thus, we expect that this classical version of
ISM will be particularly suited to calculate k in the
300-1000 K temperature range in good agreement
with the experimental ones.
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3. Atom-transfer reactions

Table 2 presents gas-phase H-abstractions, selected
to illustrate how subtle changes in the molecular struc-
ture of the reactants may induce significantly different
reaction rates. Our goal is to relate the changes in rate
with those in molecular structure using ISM. Reac-
tions (I) and (IT) are symmetrical (AE0 = (0) and the
reactive bonds have similar force constants

fac = 2Dgc(Byc)’ (8

but the bond lengths of the first are much shorter than
those of the second. The consequences of this
difference are illustrated in Fig. 1A. The larger
value of d* of reaction (I) is responsible for its
much higher activation energy. We calculate AVF =
32.6 kJ mol ! for reaction (I) with the scaling factor
a’ = 0.156 chosen to reproduce its experimental acti-
vation energy, and for reaction (II) we calculate
AV* = 61.1 kI mol™" that should be compared with
E, = 61.1 kI mol ! [6].

Reaction (III) is also a symmetrical reaction and
involves the breaking of bonds with lengths very
similar to those of reaction (II). There is a 3% differ-
ence in their force constants. According to Fig. 1B, a
lower force constant should lead to a decrease in
activation energy. We calculate AVF =599
kImol ™' and the experimental value is E, =
55.6 kJ mol ™' [6].

Reaction (IV) is an exothermic reaction. Otherwise,
it involves structural parameters that closely resemble
those of reaction (III). It is known that the rates of
related reactions tend to increase with exothermicity.
The decrease in E, is illustrated in Fig. 1C, which also
reveals that ISM is consistent with Hammond’s postu-
late [7] and the Evans—Polanyi relationship [8]

E, = Ey + aAH" ©)

where Ej and « are constants. In a more quantitative
basis, the energy barrier of reaction (IV) is predicted
to be 52 kJ mol ', and the experimental value is E, =
48 kJ mol ™'

Finally, reaction (V) involves the attack of a Cl
atom, rather than an alkyl radical. The comparison
between the structural and thermodynamic proper-
ties of reactions (I) and (V) suggests that the latter
should be slower. However, in previous applica-
tions of ISM it was shown that in TS of reaction

(V), nonbonded electrons of Cl may contribute to
the bonding at TS and lead to an “increased bond
order” m =2 [3,9]. Fig. 1D shows the effect of
increased bond order, or increased electronic reso-
nance relative to the reference reaction, in the
energy of the TS. This can either be seen as a
smoother dependence of the energy on the bond
extension, translated by the division of the
exponential factors of Eq. (1) by m=2, or as
smaller bond extension, given by the division of
d* by m=2.

The classical rate constants calculated by our
formalism are in good agreement with the experi-
mental data collected in the 300—1000 K tempera-
ture range. This is illustrated in Fig. 2 using the
CH; + C,H¢— CH, + C,Hs reaction, which has
been the subject of numerous experimental studies
[10]. It is expected that the approximations
involved in Eq. (7) will not be valid for complex
systems, with entropic restrictions.

The value m =2 also applies to symmetrical
atom transfers (AT) between atoms with
nonbonded electrons, as shown in Table 3. It is
obvious that intermediate values of m can be
found for atom transfers between carbon or
hydrogen atoms and atoms with nonbonded elec-
trons. Fig. 3 shows that in such cases the inter-
mediate values of m can be correlated with the
electron affinity of the reaction partner.

4. Nucleophilic substitutions

In a recent communication Hoz et al. [11]
calculated the intrinsic barriers of identity Sy2

Table 3
Calculated and experimental activation-energies, E,, of symmetric
atom exchanges involving atoms with nonbonded electrons (m = 2)

System AV* (kJ/mol) E, (kJ/mol) References
HO + HOH 21.5 17.6 [50]
Cl + HCI 23.0 25 [51]
CH;CH,S + HSCH,CH; 21.3 21.7 [51]
HCl1 +D 23.0 12-34 [52]
HBr + D 22.3 20 [52]
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Fig. 1. Reaction coordinate of atom-transfer reactions according to ISM. The dashed horizontal lines indicate the experimental activation
energies (E,). (A) H+ H, vs CH; + CHy; (B) CH; + CHy vs C,Hs + C,Hg (lower force constant, lower energy barrier and lower E,); (C)
CH; + CH, vs C,Hs + CHy; (D) H + H; vs Cl + H, (the inset shows that dividing the exponential factors of Eq. (1) by m = 2 gives the same
barrier as dividing d* by m = 2).

reactions

“X~ + CH3X — "X --CH3X — “XCHj-- X~

— "XCH;+X "~

I

where *X is an isotopically labeled atom. They
considered X to be CH;—-CH, (-SiH, -GeH,, —

SnH,), CH;—-NH (-PH, —AsH, —SbH), CH;-0O (-
S, —Se, -Te), and F (Cl, Br, I) in the sixteen
systems examined. The geometries and energies
of the reactant, complex and TS where obtained
ab initio through the G2(+) method [11]. Their
main conclusion is that the intrinsic barrier, AEi,
is largely determined by the valence of X, which
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Fig. 2. Calculated m = 1 and recommended rate constants for the CH; + C,Hg reaction [10].

corresponds to a definite placement of the element
X in the periodic table. However, they were
unable to offer any explanation for the trends of
this intrinsic barrier.

A curve-crossing model for the bond-breaking—
bond-forming process in reaction (II), in which a
CH; transfer occurs concomitantly with an ET,
provides a simple way to predict and rationalize the
arising complex dissociation barriers. We will discuss
these barriers, again resorting to ISM, based on
previous application to other exchange reactions [3].

The application of ISM to reaction (II) implies the
knowledge of the Morse curve for each of the X—CHj
system. Due to the variety of elements considered, we
have chosen to use theoretically calculated bond
stretching constants and bond strengths in most
systems (except where reliable experimental informa-
tion is available), employing the semiempirical PM3
method via the GAMESs package [12], and also theore-
tical PM3 equilibrium distances for all systems. This
choice was prompted by: (i) the computationally inex-
pensive nature of this method; (ii) the relatively accu-

rate frequencies and geometrical parameters it
provides; and (iii) the fact that the model is not
strongly dependent on the bond strengths for identity
reactions, thus forgiving some less adequately calcu-
lated formation enthalpies. We additionally stress that
only reactant and product molecules involving the
bond being broken and formed have to be considered,
and that all the respective X-CHj; equilibrium
distances thus derived are essentially coincident
with those found in the reactant complex by the
G2(+) method.

The input data for ISM and respective source are
summarized in Table 1. Additionally, the bond order
at TS is set by Eq. (4). We performed some preli-
minary calculations with m = 1 for X involving C to
Sn, thus ignoring minor differences in these systems
[3], m = 1.33 for N to Te, and m = 2 for F-I, as in
previous work for atom transfers [3]. The results
obtained yielded barriers and distensions from the
complex to the TS that are too low in comparison to
those obtained with the probably accurate G2(+)
method. The above bond orders were then scaled by
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Fig. 3. Correlation between the values of m that reproduce the experimental activation energies (E,) of R + H, atom transfers and the electron
affinities of R. The E, of R = CH3, NH,, OH and F are from Ref. [62], R = SiH; from Ref. [63] and R = Br from Ref. [64]. The E, values of

R =H and ClI are given in the text.

a constant factor of approximately 0.75. This factor
can be rationalized by the fact that the central CHj
group in TS prevents preservation of the bond order
due to steric effects and implies a raise in the intrinsic
barrier due to its planarization from the approximately
tetrahedral geometry in the reactant species.

The results obtained with ISM for the intrinsic
barrier are summarized in Table 4. The main differ-
ences between our results and the G2(+) can be found
in the carbon group, for C and Si. However, our values
for the former are in excellent agreement with RRKM
calculations on the same system. For the nitrogen
group, barriers also tend to be slightly lower than
those estimated from G2(+). We recall that, in the
present form, ISM is calibrated for the prediction of
E, rather than energy barriers. In spite of these
differences, the overall picture remains the same and
the periodical behavior can be found employing both
approaches.

In our view, the intrinsic barriers are determined by

Table 4

Calculated intrinsic barriers, in kJ molfl, for step 2 of reaction (II).
Only the elements in bold in Table 1 are indicated. The first line for
each element corresponds to ISM values, the second to G2(+)
results [11] and the third and fourth to RRKM and the Shaik—
Pross SCD model, respectively [53]. For chlorine an additional
value (experimental-RRKM) was introduced [54]

C 155 N 105 O 105 F 46 ISM
188 121 84 50 G2(+)
155 100 - RRKM
197 88 50 SCD
Si 146 P 75 S 92 Cl 46 ISM
192 125 92 54 G2(+)
105 42 RRKM
67 25 SCD
56.9  (exp.)
Ge 126 As 75 Se 84 Br 42 ISM
159 105 75 46 G2(+)
46 RRKM
Sm 100 Sb 79 Te 54 I 38 ISM
130 84 63 42 G2(+)
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the same factors as the AT reactions: the equilibrium
distances and force constants of the bonds being
formed and broken, and hipervalency effects at TS.
It is therefore extremely simple to rationalize the
intrinsic barrier values and the periodic behavior. As
we ascend in atomic number in each group, the force
constant of the bond decreases, which would lead to a
decrease in the barrier height, partially compensated
by an increase in the equilibrium bond distances that
lead to increased distensions. The predicted variations
within the group are therefore relatively small. When
we ascend in the row, the number of nonbonding elec-
trons capable of participating in an increased valence
TS structure also increases. Barrier heights thus
reduce along the row, in spite of the minor alterations
in the equilibrium distances or force constants.

5. PT reactions

The transfer of a proton from an acid to a base

k
AH+B =A” +HB (1)

kq

is closely related with the bond-breaking—bond-
forming reactions discussed above. However, the
breaking of the AH and BH bonds is not homolytic,
and the dissociation energies used in Morse curves are
not applicable. For simplicity, we represent AH and
BH bonds by harmonic oscillators with force
constants and bond lengths characteristic of bonds
involved in the PT reaction: fog = 4.2 X 10%, fag =
3.8% 10, foy =2.9%x10° kimol ' A™2, and loy =
0.97 (0.958 for water), Iyy = 1.01, Icy = 1.07 A
[13]. Within this approximation, AG* of a PT can be
estimated from an expression analogous to Eq. (4),
replacing Morse by harmonic oscillators. The PT
rates are given by the usual transition-state expression
[14-17]

kT -, AG*
kpt = TC exp(—ﬁ (]0)

where C = 1 M is the standard concentration and b =
2 is the molecularity of the reaction. The change to
AG is consistent with the estimate of the free energy
of the reaction from the acidity constants of AH and

BH
AG® = —2.303RT(pKpy — pKary) (1D

Statistical corrections accounting for the number of
equivalent acidic protons and basic sites are applied
whenever necessary.

Table 5 collects results obtained for symmetrical
PT reactions. This table also includes the deprotona-
tion of toluene by lithium cyclohexylamide in cyclo-
hexylamine, because the statistically corrected pK,
values of toluene and of the solvent are very close
(41.2 and 41.6, respectively) [18], and their proton
exchange can be calculated as if they were symme-
trical. The agreement with experimental rates is
encouraging, given the simplicity of the model.

The effect of the free-energy in the PT rates can
also be assessed using the procedure indicated for
the AT rates. The protonation of acetate ion by a series
of oxygen acids in aqueous solutions of ionic strength
1 M and at 7 = 293 K [19] can exemplify this proce-
dure,

CH,COO™ + HA — CH;COOH + A~ (IV)

Such series of reactions are usually interpreted in
terms of the Bronsted relation,

kp = Gp(KHA)a (12)

and, in fact, the statistically corrected experimental k;
follow this LFER with a = 0.53. These PTs occur
between two O atoms and the ISM rates must be
calculated with m = 2. The comparison between
experimental and calculated rates is shown in Fig. 4.
The Bronsted coefficient calculated by ISM is a =
0.52. Such results suggest that log k, has a quadratic
(rather than linear) dependence on AG®, but a wider
range of AG” is necessary to test this prediction. The
k, of ketonization of enolates reported by Wirz [20]
cover an extraordinary range of free-energies and

Table 5
Proton exchange rates k/m~'s™' in water at 298 K, except for
toluene, which is in cyclohexylamine

1

System m  kism kexp References
C¢HsCH; +LiICHA 1 0.15 0.10 [55]
NH; + NH; 2 66%x10° 32x10°  [56]
OH™ + H,0 2 70x10% 17x10° [57]
H;0" + H,0 2 70x10% 33x10° [57]
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Fig. 4. Calculated and experimental rate constants for the protonation of acetate ion in aqueous solution [19]. AH = KH,PO,, (CH;),As(O)OH,

HO,CCH,CO,H, CH;CH,CO,H, CICH,CO,H, Cl,CHCO,.

rates constants and reveal the quadratic dependence
discussed above. Such dependence is usually inter-
preted in terms of the Marcus expression for PT
[21]

AG*
kvt = kg exp(— ﬁ) (13)
where
0 2
AGi=AG§§(1 + ALT) (14)
4AGE

Wirz fitted rates presented in Fig. 5 with kg = 1 X
10" M™'s™! and an “intrinsic barrier” AGj =
57 kJ mol ! [20]. In order to calculate these rates
with ISM, we need to estimate the value of m. Adding
the difference between the LOMO energies of acetone
and CH,=C(OH)CH; to the electron affinity (A.) of
acetone, we obtain A, = 1.35 eV for the enol. As seen
in Fig. 3 this corresponds to m = 1.2. Fig. 5 shows

that the calculated rates are in excellent agreement
with the experimental ones and follow the quadratic
dependence.

According to Marcus cross-relation, the quadratic
dependence observed when the rates are measured
over a large range of AG® results from the use of
intersecting harmonic oscillators to represent reac-
tants and products. This is not entirely accurate
because the separation between the equilibrium
position of reactant and product oscillators increases
with the exothermicity of the reactions, Fig. 6. The
dependence of d on AG is obtained explicitly when
the reaction coordinate is written in terms of an
intrinsic and a thermodynamic contribution [22,23]

G(n) = [—(1 — mIn(l — n) — nln(®)] A + nAG°

Jm
(15)

The parameter A ensures the equivalence between
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Fig. 5. Calculated and experimental rate constants for the ketonization of enolates [20].

the two formulations of ISM. It has energy units and
behaves as an intrinsic barrier, as shown by the case of
a symmetric reaction (AG0 =0, nt = 0.5) repre-
sented by harmonic oscillators,

JmA*G _ Jec t/ap Upc + Inp)
n(2) 2 P

Ay = (@")* In(2)
(16)

Deriving this reaction coordinate and equating to
zero we obtain the TS bond order,n*. If we then apply
the conservation of the bond order and use Egs. (2)
and (3), we obtain [9,24]

a'(Ixp + Ipc)
m

[ +oo( - )| ]
vl

d:

X1n

a7

with m = 2n*. Eq. (17) shows that d increases with
|AG”| and this increase is modulated by A.

The formulation of ISM with explicit separation of
intrinsic and thermodynamic contributions to the reac-
tion coordinate is particularly useful to understand the
effect of nonreactive modes. They were neglected in
the precedent analysis, which focused only on the
reactive bonds. For example, the rates of reversible
deprotonation of acetylacetone were measured in
carboxylate buffers in Me,SO—water mixtures, and
it was shown that the curvature of corresponding
Bronsted plots increases with the Me,SO content of
the solvent [25]. We calculate these rates with m =
1.20 in water, m = 1.23 in 50% Me,SO-50% water
/v), m = 1.30 in 90% Me,SO-10% water, and m =
1.33 in 95% Me,SO-5% water using the procedure
described for the other PT reactions. Fig. 7 shows that
calculated and experimental rates of weakly
endothermic reactions are in good agreement. The
small increase in m as the solvent polarity decreases
reflects the greater availability of the electronic
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Fig. 6. Reaction coordinate for the ketonization of enolates showing the increase in d with [AGY).

charges to increase bonding at TS. However, the
calculated rates tend to deviate from the experimental
ones as AG" departs from zero. On the other hand, we
can use Eq. (17) and fit A to reproduce the experi-
mental rates in each solvent mixture. This is also
shown in Fig. 7. The values obtained are, in
kImol™!, A=250 in water, A=140 in 50%
Me,SO-50% water (v/v), A =80 in 90% Me,SO—
10% water, and A =75 in 95% Me,SO-5% water.
The values obtained by the nonparametric version of
ISM are 100 < A < 125 kJ mol ', The observation of
slightly lower A values in apolar solvents and higher
A values in polar solvents is general for PT reactions.
Our view is that polar solvents couple better to the PT
reaction and efficiently dissipate its energy, leading to
a smaller increase of d with AG® and, therefore, to a
higher A.

6. ET reactions

ET reactions are one of the most fundamental

processes in Chemistry and Biology. They are
seemingly unrelated with the bond-breaking—bond-
forming reactions discussed above, because the reac-
tive bonds preserve their integrity along the reaction
coordinate. For this reason, ET reactions have been
interpreted in terms of the theory originally proposed
by Marcus [26], which treats the solvent as a dielectric
continuum. According to Marcus theory (MT), the
reorganization energy of an ET reaction has a contri-
bution due to the solvent reorganization, that for sphe-
rical reactants of similar radii r can be written

2
LSy 1
AGomw(zr)(n]g ) 1o

where np and € are the refractive index and static
dielectric constant of the solvent, and a contribution
from the changes in the i-bond-lengths of the reactants

. ﬁoxﬁred(l;)x _ l[yed)Z
AGi“ - Zz: z(fiox +]cired)

where [y (lq) and fox (fieq) are the equilibrium bond

19)
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Fig. 7. Solvent effects in the deprotonation of acetylacetone by carboxylate buffers [25]. The dashed lines are nonparametric calculations with
ISM and the full lines were calculated with Eq. (17) fitting to reproduce the experimental free-energy dependence of the rates. Nonparametric

and parametric calculations employed the same values of m.

lengths and force constants of the oxidized (reduced)
species, respectively.

These equations predict that the electron self-
exchange rate of O,/O; in water, of naphthalene/
naphthalene™ in acetonitrile and of Cgy/Cg in less
polar solvents should have successive large accelera-
tions. At room temperature, the self-exchange rate of
0,/0; in water is 450 M~ s ! [27], that of naphtha-
lene/naphthalene”™  in  acetonitrile is 6.2 X
10 M ™" s 7! [28] and that of the terr-butyl-Cq, radical
adduct and -BuCyg, in benzonitrile/benzene (1:7 v/v)
is 1.9x10°M™'s7!' [29]. Eq. (19) gives AGi(Cg/
Cg) =0, AGj,(naphthalene/naphthalene ) = 6.7
kImol ' [30], and we calculate AGE(0,/0; )=
17.5kI mol ! with I, = 1.207(l,eq = 1.33) A and
fox = 7.09 X 10°(freg = 3.42 X 10*) kI mol "' A72 for
O, (05 ). The solvent reorganization energies can be
calculated with » = 1.33 A for 0, [31], r =3.67 A
for naphthalene/naphthalene”™ and r = 5.60 A for C,

based on their molar volumes. With these values we
obtain AGS, = 71.8 kI mol™' for O,/O; in water,
AG:, =219kImol™" for naphthalene/naphtha-
lene”™ in acetonitrile and AG.,~ 10kJ mol ' for
Cgo/Cgp in benzonitrile/benzene (1:7 v/v) assuming
that this medium has an effective dielectric constant
of 5. The difference of reorganization energies leads
to the prediction that the ratios of these self-exchange
rates should be 1:2 X 108 x 10" whereas the experi-
mental ratios are 1:0.3:4 X 10°. This discrepancy
reveals that MT does not reflect the structure—reac-
tivity relationships that may exist in ET reactions. It
has also been shown that the self-exchange rates are
only weakly dependent of the solvent polarity [32].
The application of ISM to ET reactions

Red; + Ox, — Ox; + Red, V)

(charges omitted) must take into account the fact that
species 1 and 2 must be represented by harmonic
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Table 6

Electron self-exchanges of organic species and ferrocene (In acetonitrile or N,N-dimethylformamide (DMF) solution, at 293 or 298 K; TCNQ
=17,7,8,8-tetracyano-p-quinodimethane, TMPPD = N,N,N’,N'-tetramethyl-p-phenylenediamine, PPD = p-phenylenediamine, All the calcu-

lated rates were corrected for diffusion with kg = 1.9 % 1010 M~

~in acetonitrile and kg = 8.5 % 10° M~' s™! in DMF. Except where

noted, the references to the original experimental data can be found in Ref. [32])

Reactants nt Bond lenghts® A) Force constants” ISM Experimental
lox lrea fo IOl ™'A™)  fog kImol 'A™)  hisy M7's™) ke M7'sTH
Naphthalene”~ 143 1.398 3810 1.3%x10° 6.2% 10°
Anthracene”” 142 1.406 3770 1.4x10° 4.8x10°
co e 133 1435 9.9x% 10°
p-Benzoquinone” ™ 147 1375 1.385 4490 429 9.6x 10° 3.8x10°
TCNQY~ 173 1.344 1.349 5250 516 4.1x10° 40x10°
Tetracyanoethylene”” 197  1.301 1.291 6420 619 8.2x10° 2.0x10°
Benzonitrile” ™ 159 1.374 4450 2.6%10° 5.5%x 108
TMPPD ™" 1375 1.387 1.400 4080 405 44x%10° 1.1x10°
PPD 1.375 1.383 1.391 4030 392 5.9x%10° 3.1x10%
Ferrocene " 1 1.65¢ 17009 2.0%10% 7.5% 10"

* Average bond-order of the neutral and radical ion species.

® Effective bond lengths and force constants of the reactants, calculated as the average of all the bonds of each reactant that contribute to the

reaction coordinate.
¢ Ref. [58].

4 Distance from the metal to the center of the cyclopentadienyl ligand [59].
¢ The force constant was multiplied by \/E to account for the local-mode behavior of the Fe-cp bonds [60].

' Ref. [61].

oscillators. This can be done centering the two
harmonic curves of the two reactants (products)
around a single averaged equilibrium bond-length,
constructed by averaging the equilibrium bond-
lengths of oxidized and reduced reactants (products)
[32]
lredl + lon loxl + lred2

=t g o T e (20)

The same procedure is applied to the force
constants

f;edl +fox2 foxl +fred2
fo=" fp =" @1

This reduction in the dimensionality of ET reac-
tions leads to a formulation that is similar to that
previously employed for bond-breaking—bond-
forming reactions. However, during the ET step, the
bond orders are approximately maintained. For
example, in naphthalene we have six single and five
double bonds that participate in the reaction coordi-
nate, i.e. an average bond order of 1.45, whereas in

naphthalene™ we have a bond order of 1.41 because

the extra electron occupies an anti-bonding orbital.
Thus, this system is characterized by n* = 1.43. The
bond lengths and force constants needed for the calcula-
tion of the naphthalene/naphthalene™ electron
exchange are the average of the corresponding values
of the CC bonds. In fact, we only need data from the
neutral species because the small increase in the bond
lengths from the neutral to the anion is compensated by a
concomitant decrease in the force constants. Table 6
presents the data needed to calculate the ET activation
energies of the organic species discussed in this work.
At the TS, a fully extended (or compressed) bond of
a reactant may reverse its motion and start its contrac-
tion (or extension), or may change to the product
potential-energy curve where it may pursue its exten-
sion (or contraction). With this reversibility of the
motion at the TS, the classical turning points of vibra-
tion of the reactant species are in quasi-equilibrium
with respect to changes in the electric charges of the
reactive system. Thus, we may apply equilibrium
conditions to the activated complexes of an ET reac-
tion and formulate the rate of passage through the
activated complex configuration in terms of the
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Fig. 8. Free-energy dependence of back-ET between quinone radical anions and radical cations forming ion pairs in benzene [40,58]. The CRIP
were formed by the quenching of the triplet state of the quinones by electron donors, and the back-ET rates were calculated with a spin-

forbidden factor y =2 X 1073 [58].

transition-state equation

¥
ky = vC't exp(— ARiT) (22)
where v is the frequency of conversion of the TS into
products. For adiabatic reactions this is the vibrational
frequency of the reactive modes which, for organic
species, is v =~ 10" s 7",

The analogy between the treatment of bond-
breaking—bond-forming and ET reactions suggests
that Eq. (17) should also be a good coordinate for
ET reactions. For self-exchanges it leads to the
“intrinsic” energy barrier

1 fox +fred a/ ln(z)
2 2 2nt

2
AG(i) = (lox + lred)] (23)
Table 6 shows some self-exchange rates calculated
with Egs. (22) and (23) using v = 10'3 s7!. The abso-
lute rates calculated with ISM are in reasonable agree-
ment with the experimental ones. The O,/O; self-

exchange involves a transition between X3, and
le_[g states that may have a symmetry/spin forbidden
factor. The adiabatic rate calculated with ISM is
1.5% 10" M ™' s™!. This is a factor of 3.3 x 107 larger
than the experimental value, and suggests the exis-
tence of a forbidden factor of 2x 10™* per redox
center. Endicott and co-workers inferred from their
experimental studies that electron exchanges invol-
ving (*T,)Co(I)//'A;)Co(IIl) complexes have elec-
tronic retardation factors in the 10°-10"* range
[33,34]. Temperature dependence studies of the O,/
O; self-exchange may help to reveal the nonadiabatic
nature of this exchange.

Based on the cross-relation expressed by Eq. (14),
Marcus predicted that ET rates should increase with
the exothermicity of the reactions, reach a maximum
at AG° = 4Gg and then decrease [35]. The overall
free-energy profile of the ET rate should resemble
an inverted parabola. The range of AG’ where the
ET rates decrease with an increase in the reaction



L.G. Arnaut et al. / Journal of Molecular Structure 563—-564 (2001) 1-17 15

S ————————————

log k

0Illlllll!llllllllllllllllllll

-1.5 -1 -0.5

0 0.5 1 1.5

Overpotential (eV)

Fig. 9. Calculated and experimental Tafel plots for first-order heterogenous ET rates at gold electrodes covered by n-alkyl thiol monolayers

terminated by a ferrocene derivative [44].

exothermicity is known as Marcus inverted region.
For many years, the experimental studies of very
exothermic photoinduced ET reactions did not show
any evidence for the inverted behavior. Instead photo-
induced ET rates approached the limit of diffusion at
AG’ =~ —40 kI mol ', and remained controlled by
diffusion for more negative values of AG° [36]. It
was only 26 years later that Closs and Miller provided
the first clear evidence for an inverted region in intra-
molecular charge-shift reactions [37]. Shortly after
similar observations were made in related intramole-
cular ETs and in back-ETs occurring in contact
radical ions pairs (CRIP) [38-40]. Back-ETs in
CRIPs formed in the quenching of triplet states are
particularly convenient to follow experimentally
because they are slowed by spin-forbidden factors
and the quantum yield of back-ET is unity in apolar
solvents. Fig. 8 illustrates the application of ISM to
back-ETs between quinones™ and amines™ in
benzene, using the data for p-benzoquinone and
benzene shown in Table 6 and A = 145 kJmol '

According to Eq. (16) we should have Ay =
107 kJ mol ™! for these reactions. The inverted region
calculated with A, starts at less exothermic free ener-
gies. As the value of A increases, the inverted region
becomes less pronounced and eventually a diffusion-
controlled plateau over a large range of AG® is calcu-
lated for A =~ 200 kJ mol ~". The displacement of the
inverted region towards more negative AG® values as
the polarity of the solvent increases, is consistent with
the behavior A with the polarity of the media,
discussed in the context of PT reactions. For still
larger values of A, ISM predicts that AG’-dependence
of the ET rates should go through a maximum,
followed by a minimum and then a new maximum.
Experimental evidence supporting this behavior was
recently presented [32].

Heterogeneous ET reactions follow the same
general principles of the homogenous ETs. However,
the response of the metal electrode to the exchange of
an electron with the redox partner does not involve
energy changes. Thus, the intrinsic barrier of a species
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undergoing heterogenous ET is half of its intrinsic
barrier in solution, as shown by Marcus [41,42].

It was shown that n-alkyl thiols spontaneously
adsorb on gold electrodes from dilute solution to
form a monolayer coverage of the electrode [43].
When the other end of the alkyl chain is covalently
linked to a redox species, it is possible to measure
first-order rates for the tunneling of the electron
from the redox species, across the monolayer, to the
electrode, and vice-versa [44]. These rates are free
from diffusion limitations and, for long alkyl chains,
have negligible double layer effects. Further, very
large overpotentials became experimentally acces-
sible. Thus, they are particularly convenient to test
the predictions of theoretical models.

Electron tunneling across long insulators reduced
the effective reaction frequency from the value used
before (10" s™") to much lower values. We estimate
this frequency as the product between the electronic
frequency in the donor (v, = 10" s7!) and the elec-
tron tunneling probability y. This probability can be
estimated from the permeability of a square barrier of
height @ and width r to an electron of mass m,,

Xr = exp( — %\/ 2m, <I)r) 24)

We have shown that @ = ®y/n},, where @ is the
absolute potential of the electron donor and np the
refractive index of the barrier [45]. The width of the
barrier for the system ferroceneCO,—(CH,),,-—SH—Au
is the edge-to-edge distance between ferrocene and
the sulfur atom. We estimate it to be r = 19 A, from
the distance of closest approach of the ferrocene group
to the electrode, = 20 A [44]. We describe the mono-
layer with np = 1.6. The absolute potential of ferro-
cene is @y = 5.17eV.

In a metal electrode there is a continuum of donor
or acceptor levels that is involved in ET. Thus, the
overall rate is the integration over the energy acces-
sible of the rates of each energy level. This can be
written

%
kgt = velpFRzjﬂe)exp(— é) d(kBiT) (25)

where the density of states of the metal was assumed
constant (pp = 0.27 for Au). The Fermi—Dirac distri-
butions are, for the reduction and the oxidation

processes,

1

Jrea(®) = (e T)

(26)
e = 2D
exp(e/kgT)

In Fig. 9 we show the application of ISM to the
heterogeneous ET in the system ferroceneCO,—
(CH,);s—SH—-Au using the parameters presented in
Table 6 for ferrocene, calculating d with Eq. (17)
with Aq = 340 kJ mol ! from Eq. (16). These reac-
tions are not very sensitive to reasonable changes in
A. The free-energy of activation calculated for hetero-
genous ET is half that calculated for electron
exchange between two redox species in solution.
There are no adjustable parameters in this calcula-
tion. The curved rate constant dependence on the
overpotential (n) contrasts with the linear predic-
tion of the Tafel equation n = a + b log(i), where
a and b are constants and i is the current intensity,
that should be observed if Butler—Volmer kinetics
were followed [46]. The curvature experimentally
observed in consistent with ISM calculations, but
the calculated asymmetry overestimates the
observed one.

7. Conclusions

The application of ISM to many different types of
chemical reactions provides a simple understanding of
how the molecular structure of the reactants affects
their reactivity. The major factors revealed by ISM
are the influence of the reaction energy, the hyperva-
lency at the TS, the force constants of the reactive
bonds and the corresponding bond lengths. In ETs
one must also consider the influence of nonadiabatic
effects, either due to the distance between electron
donor and acceptor of to spin changes.
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