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Pólo 2, Rua Śılvio Lima 3030-290 Coimbra, Portugal
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Abstract

This work addresses the problem of dedicated protection
of multicast sessions in mixed-graph optical networks,
where only a fraction of the nodes have optical split-
ting capabilities. A novel multicast routing algorithm
for sparse splitting optical networks (the Modified Steiner
Tree Heuristic (MSTH)) is initially presented and is sub-
sequently utilized (together with two existing heuristics
(MUS and MSH)) by an effective scheme for the calcu-
lation of a pair of disjoint trees. The key idea of this
New Arc-Disjoint Trees (NADT) protection technique is
to gradually construct the primary tree, verifying that
after the addition of each one of the destinations of the
multicast session, a secondary (arc-disjoint) tree can still
be obtained. Performance results demonstrate that the
proposed NADT protection technique clearly outperforms
the conventional Arc-Disjoint Trees (ADT) approach in
terms of blocking ratio, while incurring only a negligible
increase of the average cost of the derived pair of arc-
disjoint trees. Furthermore, it is shown that the newly
proposed algorithm, MSTH-NADT, is the one having the
best performance in terms of cost and blocking, with
MSH-NADT having similar, albeit slightly worse, per-
formance. However, as MSH-NADT requires much less
CPU time compared to MSTH-NADT, MSH-NADT can
be considered the best compromise technique.
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1 Introduction

Most connections carried over an optical mesh network
have been and are still currently unicast connections, ei-
ther high-bandwidth point-to-point connections for en-
terprise customers, or point-to-point trunks connecting a
service provider’s other networks (e.g., Ethernet). How-
ever, nowadays, as telecommunications service providers
compete with traditional cable providers for the delivery
of information (voice, video, etc.) over fiber-to-the-home
infrastructures, they are expected to be able to support
heterogeneous traffic demands, including high-bandwidth
point-to-multipoint connections. As an example, the ser-
vice providers receive their different programs via differ-
ent avenues (content producers, cable TV channels, etc.)
in a few specific locations, and aggregate them before
distributing the information to their end-customers. In
order to carry this aggregated content to different local
distribution points (e.g., within cities), or to replace the
pure broadcast capabilities of satellite networks, multi-
cast connections would certainly seem appropriate. In
addition, for the use of applications such as telepresence,
video training, e-learning, and on-line teaching, as well
as telemedicine and remote medical diagnosis, multicast
connectivity appears to be the best solution to transport
such applications.

This network capability has become feasible because
of the increased capabilities provided mainly by the in-
telligent switching nodes present at the optical transport
networks. Reconfigurable optical add-drop multiplexers
and optical cross-connects are examples of such switch-
ing nodes that can be utilized to support multicast ap-
plications in the optical domain. These multicast appli-
cations leverage the use of common information-carrying
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partial paths between the source of the information and
the destinations to create a multicast tree that reaches all
destinations, at a lower cost than an equivalent number
of distinct unicast connections to these destinations.

Multicast connectivity in the optical domain is based
on the calculation and provisioning of light-trees that con-
nect a source node with a set of destinations. In order to
set up these light-trees, the utilization of optical split-
ters in the network nodes is required [27]. The nodes
that have splitting capability are called Multicast-Capable
(MC) nodes, while the other ones are called Multicast-
Incapable (MI). In practice, only a fraction of the network
nodes, strategically placed at certain node locations dur-
ing the network design phase, are equipped with optical
splitters, aiming to provide efficient multicast connectiv-
ity while keeping the network cost low (by not utilizing
MC nodes throughout the entire network), resulting in a
sparse-splitting network [19,27]. The remaining MI nodes
of the network may be Drop-and-Continue (DaC) [45] or
Drop-or-Continue (DoC) [34]. A DaC node can transmit
the optical signal to the following node in its path and
can also drop it locally as well, while a DoC node can
either transmit the optical signal to the following node in
its path or drop it locally. The current paper deals with
sparse-splitting networks where the MI nodes are DoC. It
is important to note that the problem of multicast routing
in sparse-splitting networks is a complex problem, related
to the well-known NP-complete Steiner tree problem in
graphs [10]. For this problem, relevant polynomial-time
multicast routing heuristics that give approximate solu-
tions are used in practice and can be found in [9,31,37–39]
as well as in other sources.

In addition, the vast amount of information that an
optical fiber carries, as well as the amount of informa-
tion loss in case of a failure on a light-tree that can affect
traffic to multiple destinations, have led to the develop-
ment of efficient multicast survivability techniques that
can quickly restore the multicast service. It is important
to note here that even though failures cannot be avoided,
quick detection, identification, and recovery of faults are
crucial aspects in the successful deployment of telecom-
munication networks. A network fault that goes unat-
tended for a long period of time can cause both tangible
and intangible losses for the company that provides the
service, as well as for its clients. Thus, the current trend is
to try to achieve networks that are virtually uninterrupt-
ible. Currently, carriers are bound to service-level agree-
ments (SLAs) with their customers, guaranteeing that the
customer will be provided with services with a prescribed
service availability (e.g., 99.999% availability - equivalent

to less than 5 minutes of down time per year), with finan-
cial penalties if the availability SLA is not met. Thus, the
need for fast failure recovery techniques is mainly due to
the strict availability service requirements offered by the
service providers to the customers (and quantified via the
SLAs) in backbone mesh optical networks.

One type of survivability technique is the protection
technique that pre-computes secondary (protection) paths
prior to the fault occurrence and switches to these paths
once a failure has occurred. In essence, when protection
techniques are used a pre-planned system is implemented,
where a protection path is pre-computed for each poten-
tial failure (before the failure occurs) and the path uses
pre-assigned resources for failure recovery. The under-
lying assumption in survivable networks is that enough
redundancy is present in the network in the form of idle
carrier facilities or spare capacity in currently used carrier
facilities, to ensure recovery from failures.

Most commonly, network survivability is provided for
single-link failures, since these are the predominant types
of failures in optical networks, mainly due to the fact that
they are a cable-based technology and the infrastructure
is co-located with other utilities. Thus, fiber-cuts usu-
ally occur during construction work being done for the
maintenance of other infrastructures (such as the water
distribution network, the gas network, and the power dis-
tribution network), called the “backhoe” effect, or due to
human error.

The most straightforward way to protect a multicast
tree against single-link failures is the derivation of a pair
of arc-disjoint trees (primary and secondary trees) during
the connection provisioning phase. After failure detec-
tion, a protection switching protocol is subsequently in-
voked and the traffic is switched from the primary to the
secondary tree to ensure continuous information flow [32].

Note that a bidirectional link is comprised of two arcs,
one in each direction. For the case of a single-link fail-
ure, two Link-Disjoint Trees (LDT), or two Arc-Disjoint
Trees (ADT) can be calculated to ensure the survivability
of the network. Both of these protection techniques can
protect the network from any single-link failure. How-
ever, the former is omitted in this work, since it needs
more network resources compared to the latter. As it will
be shown later on, in the case that a link fails (i.e., both
arcs of it fail), if an arc-disjoint protection tree is found,
the information can be sent to the destinations of the mul-
ticast tree using parts of the primary and the secondary
trees. Therefore, although the two trees are just arc- and
not link-disjoint, the network can survive from link fail-
ures as well, while requiring fewer resources compared to
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the LDT technique.

The main focus of this work is the protection of multi-
cast connections in sparse-splitting optical networks, and
specifically in mixed-graph sparse-splitting optical net-
works. Even though all network connections are con-
sidered bidirectional, when provisioning a new multicast
connection, in practice, the network must be modeled as
a mixed-graph (having both unidirectional and bidirec-
tional connections between its nodes), since some network
arcs may be unavailable due to already existing connec-
tions on the network holding network resources. Further-
more, when two arc-disjoint trees must be found on a
graph, the secondary tree, after the removal of the pri-
mary one, will be calculated on a mixed-graph.

In the current paper, a new multicast arc-disjoint pro-
tection scheme is proposed, designated the New Arc-
Disjoint Trees (NADT) protection scheme. The goal of
this scheme is to increase the rate of success in obtaining
a pair of arc-disjoint trees (without significantly degrad-
ing the average cost of the derived pairs of trees), com-
pared to the conventional approach that usually focuses
on the derivation of a primary tree, and only afterwards
attempts to calculate a secondary tree that is arc-disjoint
from the primary one. The reader should note that an
optimal solution to the problem (utilizing an ILP for-
mulation) has not been considered in this work, as the
networks considered are large (backbone networks of up
to 100 nodes and several hundred links) and the run time
of an ILP would be prohibitive. Such an ILP is left as
future work, as noted in Section 8.

The remainder of the paper is organized as follows. Sec-
tion 2 presents the state of the art for multicast routing
and multicast protection in sparse splitting optical net-
works, while Section 3 presents a brief description of the
sparse-splitting multicast routing heuristics that are com-
bined with existing and proposed protection schemes. A
new multicast routing heuristic is described in Section
4, while the computational complexity of the proposed
routing algorithm and the existing ones are discussed in
Section 5. The conventional and newly proposed protec-
tion techniques are discussed in Section 6, while Section
7 presents the evaluation of their performance. Finally,
in Section 8 the conclusions of the paper are presented,
as well as ongoing future work.

2 Multicast Routing and Protection in
Sparse Splitting Optical Networks

There are a number of approaches in the literature on
the problem of multicast routing in sparse-splitting op-
tical networks. Some of the works that have received
considerable attention are [2, 11, 45] where efficient solu-
tions (namely the Member-Only (MO) heuristic [45], the
On-Tree MC Node First (OTMCF) and Nearest MC Node
First (NMCF) heuristics [11], and the Cost-Effective Mul-
ticasting Using Splitters (MUS) heuristic [2]) are identi-
fied for the problem of multicast routing in sparse split-
ting networks where the multicast-incapable nodes are ei-
ther drop-or-continue (DoC) or drop-and-continue (DaC).
Further, work in [3] investigates the problem of multicast
routing in mixed-graph networks with sparse-splitting ca-
pabilities, demonstrating that the proposed MSH heuris-
tic algorithm outperforms the most efficient existing ap-
proaches, in terms of average cost and blocking ratio of
the arriving multicast requests.

Other multicast routing algorithms are also proposed
that aim at minimizing the size and delay of the multicast
trees [14,46], as well as the network resources (number of
wavelengths required) [13,22], or at satisfying the under-
lying optical network constraints (e.g., power constraints,
physical layer constraints) [1, 23, 35]. Work that appears
in [25] also investigates the problem of multicast routing
in conjunction with sub-wavelength traffic grooming in
WDM optical networks.

Apart from multicast routing techniques, significant
work has taken place on the protection of multicast con-
nections against failures (fiber link and/or switching node
failures). The works [8, 12, 30] concentrate on dedicated
protection techniques, e.g., link- and arc-based protec-
tion techniques, essentially using some multicast routing
techniques to obtain primary and secondary trees that are
link- or arc-disjoint (also the technique used in this work).
Other protection techniques are utilized in [26,29], where
some sharing of resources exists. In [15,16,18,28] the net-
work is divided into segments and once the segments are
identified, then each segment can be viewed as a separate
tree and protected by any algorithm applicable to tree
protection (segment-based protection techniques).

In essence, dedicated protection offers fast recovery and
higher availability of services, as it does not require any
set up along the backup path and there is no sharing
of backup capacity, while tree sharing in multicast pro-
tection (either self-sharing (allowing sharing with other
backup paths on the backup tree and with other edges
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on the primary tree) or cross-sharing (allowing sharing of
idle-backup edges from several multicast sessions)) saves
on resources. Further, segment-based protection tries to
minimize recovery time while at the same time trying to
minimize the need for extra (redundant) resources.

Other constraints can also be imposed during the de-
sign of the protection techniques, such as the quality-
of-transmission (QoT) and the availability of network re-
sources (e.g., equipment cost, wavelength resources, etc.).
For example, work in [20, 21] investigated the problem
of protecting multicast sessions in optical networks, tak-
ing into account physical layer impairments, while work
in [42] investigated the problem of sub-wavelength level
protection for dynamic multicast traffic grooming, aim-
ing at minimizing the network resources allocated for the
protection of the traffic requests.

The same aforementioned types of protection tech-
niques have also been investigated for multicast protec-
tion in sparse-splitting optical networks; however, a much
smaller body of work exists for this type of network. For
example, in [31] link- and node-disjoint algorithms are
presented for finding the primary and secondary trees in
networks with sparse splitting and sparse wavelength con-
version, where some nodes have both splitting capabil-
ity and wavelength conversion capabilities, whereas some
other nodes have only splitting capability. These algo-
rithms are subsequently compared in terms of the amount
of bandwidth (number of wavelength channels) required
for both the primary and backup trees.

Examples of works on shared protection include [37–
39]. These works propose a shared protection algorithm,
namely the shared sparse-splitting constrained multi-
cast protection (SSSMP) algorithm, that allows for self-
sharing (i.e., the backup paths can share wavelengths with
the primary tree), as well as spare capacity sharing within
different backup paths, in order to save on wavelength
resources. In order to achieve wavelength sharing, a two-
layered auxiliary graph model is initially developed (com-
prised of the physical layer that is mapping the network
topology and the sharing layer that represents the pri-
mary wavelength channels that can be shared by backup
paths) and subsequently utilized to obtain the backup
tree that minimizes wavelength resource utilization.

Further, work in [17] investigates segment-based pro-
tection techniques against single-link failures in sparse-
splitting optical networks where all the nodes have wave-
length conversion capabilities. The problem is initially
formulated as an ILP, followed by a heuristic algorithm
called ASSP (adaptive shared segment protecting multi-
cast tree) that initially establishes the multicast tree and

subsequently constructs protection paths for the tree. A
novelty of the ASSP technique is that it does not iden-
tify the segments a priori; this is done during the im-
plementation of the algorithm, based on the multicast
tree and current spare network resources. This tech-
nique is shown to perform better than link-disjoint trees
(LDT) and shared disjoint paths (SDP) techniques, both
in terms of blocking probability as well as cost of re-
sources. Finally, work in [9] develops techniques for node
and link protection for dynamic multicast connections in
sparse-splitting networks (with DaC MI nodes) with no
wavelength conversion capabilities, utilizing a p-cycle ap-
proach (called NPCC-SSC). Performance results for this
technique demonstrate that it outperforms existing ap-
proaches (ESHT [44] and ESHN [43]) that also use the
p-cycle approach and account for combined node and link
failure recovery, in terms of blocking probability, resource
utilization, and computational time.

3 Brief Overview of the MUS and MSH
Multicast Routing Heuristics

In this work two previously proposed algorithms for mul-
ticast routing in sparse-splitting optical networks, namely
Multicasting Using Splitters (MUS) [2] and Mixed-graph
Sparse-splitting Heuristic (MSH) [3], are used to evalu-
ate the performance of the proposed protection scheme.
Therefore, a brief description of these heuristics is given
below.

The MUS heuristic splits the destination set into MC
and MI. It first adds the MC destinations sequentially, in
non-decreasing order, according to the cost of the path
that connects them with the current tree. Since the net-
work has sparse splitting capability, these paths can orig-
inate either from the source node or from an MC node on
the tree. After the addition of all MC destinations, the
MI destinations are added in a similar fashion.

The MSH heuristic deals with the problem of multicast
routing in mixed-graph sparse-splitting optical networks.
As in the case of the MUS heuristic, MSH splits the desti-
nation set into MC and MI. It first adds the MC destina-
tions sequentially, in non-decreasing order, according to
the cost of the path that connects them with the current
tree.

After the addition of all MC destinations, the MI desti-
nations are subsequently added in a similar fashion. The
key characteristic that makes MSH more appropriate than
the MUS algorithm, for mixed-graph networks is that, af-
ter the addition of a destination, it removes from the tree
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the already added ones and checks whether they can be
connected in a more cost-efficient way through the MC
nodes that belong to the path of the last added destina-
tion. In more detail, after a (MC or MI) destination y
is added, the path from the source node to y is kept as
the current tree and the already added destinations are
removed and added again to the tree. This procedure is
executed first for the already added MC destinations and
then for the MI ones.

4 A Modified Steiner Tree heuristic for
Multicast Routing (MSTH)

The performance of the Steiner tree heuristic proposed
in [33] is known to depend on the node selected as starting
node [40].

As the source node of a multicast session must always
be the starting node, here it is proposed that we should
select as second node, to be added to the Steiner tree,
each and every one of the destination nodes. This will
allow us to explore some of Steiner tree dependence on
the order of added nodes.

The next terminal node to be added to the tree would
be the one at minimal distance to the nodes already on the
tree (as in [33]). Because we are dealing with a tree for a
multicast session, the minimal distance calculation is the
cost of the path that connects the node to the current tree.
If the path starts at the source node then its distance is
the cost of a shortest path from the source of the multicast
session to the candidate node to be added. But if the tree
contains MC nodes, then the path may originate from a
MC node already on the tree (including the source) from
which the candidate node is at minimal distance. Note
that the final solution is in fact a forest of light-trees.

Hence, all nodes, after the second node, are added ac-
cording to their minimum distance to the present tree.
We will designate this variant of the Steiner tree algo-
rithm in [33] as Multicast routed Steiner Tree Heuristic
with fixed second Terminal node (MSTHt), and is formal-
ized in Algorithm 1.

Algorithm Modified Steiner Tree Heuristic (MSTH)
will execute MSTHt once for each destination node and
select the multicast tree with the minimum cost among
the set of obtained trees – see Algorithm 2.

The following notation is required for presenting Algo-
rithm MSTHt and MSTH.

� G = (V,A) – network graph consisting of a set V of
network nodes (optical switching nodes) and a set A
of network arcs (optical fibers) whose elements are

Algorithm 1: MSTHt: variant of algorithm [33],
with two nodes in sequence s followed by z

Input: G, r, z ; // z ∈ D is the second node

Output: T, cT

1 begin
2 T ← ({s}, ∅) ; // Initial graph of T

3 Add psz to T ; // second node added to T

4 D′ ← D \ {z} ;
5 cT ← csz ; // initial cost of T

6 while D′ 6= ∅ do
7 cxy ← min

i∈TMC ,j∈D′
cij ; // min dist. to T

8 Add path pxy to T ;
9 D′ ← D′ \ {y} ;

10 cT ← cT + cxy ; // updates cost of T

11 return (T, cT ) ; // End of execution

ordered pairs of distinct nodes, with a positive cost
(weight) assigned to each arc;

� r = (s,D) – multicast session with source node s,
and destination node set D;

� T – primary tree;

� TMC – set of MC nodes belonging to T (including s);

� pxy – sequence of arcs and nodes of the shortest path
that connects nodes x and y (it includes x and y);

� cxy – cost of the path pxy that connects nodes x and
y;

� cT – cost of tree T ;

� MC – set of all MC nodes (including s)

5 Computational Complexity of MSH,
MUS, and MSTH

In this section the computational complexity of the exist-
ing and proposed multicast routing techniques in sparse-
splitting optical networks is presented for comparison pur-
poses.

The Steiner tree algorithm in [33] (designated as Min-
imum Path Heuristic (MPH) in [24]) runs in O(n2k)
time [24, 33], with n = |V | and k the number of nodes
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Algorithm 2: MSTH: iterative use of Algorithm 1

Input: G, r
Output: T

1 Let z : z ∈ D ; // z is any node from D
2 (T, cT )←MSTHt(G, r, z) ; // Initial T

3 D′ ← D \ {z} ;
4 for each node di ∈ D′ do
5 (T ′, cT ′)←MSTHt(G, r, di) ; // new tree

6 if c′T < cT then
7 (T, cT )← (T ′, c′t) ; // updates (T, cT )

8 return (T, cT ) ; // End of execution

to be connected. In the present problem the only branch-
ing nodes are in the setMC. Hence one can calculate the
trees of shortest paths, rooted in the elements of MC,
and store them for later use. This step has complexity
O

(
n2|MC|

)
.

Complexity of the MUS Heuristic: The MUS
heuristic has two phases. The first phase consists in solv-
ing a rooted Steiner tree problem, with destination nodes
in set DMC , where DMC is the set of destination nodes
that are also MC; hence the creation of this MC tree
has complexity O

(
n2(|DMC |+ 1)

)
[33], with the assump-

tion that Dijkstra’s algorithm [6] has complexity of order
O(n2). In the second phase, the shortest path is found
between each remaining destination (that is now MI) and
the nodes on the MC-tree, with the shortest one being se-
lected and added to the tree. This procedure ends when
all remaining destinations are now connected to the tree
(procedure presented in [2]). Therefore the complexity of
this phase is O(n2|D\DMC |). Thus the complexity of this
implementation of MUS will be of order O

(
n2(|D|+ 1)

)
.

Alternatively, if the first step of MUS is to calculate the
trees of shortest paths, rooted in the elements of MC,
then the complexity of this implementation of MUS will
be of order O(|MC|(n2 + |D|2)), since phases (1) and (2)
will only have to select among the previously calculated
paths the ones to be included in the solution.

Note that, considering n and |MC| are fixed, if n is
sufficiently larger than |MC|, then |MC|(n2 + |D|2) is
smaller than n2(|D|+ 1) for |D| ≥ |MC|.

Complexity of the MSH Heuristic: Suppose that
the network consists of n nodes and m links and the mul-
ticast request has |D| destinations. The MSH heuristic
can first calculate all candidate shortest paths that can
be part of the tree: from the source to the nodes in D,

and from every MC node to the nodes in D; hence it ap-
plies Dijkstra’s algorithm |MC| times. The complexity of
this initial step is: O(n2|MC|). The remainder of the al-
gorithm is just a repeated selection of which path, among
O(|MC| · |D|)) different paths, to add to the tree: this is
done O(|D|2) times. Hence this part of the algorithm has
complexity O(|D|3 · |MC|). Therefore, the complexity of
MSH is of order O

(
(n2 + |D|3)|MC|

)
.

Complexity of the MSTH Heuristic: The aux-
iliary heuristic MSTHt, a variant of MPH with fixed
second node, can have a complexity identical to MPH:
O(n2(|D| + 1)). MSTH executes MSTHt once for each
destination node and selects the multicast tree with the
minimum cost among the set of obtained trees, hence
its complexity is O(n2|D|2). Alternatively, with MSTHt
starting by calculating the trees of shortest paths rooted
in the nodes of MC, the complexity of this implementa-
tion of MSTH will be O(|D| · |MC|(n2 + |D|2)).

The reader should note that the complexities calculated
above assumed Dijkstra’s algorithm with complexity of
order O(n2). In the case of a faster implementation of
Dijkstra’s algorithm (e.g., complexity of O(m+n logn) if
implemented with Fibonacci heaps [5]) the complexity of
all aforementioned heuristics will be adjusted accordingly.

In Section 7.2 the CPU times in Figs. 10 and 14 cor-
respond to implementations where the first step was the
calculation of the trees of shortest paths, rooted in each
element of MC.

6 Calculation of a Pair of Arc-Disjoint
Multicast Trees

In this section, the most common approach used to com-
pute two arc-disjoint multicast trees is revisited. To sur-
pass the limitations presented by this technique, a new
method to obtain a pair of arc-disjoint trees is proposed;
this method can also be easily adapted for the derivation
of two link-disjoint multicast trees. It is assumed that the
weight of the arcs is non-negative, and that the cost of a
multicast tree is given by the sum of the weights of the
arcs of the tree (in fact the sum of the arcs of the light-
trees that make the multicast tree). Similarly, the cost of
a path on the tree is given by the sum of the weights of
the arcs of the path.
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6.1 Arc-Disjoint Trees Protection Scheme
(Existing)

The Arc-Disjoint Trees (ADT) protection scheme was ini-
tially presented in [30], for meshed optical networks, in or-
der to calculate a pair of arc-disjoint trees exploiting mul-
ticast routing heuristic algorithms. The approach used by
that protection scheme to derive the arc-disjoint trees is
described as follows:

1. Create a primary tree using any multicast routing
heuristic H.

2. Remove the arcs along the primary tree from the
original network.

3. Create a secondary tree in the remaining graph using
H.

Hereafter, the acronym H-ADT stands for the combina-
tion of multicast routing heuristic H with the ADT protec-
tion scheme. Application of the ADT protection scheme
can be found, among others, in [3] where it is combined
with the MSH heuristic, resulting in the MSH-ADT algo-
rithm for provisioning survivable multicasting in mixed-
graph sparse-splitting networks. The simulation results
in [3] show that the calculation of two arc-disjoint trees
using the multicast routing heuristic MSH can reduce the
blocking ratio and average cost of the arriving multicast
requests, in comparison to the results obtained by other
existing algorithms, namely the On-Tree MC Node First
(OTMCF) and Nearest MC Node (NMCF) [11], as well as
MUS [2] heuristics. In each case, the results were derived
combining each multicast routing heuristic with ADT for
obtaining a pair of arc-disjoint multicast trees.

As MSTH calculates several trees, each with a different
second node (element of the set of destination nodes) its
combination with the ADT procedure was implemented
as follows. The option MSTH-ADT corresponds to calcu-
late, for each candidate tree, a disjoint tree, starting with
the same second node used to calculate the corresponding
primary tree – recall that the disjoint tree is calculated
in the network without the arcs of the primary candidate
tree. Then the tree pair of minimum total cost is selected
as the solution. Hence this corresponds, for each desti-
nation node, to using MSTHt to calculate the primary
tree and corresponding secondary tree, using the same
second node in both trees, and then selecting, among the
resulting set of trees, the one of minimum total cost.

An example of the calculation of two arc-disjoint trees,
with the MSH-ADT algorithm, is shown for the network

illustrated in Fig. 1, where s is the source node and nodes
d1, d2, and d3 (nodes colored black) are the destination
nodes of the multicast session. The MC nodes are square-
shaped, and the MI nodes are considered to be DoC
(Drop-or-Continue). The primary tree obtained by the
MSH heuristic can be seen in Fig. 2. Following the steps
of the secondary tree construction with the ADT scheme,
the arcs belonging to the primary tree are removed from
the original network. In this new network it is impossi-
ble to calculate a secondary tree (since the source node
does not have any outgoing arcs), despite the fact that
there are enough arcs in the network to construct an arc-
disjoint secondary (secondary) tree for a different primary
tree.

Through this example, the main limitation of heuristics
using the existing ADT protection scheme was exposed,
which is the fact that the construction of the primary tree
does not take into account the need for obtaining an arc-
disjoint secondary tree. This approach, when calculating
the primary tree, focuses on minimizing the cost of the
multicast tree. Hence, paths containing the destinations
nodes are added to the primary tree under construction,
without taking into account whether an arc-disjoint tree
can be subsequently obtained. To address this limitation,
a new method to calculate two arc-disjoint trees is pro-
posed, as described next.

s

Figure 1: Example network.

s

Figure 2: Tree obtained by MSH (cost=12).
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6.2 New Arc-Disjoint Trees Protection
Scheme (Proposed)

The proposed protection scheme for calculating a pair of
arc-disjoint trees, utilizing any multicast routing heuris-
tic, is called the New Arc-Disjoint Trees (NADT) protec-
tion scheme, and its procedure is described in Algorithm
3. In the pseudo-code the following additional notation
is used:

� Tprot – secondary (protection) tree;

� TprotMC – set of MC nodes belonging to Tprot; this
set includes the source node s as well, since in the
present work it is assumed that each node is equipped
with a bank of tunable transmitters and receivers
allowing the source of the multicast session, even in
the case of an MI node, to transmit the information
through multiple fibers;

� Dprot – set of destinations already added to T ;

� β – a sufficiently large positive constant; an arc is
considered to be removed from G if its weight is
greater than β;

� Aexc – set of arcs that are excluded from G (every
arc in Aexc has its cost increased by β);

� ax′y′ – arc that connects nodes x′ and y′, ax′y′ ∈ A;

� H – the multicast routing heuristic utilized in the
NADT protection scheme;

� H(G, s,D, T ) – multicast routing heuristic H exe-
cuted in graph G, for multicast session with source
node s and destination set D, resulting in tree T ;

� Hi(G, s,D, T ) – iteration of the H heuristic where a
destination di (di ∈ D) is added to T , thus updating
T ;

� H ′(G, s,Dprot, Tprot) – H heuristic terminating as
soon as the cost of Tprot would become greater than
β;

Recall that T is the primary tree, r = (s,D) is the mul-
ticast session with source node s and destination node
set D, and that pxy and cxy are the shortest path that
connects nodes x and y and its cost, respectively.

Algorithm 3: H-NADT

Input: G, r, H
Output: T , Tprot

1 begin
2 T ← ({s}, ∅) ; // Initial graph of T
3 Dprot ← ∅;
4 Aexc ← ∅;
5 for each node di ∈ D added to T during the

execution of Hi(G, s,D, T) do
6 Remove from G the arcs belonging to Aexc;
7 if T is admissible; // cost of T < β

8 then
9 AT ← the set of arcs of T ; // saves

10 Remove from G the arcs of AT ;
11 Add back to G the arcs in Aexc;
12 Dprot ← Dprot ∪ {di};
13 H ′(G, s,Dprot, Tprot); // new Tprot
14 if ∃d ∈ Dprot : csd > β then

// Tprot does not contain Dprot

15 cxy ← max
i∈TprotMC

,j∈Dprot

cij ;

// cxy is cost the of path pxy
16 Identify the first arc ax′y′ of pxy

shared by pxy and T ;
17 Aexc ← Aexc ∪ {ax′y′}; // excludes

18 T ← ({s}, ∅); // restarts T

19 Dprot ← ∅;
20 Add back to G the arcs ofAT

21 else
22 Add back to G the arcs in Aexc;
23 Tprot ← ∅; // No secondary tree

24 H(G, s,D, T); // Only primary tree

25 return T ,Tprot ; // End of execution

26 return T ,Tprot ; // End of execution

Explanation of the NADT Protection Scheme

The NADT protection scheme starts with the normal exe-
cution of the multicast routing heuristic H, where a node
di, belonging to the destination set of the multicast ses-
sion, is added to a primary tree, initialized with the source
node. Every time a destination node is added to the pri-
mary tree (represented in line 5 of Algorithm 3 by Hi),
the arcs of the partial primary tree are removed from the
network graph and an arc-disjoint tree is derived, utiliz-
ing heuristic H ′, for a new multicast session (line 13 of
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Algorithm 3). This new multicast session differs from the
original one only in the destination set; its elements are
now the destinations already added to the primary tree
(line 12 of Algorithm 3). The existence of a secondary
tree, for the new multicast session, means that the cur-
rent primary tree can be protected, thus the remaining
destinations of the original multicast session can continue
to be added to the primary tree. If during the construc-
tion of the secondary tree the multicast routing heuristic
fails to add one or more destinations to this tree, a new
procedure is executed. In this new procedure, one arc of
the primary tree is identified as the reason for which the
destination node(s) in question cannot be added to the
secondary tree. The identified arc is added to the set of
excluded arcs, Aexc (line 17 of Algorithm 3), and the con-
struction of the arc-disjoint trees is restarted. This proce-
dure is repeated each time the multicast routing heuristic
fails to calculate a secondary tree for a given primary
tree under construction. Note that the primary tree is
only considered to be admissible (see line 7) when it does
not use any of the arcs belonging to the set Aexc (i.e.,
when the tree has cost less than β).

Briefly, the primary tree is calculated on a new net-
work, where one or more arcs belonging to the set Aexc,
identified as the ones that prevent the creation of a sec-
ondary tree, are successively excluded. This procedure
was inspired by the Trap Avoidance algorithm for the
calculation of shared risk link group disjoint path-pairs
proposed in [41].

The protection scheme, described by Algorithm 3, is
completed when either a pair of arc-disjoint trees is ob-
tained for the original multicast session, or the multicast
routing heuristic is unable to obtain a primary tree with-
out using any of the excluded arcs (line 7 of Algorithm 3).
In the latter case, it is considered that the multicast ses-
sion cannot be protected and only the primary tree may
be derived (lines 22-25 of Algorithm 3).

NADT will be most efficient combined with multi-
cast heuristics where the destination nodes are iteratively
added. For other heuristics, when the secondary tree with
Dprot equal to D has cost larger than β, the iterative pro-
cedure of identifying the arc to be removed can still be
performed.

Removing Arcs and Identifying the Arcs to be
Excluded

The elimination of an arc belonging to the primary tree in
the original network graph is done by replacing its weight
with a new value, which will be the sum of the arc’s orig-

inal weight with a sufficiently large constant (β). The
existence of an admissible secondary tree is confirmed by
the absence of arcs with cost greater than β in the final
(i.e., containing all destination nodes) protection multi-
cast tree.

The process of identifying an arc to be excluded from
the calculation of a primary tree starts when the multicast
routing heuristic fails to add one or more destinations to
the secondary tree (line 13 of Algorithm 3). That is, when
the cost of adding a minimum-cost path containing a des-
tination is greater than β. In this event, the algorithm
selects the path of highest cost (always greater than β)
from the source node, or from an MC node, to a desti-
nation node (line 15 of Algorithm 3). The identified arc
to be excluded from the derivation of the primary tree,
during the remaining iterations of the algorithm, is the
first arc of the path common to the path and the primary
tree (line 16 of Algorithm 3). The reason for choosing the
largest cost path, amongst all inadmissible paths, is an
attempt to reduce the cost of the new primary tree to be
calculated.

Example of the NADT Protection Scheme
with MSH

Regarding the calculation of the arc-disjoint trees in the
network graph illustrated in Fig. 1, for multicast session
r = (s, {d1, d2, d3}), it was clear that the ADT protection
scheme is unable to obtain a pair of arc-disjoint trees. The
same problem is now addressed using the MSH-NADT
algorithm. Following the procedure of the MSH multicast
routing heuristic, and recalling its steps, firstly the MC
destinations are added to a tree initialized with the source
node s. After the addition of the only MC destination d1,
the heuristic succeeds in constructing a secondary tree for
the partial primary tree, leading the MSH heuristic (used
internally by MSH-NADT) to the next step, which is the
connection of the MI destinations to the primary tree.

The connection of d2 to the primary tree, and the suc-
cessful construction of the secondary tree for the current
destinations in the primary tree (d1 and d2), precede the
addition of node d3 to the primary tree, whose final result
is illustrated in Fig. 2. As already seen, this primary tree
cannot be protected. To overcome this difficulty, NADT
identifies the arc connecting nodes s and d1, which will be
excluded from the network graph, before deriving the next
candidate primary tree. Note that MSH starts by adding
to the tree all MC destinations which, in the present ex-
ample, is only the node d1. The modified network graph
is illustrated in Fig. 3. The construction of the pair of
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arc-disjoint trees is then restarted and the execution of
the technique leads to the multicast trees illustrated in
Figures 4 and 5, which represent, respectively, the pri-
mary and secondary trees for the multicast session. In
Fig. 4 the different lines represent different wavelengths.

Example of the NADT Protection Scheme
with MUS

For the same previously considered network (Fig. 1) and
multicast section r = (s, {d1, d2, d3}), MUS-NADT ob-
tains the same candidate primary tree as MSH-NADT
(Fig. 2). Furthermore, the same arc (connecting nodes
s and d1) will be excluded (Fig. 3) from the original
network graph, since the first set of nodes added by the
multicast heuristic is the set of MC destinations. The pro-
cedure is restarted and the new primary tree is success-
fully calculated in a network where the previously men-
tioned arc was removed. This primary tree can be seen
in Fig. 6, where (as in Fig. 4) different lines represent dif-
ferent wavelengths. The secondary tree will be the same
as in the MSH-NADT case (Fig. 5), but the total cost of
MSH-NADT will be 32 and of MUS-NADT will be 33.

The two presented examples indicate that, regarding
the total cost, MSH-NADT and MUS-NADT will tend to
present the same relative performance as MSH-ADT and
MUS-ADT [3]. This will be confirmed by the results in
Section 7.

s

Figure 3: Modified network graph for the calculation of
the primary tree with excluded arc (its weight is increased
by β).

6.3 Example of NADT Protection Scheme
with MSTH

In algorithm MSTH-NADT, every time a node is added to
the primary tree, Algorithm 3 is used to verify if a backup
tree exists. The set of terminal nodes of the backup tree
are the ones already on the primary tree, and the calcu-
lation of the backup tree starts with the same node, after

s

Figure 4: Primary tree obtained by MSH in the new net-
work graph (cost=16).

s

1

2

d1

d2

d3

4
d1

6

6

Figure 5: Secondary tree obtained by MSH, MUS and
MSTHd after the calculation of the primary tree in the
new network graph (cost=16).

s

Figure 6: Primary tree obtained by MUS in the new net-
work graph (cost=17).

the source node, used to calculate the corresponding pri-
mary tree under construction; from that point onwards
MSHT-NADT uses MSTHt to verify if a secondary tree
can be obtained.

Using the same network as in the previous examples, we
will get the following solutions depending on the second
node (the first node added to the tree after the source
node):

if d1 is the second node then the primary tree will coin-
cide with the one depicted in Fig. 6, and the sec-
ondary tree will be identical to the one shown in
Fig. 5.

if d2 or d3 is the second node then the primary tree will
coincide with the one depicted in Fig. 4, and the
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secondary tree will be identical to the one shown in
Fig. 5.

7 Performance Evaluation

In this study we consider mixed-graph, sparse-splitting
networks with sparse wavelength conversion (i.e., only
the MC nodes are equipped with wavelength converters).
All the MI nodes are considered to be DoC.

To study the performance of both protection schemes,
combined with existing multicast routing heuristics (MSH
and MUS) and the proposed heuristic MSTH, the results
were obtained through simulations and compared in terms
of: i) average cost of the pair of arc-disjoint trees; ii)
blocking ratio (i.e., the number of requests that were not
established due to the fact that a pair of arc-disjoint trees
could not be derived, over the total number of arrival
requests).

The objective of this work was to show the ability of the
proposed strategy to find a pair of arc-disjoint trees for a
session in a given network, without being constrained by
capacity.

Hence network links have unlimited capacity, and the
blocking probability derives from the inability of the al-
gorithm to obtain a pair of arc-disjoint trees. The cost
of each tree depends on the number of arcs and on the
different number of wavelengths used in each arc of the
network, which depends on the MC nodes present in the
tree.

7.1 Simulation Set Up

Two undirected-graph networks were randomly created
with the Doar-Leslie model [7] using the GT-ITM Geor-
gia Tech Internetwork Topology Models software. The
first one consists of 40 nodes and 217 bidirectional con-
nections, while the second one consists of 50 nodes and
177 bidirectional connections. The cost of each link is in
the interval [1,100] (for both networks) and the mean cost
and respective standard deviation are 42 and 22.2 for the
first network, and 40.5 and 20.8 for the second. To convert
the undirected-graph networks to mixed-graph networks,
half of the bidirectional connections were transformed to
unidirectional, thus leading to a Percentage of Direction-
ality (PoD) (the ratio of the unidirectional connections
over the total number of network connections) equal to
50%. The candidate edges to be transformed were se-
lected randomly between only those whose endpoints had
out-degree and in-degree greater than 2, ensuring (pos-
sible) protection for every node. In the resulting mixed-

graph network, five nodes were selected to be MC; these
were chosen using the kmaxD method as described in [36]
(i.e., the MC nodes were placed at the nodes that have
the largest degree). Note that, similar to [3], this work
deals only with the survivable routing problem, assuming
that the MC nodes were already placed, and therefore
does not address the problem of MC node placement.

Although the underlying graph is a mixed-graph, the
algorithms for tree generation consider the bidirectional
connections to be represented as a pair of symmetrical
arcs – note that the number of occupied wavelengths in
those topologically symmetrical arcs can differ. Moreover
an arc can be in the primary tree and its symmetrical one
in the secondary tree. Therefore, the algorithms consider
a directed graph representation, with a given percentage
of unidirectional connections (pair of nodes linked by a
single directed arc).

The results were obtained under the following condi-
tions:

� All the nodes of the network were used as source
nodes and for each source node the multicast group
size |D| (number of destinations) ranged between 2
and 20. MC nodes are not excluded from the set of
destination nodes.

� The number of runs per network was 380000 (40
source nodes × 500 sessions × 19 multicast group
sizes for the network with 40 nodes and 50×400×19
for the network with 50 nodes).

� For a given source, the same destination group was
never repeated. The source node was excluded from
the elements in the destination group.

� The average cost of the derived arc-disjoint trees was
obtained over all multicast group sizes (regardless of
the source node).

� The blocking ratio was also obtained for all the mul-
ticast group sizes regardless of the source node.

� The final results were obtained by executing 10 sim-
ulations for each network.

The mean value of those ten simulations is presented
in the graphs and the standard deviation of the ten
samples around that mean is shown as error bars
(barely visible in some figures, as for example in
Fig. 7 or Fig. 11).
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Figure 7: Average cost of the arc-disjoint trees vs. num-
ber of destinations, for the network with 40 nodes, using
ADT.

7.2 Results for Multicast Routing with Pro-
tection

The results of the simulations, for the network with 40
nodes, are given in Figs. 7-10 while Figs. 11-14 illustrate
the results for the 50-node network.

MUS-ADT is the heuristic with higher multicast tree
cost, while MSTH-ADT and MSH-ADT present similar
costs, with a slight advantage for MSTH-ADT – see Fig. 7
and Fig. 11. However, the blocking ratio of MSTH-ADT
is significantly smaller than the blocking ratio of both
MUS-ADT and MSH-ADT, especially for |D| ≥ 10, in
both networks (see Fig. 9 and Fig. 13).

In terms of blocking ratio, the NADT scheme outper-
forms the ADT scheme for the three multicast routing
heuristics. For the network with 40 nodes, the multicast
requests presented zero blocking and for the network with
50 nodes, only a very small number of requests were re-
jected (less than 0.001% of all the multicast requests for
both MUS-NADT and MSH-NADT, although not visible
in Fig. 13, due to the non existence of a secondary tree.
MSTH-NADT presented zero blocking also in the case of
the 50-node network. The better performance of NADT
with respect to ADT results from the fact that the pro-
posed scheme, during the derivation of the primary tree,
takes into account that a secondary tree, arc-disjoint from
the primary one, must be derived as well, whereas the
ADT scheme ignores this, focusing only on the derivation
of the low-cost primary trees.
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Figure 8: Average cost of the arc-disjoint trees vs. num-
ber of destinations, for the network with 40 nodes, using
NADT.
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Figure 9: Blocking ratio vs. number of destinations, for
the network with 40 nodes.

As for the results obtained for the average cost of the
pair of arc-disjoint trees, the NADT scheme presents very
similar cost to the ADT scheme, as can be seen in Fig. 7
versus Fig. 8 for the 40-node network and in Fig 11 versus
Fig. 12 for the 50-node network.

There is a very slight increase in cost in the case of
MUS-NADT with respect to MUS-ADT, due to the larger
number of established multicast requests, which led to a
higher number of calculated arc-disjoint trees. Note that,
regarding the cost, the relative performance of MSH-
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Figure 10: CPU time vs. number of destinations, for the
network with 40 nodes.
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Figure 11: Average cost of the arc-disjoint trees vs. num-
ber of destinations, for the network with 50 nodes, using
ADT.

NADT and MUS-NADT follows the pattern in [3], where
MSH-ADT has advantage over MUS-ADT. As the pro-
posed scheme is primarily focused on finding a pair of
arc-disjoint trees (and only secondly on minimizing the
primary tree cost) it is expected that the cost of the de-
rived pair will be slightly higher compared to the conven-
tional approach. However, the significant gain in terms of
blocking ratio achieved via the newly proposed technique
significantly outweighs this small average cost increase for
the pair of arc-disjoint trees.
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Figure 12: Average cost of the arc-disjoint trees vs. num-
ber of destinations, for the network with 50 nodes, using
NADT.
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Figure 13: Blocking ratio vs. number of destinations, for
the network with 50 nodes.

The sample average and standard deviation of the ex-
ecution time of the simulations for the multicast trees
with protection were also calculated. The execution times
were obtained using a desktop with an Intel(R) Xeon(R)
CPU, X5660 @ 2.80GHz, with 48 GB RAM. In Fig. 10
and Fig. 14, for the 40- and 50-node networks, respec-
tively, the CPU time per number of destination nodes
can be found. As would be expected, the ADT scheme is
the one that requires less CPU time and MSTH-NADT
is the one that requires more CPU time. The NADT

13



 0.0001

 0.001

 0.01

 0.1

 1

 2  4  6  8  10  12  14  16  18  20

S
o

lu
ti

o
n

 T
im

e
 (

s)

Number of Destinations

MUS−ADT
MSH−ADT
MSTH−ADT
MUS−NADT
MSH−NADT
MSTH−NADT

Figure 14: CPU time vs. number of destinations, for the
network with 50 nodes.

scheme needs more CPU time than ADT, due to backup
tree calculation per added node in the active tree, and
also due to the active tree reconstruction every time the
tree resulting from adding an additional destination can-
not be protected. Hence the CPU time of the NADT
scheme depends strongly on the complexity of the under-
lying heuristic.

Overall, algorithm MSTH-NADT is the one with glob-
ally better performance regarding cost and blocking, how-
ever it requires much more CPU time than MSH-NADT,
so MSH-NADT may be considered as a compromise so-
lution.

8 Conclusion

The problem of dedicated protection of multicast sessions
in mixed-graph optical networks, where only a fraction
of the nodes have optical splitting capabilities, was ad-
dressed. Conventional approaches have a two-step ap-
proach: firstly a primary tree of minimum cost is derived,
and secondly an attempt is made to calculate a secondary
tree that is arc-disjoint from the primary one. This can
result in a false trap problem, when the minimum cost
primary tree can not be protected, while a pair of dis-
joint trees does exist.

A new multicast routing scheme was initially proposed,
which is clearly the most effective, of the three evaluated
heuristics, when used with the ADT procedure.

Subsequently, a new algorithm for the calculation of a
pair of disjoint trees, designated New Arc-Disjoint Trees

Protection Scheme (NADT), was described. The basic
idea of this algorithm is to keep checking if the tree un-
der construction allows an arc-disjoint tree to be obtained.
If no such tree can be calculated, a conflicting (shared)
arc is identified for removal from the network before at-
tempting once more to build a primary tree. This process
is repeated until a tree with protection is obtained or it
is no longer possible to calculate a primary tree.

The proposed protection scheme was combined with
three heuristics for multicast routing (two existing and
one new) in sparse-splitting networks. Simulation results
have shown that the proposed NADT protection scheme
clearly outperforms the relevant existing ADT technique
in terms of blocking ratio, while leading only to a very
slight increase of the average cost of the derived pair of
trees. Further, it was shown that the newly proposed
algorithm, MSTH-NADT, is the one having the best per-
formance in terms of cost and blocking, with MSH-NADT
having similar, albeit slightly worse, performance. How-
ever, as MSH-NADT requires much less CPU time com-
pared to MSTH-NADT, MSH-NADT can be considered
as the most suitable technique when all the performance
metrics are taken into consideration.

Future work will focus on the application of the pro-
posed NADT protection scheme in mixed-graph sparse-
splitting networks with DaC nodes [4], as well as on the
embedding of NADT into routing heuristics for networks
with capacity constraints. Finally, an ILP will be formu-
lated for obtaining the optimal solutions (for small net-
works of a few nodes), which will be subsequently com-
pared with the solutions obtained by the heuristics, so as
to ascertain the accuracy of the proposed techniques.
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