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Abstract

Let N be a 3 × 3 normal matrix. We investigate the sets W�
k

(N) =
{∏k

l=1(UNU∗)ll : U ∈ U(3)
}
,

where U(3) is the group of 3 × 3 unitary matrices and 1 � k � 3. Geometric properties of these sets are
studied, namely, star-shapedness and simple connectedness are investigated. A method for the numerical
estimation of W�

k
(N) is also provided for normal matrices of size 3.

© 2008 Elsevier Inc. All rights reserved.
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1. Orthostochastic matrices

The special unitary group SU(3) of degree 3 is the set of all 3 × 3 unitary matrices U with
determinant 1, and plays an important role in many areas of physics and mathematics. One of its
most famous applications is the description of the invariant properties (symmetries) in the quark
theory. An n × n real matrix A = (alj ) is said to be orthostochastic if it is expressed as

alj = |ulj |2
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for some n × n unitary matrix U = (ulj ), where U can be chosen so that det(U) = 1. An orthosto-
chastic matrix is also called unistochastic in mathematical physics (cf. [2,5]). An orthostochastic
matrix is doubly stochastic, that is, its entries are nonnegative and all its row and column sums
equal 1. Throughout, we denote by U(n) and Ort(n) the sets of n × n unitary and orthostochastic
matrices, respectively.

Consider the unitary similarity orbit of an n × n normal matrix N :

{UNU∗ : U ∈ U(n)}
and the sets denoted and defined by

W�
k (N) =

{
k∏

l=1

(UNU∗)ll : U ∈ U(n)

}
, 1 � k � n. (1)

Let λ1, λ2, . . . , λn be the eigenvalues of N . Obviously, we may assume N = diag(λ1, λ2, . . . , λn)

in (1). Moreover, having in mind that

k∏
l=1

(UNU∗)ll =
k∏

l=1

n∑
j=1

|ulj |2λj ,

we can define W�
k (N) equivalently by

W�
k (N) =

⎧⎨⎩
k∏

l=1

n∑
j=1

alj λj : (alj ) ∈ Ort(n)

⎫⎬⎭ .

The investigation of W�
k (N), k = 1, . . . , n, was firstly proposed by Marcus [7]. The main aim

of this paper is the study of W�
k (N) for 3 × 3 normal matrices. In the case k = 1, W�

1 (N) is the
convex hull of λ1, λ2, . . . , λn. In the case n = 2, every doubly stochastic matrix is orthostochastic.
For N = diag(λ1, λ2) we get the line segment

W�
2 (N) =

[
λ1λ2,

(
λ1 + λ2

2

)2
]

.

In our investigation we use the structure theory of 3 × 3 orthostochastic matrices developed
by Au-Yeung and Poon (cf. [1]). An indefinite metric version of this theory was presented in [11].

Let SO(3) be the group of rotations in the 3-dimensional Euclidean space. The boundary of
Ort(3), denoted by �Ort(3), coincides with the set of the Hadamard product of the rotation
matrices by themselves, that is,

�Ort(3) = {(u2
lj ) : (ulj ) ∈ SO(3)}, (2)

Ort(3) = {(1 − t)C0 + t (u2
lj ) : 0 � t � 1, (ulj ) ∈ SO(3)},

where

C0 =
⎛⎝1/3 1/3 1/3

1/3 1/3 1/3
1/3 1/3 1/3

⎞⎠ ,

the so called van der Waerden matrix (cf. [2]). Since Ort(3) is a compact connected set, W�
k (N)

is a compact connected subset of C. Let A3 be the real affine space of the 3 × 3 real matrices
with all row and column sums equal to 1, and denote by D(n) the semi-group of all n × n doubly
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stochastic matrices. The boundary of Ort(3) in D(3) is characterized by a polynomial function
F : A3 → R (cf. Eq.(17)). If A = (alj ) ∈ �Ort(3) satisfies alj > 0 for l, j = 1, 2, 3 and V is a
sufficiently small neighborhood of A in A3, then �Ort(3) ∩ V is a C∞-differentiable manifold.
If alj = 0 for some 1 � l, j � 3, then �Ort(3) ∩ V is viewed as a doubly ruled surface on a face
of D(3) (cf. [2]).

A subset S of the Euclidean space Rn is said to be star-shaped with s0 as a star center if
(1 − t)s1 + ts0 ∈ S for every point s1 ∈ S and 0 � t � 1. Star-shaped sets are simply connected
([12]). In [3], it was shown that W�

3 (diag(1 + 6i, 1 − 6i, 1, 1)) has a hole and so it is not simply
connected. The study of the shapes of these sets are the main aim of our investigation.

This note is organized as follows. In Section 2, we study the star-shapedness of W�
k (N) for

N normal of size 3 with zero trace and for N a 3 × 3 normal matrix with co-linear eigenvalues.
The main result of Section 3 is Theorem 3.1, which provides a method to determine numerically
W�

k (N) when N is normal of size 3. The method is described in Section 4. In Section 5, we
give an illustrative example, proposing a methodology for the computation of the boundary of
W�

k (N).

2. Preliminary results

As a simple consequence of the star-shapedness of Ort(3), we have the following theorem.

Theorem 2.1. Let N be a 3 × 3 normal matrix with zero trace. Then W�
k (N) is star-shaped with

0 as a star center for k = 1, 2, 3.

Proof. Let z ∈ W�
k (N). Then there exists (ulj ) ∈ SU(3) such that

z =
k∏

l=1

n∑
j=1

|ulj |2λj .

By Au-Yeung and Poon’s theory, we have

(1 − t)C0 + t (|ulj |2) ∈ Ort(3), 0 � t � 1.

Thus, the following homogeneity relation holds:

k∏
l=1

n∑
j=1

((1 − t)/3 + t |ulj |2)λj = tk
k∏

l=1

n∑
j=1

|ulj |2λj = tkz ∈ W�
k (N).

From the star-shapedness of the set Ort(3) with respect to C0, it follows that W�
k (N) is star-shaped

relatively to the star center 0. �

Remark. As can be easily seen, the set W�
1 (N) is convex for every normal matrix N . This result

was generalized by Tsing in [13] and later on in [4] in the context of the theory of numerical
ranges. We conjecture the star-shapedness of W�

k (N) for N an arbitrary 3 × 3 normal matrix.

An essentially Hermitian matrix is a normal matrix with co-linear eigenvalues.

Theorem 2.2. If N is an n × n essentially Hermitian matrix, then W�
k (N) is the continuous

image of a compact convex polyhedron in an (n − 1)-dimensional affine space.
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Proof. We claim that

W�
k (N) =

⎧⎨⎩
k∏

l=1

⎛⎝ n∑
j=1

alj λj

⎞⎠ : (alj ) ∈ D(n)

⎫⎬⎭ . (3)

It suffices to show that⎧⎨⎩
⎛⎝ n∑

j=1

alj λj

⎞⎠n

l=1

: (aij ) ∈ Ort(n)

⎫⎬⎭ =
⎧⎨⎩

⎛⎝ n∑
j=1

alj λj

⎞⎠n

l=1

: (alj ) ∈ D(n)

⎫⎬⎭ . (4)

Indeed, since N is essentially Hermitian its eigenvalues lie on a straight line in the Gaussian plane.
If the straight line passes through the origin, (4) is a consequence of Theorem B.6, p. 24 of [8]
(cf. [6]).

So we assume now that the straight line does not pass through the origin. By using a scalar
multiplication N �→ cN for some c /= 0, we may consider �(λj ) = 1, j = 1, . . . , n and so λj =
	(λj ) + i, j = 1, . . . , n. Thus

n∑
j=1

alj λj = i +
n∑

j=1

alj	(λj ), l = 1, . . . , n

for every (alj ) ∈ D(n). Hence (4) is rewritten as⎧⎨⎩
⎛⎝i+

n∑
j=1

alj	(λj )

⎞⎠n

l=1

: (aij ) ∈ Ort(n)

⎫⎬⎭ =
⎧⎨⎩

⎛⎝i +
n∑

j=1

alj	(λj )

⎞⎠n

l=1

: (aij ) ∈ D(n)

⎫⎬⎭ .

The above equation follows from Theorem B.6, p. 24 of [8] and so we obtain (3).
By (3), W�

k (N) is the continuous image of the compact convex polyhedron D(n) in an (n − 1)2-
dimensional affine space. Next, we show that we can express W�

k (N) as the continuous image
of a compact convex polyhedron in an (n − 1)-dimensional affine space. By using a scalar mul-
tiplication, without loss of generality we may consider 	(λj ) = 1, j = 1, 2, . . . , n, and so for
1 � p � n − 1 we have

n∑
j=1

apj (1 + i�(λj )) = 1 + i
n∑

j=1

apj�(λj )

= 1 + i�(λn) + i
n−1∑
j=1

apj (�(λj ) − �(λn)),

while for p = n we get

n∑
j=1

anj (1 + i�(λj )) = 1 + i�(λn) + i
n−1∑
j=1

anj (�(λj ) − �(λn))

= 1 + i�(λn) + i
n−1∑
j=1

(�(λj ) − �(λn))

− i
n−1∑
p=1

n−1∑
j=1

apj (�(λj ) − �(λn)).
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Define the following projection:

P((alj )) :=
⎛⎝n−1∑

j=1

(�(λj ) − �(λn))a1j , . . . ,

n−1∑
j=1

(�(λj ) − �(λn))an−1,j

⎞⎠ .

Then W�
k (N) is expressed as the continuous image of P(D(n)), which is a convex polyhedron.

By Birkhoff’s theorem, P(D(n)) coincides with the convex hull of the images of all permutation
matrices under P . �

Example 1. As an application of Theorem 2.2, we characterize W�
3 (N) for N = diag(1 + ia, 1 −

ia, 1, 1) with a > 0. We easily find

W�
3 (N) =

⎧⎨⎩
3∏

p=1

(1 + ia (ap1 − ap2)) : (alj ) ∈ D(4)

⎫⎬⎭ .

The vertices of the convex polyhedron

� = {(a11 − a12, a21 − a22, a31 − a32) : (alj ) ∈ D(4)}
are

{(1, 0, 0), (−1, 0, 0), (0, 1, 0), (0, −1, 0), (0, 0, 1), (0, 0, −1)}
∪ {(1, −1, 0), (−1, 1, 0), (1, 0, −1), (−1, 0, 1), (0, 1, −1), (0, −1, 1)}

and it clearly contains the line segment {(t, t, t) : −1/3 � t � 1/3}. We can write

W�
3 (N) = {(1 + iax)(1 + iay)(1 + iaz) : (x, y, z) ∈ �}.

Let a � 3
√

3. Then the curve z(t) = (1 + it)3, −√
3 � t �

√
3, or equivalently,

{(X, Y ) ∈ R2 : −8 � X � 1, 27Y 2 − (X + 8)2(1 − X) = 0}
is contained in W�

3 (N). We claim that this curve is part of the boundary of W�
3 (N). It suffices

to prove that if x, y, z are real numbers and X = 	((1 + 3ix)(1 + 3iy)(1 + 3iz)) is such that
−8 � X � 1, then Y = �((1 + 3ix)(1 + 3iy)(1 + 3iz)) satisfies the inequality

27Y 2 � (X + 8)2(1 − X).

We easily find that X = 1 − 9(xy + xz + yz), Y = 3(x + y + z) − 27xyz, and we determine
the extreme values of Y for X = x0. So we consider the Lagrange function � = Y − λ(X −
x0), where 0 /= λ ∈ R is the Lagrange multiplier. The extremal points are the solutions of the
simultaneous equations

3 − 27yz + 9λ(y + z) = 0,

3 − 27yz

y + z
= 3 − 27xy

x + y
= 3 − 27xz

x + z
.

Straightforward calculations show that the extreme values of Y occur for x = y = z. The para-
metric equations of the boundary are given by

X(t) = 1 − 27t2, Y (t) = 9t − 27t3, t ∈
[
−

√
3

3
,

√
3

3

]
and the claim follows.
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Theorem 2.3. Let N = diag(λ1, λ2, λ3) be an essentially Hermitian matrix. Then W�
k (N) is

simply connected for k = 1, 2, 3.

Proof. In the case k = 1, it is well known that the set is a closed line segment, so we concentrate on
the cases k = 2, 3. Assume that λ1 = 1 + ia1, λ2 = 1 + ia2, λ3 = 1 + ia3 with a1 > a2 > a3.
Let �̃ be the hexagon in the Euclidean plane with vertices (a1 − a3, 0), (a2 − a3, 0), (0, a1 −
a3), (0, a2 − a3), (a1 − a3, a2 − a3), (a2 − a3, a1 − a3):

�̃ =
{ (

t + s

2
,
t − s

2

)
: a2 − a3 � t � a1 + a2 − 2a3,

|s| � (a1 − a3) − |t − (a1 − a3)|
}

,

and let

�̌ =
{ (

t + s

2
,
t − s

2

)
: a2 − a3 � t � a1 + a2 − 2a3,

0 � s � (a1 − a3) − |t − (a1 − a3)|
}

.

For (x, y) ∈ �̃, consider the functions defined by

g(x, y) := (1 + ia3 + ix)(1 + ia3 + iy),

f (x, y) := (1 + ia3 + ix)(1 + ia3 + iy)(1 + i(a1 + a2 − a3) − ix − iy).

Then

W�
2 (N) = {g(x, y) : (x, y) ∈ �̃} = {g(x, y) : (x, y) ∈ �̌}

because g(x, y) is symmetric in x, y. We also have

W�
3 (N) = {f (x, y) : (x, y) ∈ �̃}.

We analyze the symmetries of W�
3 (N). The function f (x, y) is invariant on �̃ under the trans-

formations

(x, y) �→ (a1 + a2 − 2a3 − x − y, y), (x, y) �→ (x, a1 + a2 − 2a3 − x − y),

(x, y) �→ (y, x)

and under their compositions

(x, y) �→ (a1 + a2 − 2a3 − x − y, x), (x, y) �→ (y, a1 + a2 − 2a3 − x − y).

We take a fundamental domain �′ of the group of these transformations. For instance, we may
take �′ as the quadrilateral with vertices ((a1 + a2 − 2a3)/2, (a1 + a2 − 2a3)/2), (a1 − a3, a2 −
a3),(a1 − a3, (a2 − a3)/2), ((a1 + a2 − 2a3)/3, (a1 + a2 − 2a3)/3).

The Jacobians of g(x, y) and f (x, y) are

�	(g)

�x

��(g)

�y
− �	(g)

�y

��(g)

�x
= x − y
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and

(x − y)(a1 + a2 − 2a3 − x − 2y)(a1 + a2 − 2a3 − 2x − y),

respectively. These Jacobians have constant sign in the interior of the domains �̌ and �′, respec-
tively. Hence, the maps g and f are local homeomorphisms. We show that they are also global
homeomorphisms. Suppose that g(x, y) = g(x′, y′) for some (x, y), (x′, y′) ∈ �̃. Comparing the
real and the imaginary parts of g, we have x + y = x′ + y′, xy = x′y′ and so (x′, y′) = (x, y) or
(x′, y′) = (y, x). Suppose that f (x1, y1) − f (x2, y2) = 0. The resultant of the real and imaginary
parts of this equation with respect to y2 is

(x2 − x1)
2(x2 − y1)

2(a1 + a2 − 2a3 − x1 − y1 − x2)
2 = 0.

If x2 = a1 + a2 − 2a3 − x1 − y1, then the real part of f (x1, y1) − f (x2, y2) is (y2 − x1)(y2 −
y1), and so y2 = y1 or y2 = x1. Thus, if (x1, y1), (x2, y2) belong to the same fundamental domain,
then the real parts of f (x1, y1) and f (x2, y2) coincide. The cases x2 = x1 and x2 = y1 may be
similarly treated, and by a limiting process we may treat the case λj = λk for some 1 � j < k � 3.
Thus, the result follows. �

In the sequel, we shall consider the differentiable map

�k : T = (tlj ) ∈ A3 �→
k∏

l=1

⎛⎝ 3∑
j=1

tij λj

⎞⎠ ∈ C ∼= R2, k = 2, 3.

For N = diag(1 + ia1, 1 + ia2, 1 + ia3), we determine the boundary of W�
k (N) under the

condition a1 > a2 > a3. For k = 2, four line segments on the lines

�(Z) = a2 + a3, 	(Z) = −a3�(Z) + a2
3 + 1, (5)

	(Z) = −a1�(Z) + a2
1 + 1, �(Z) = a1 + a2 (6)

belong to the boundary. The second and the third line segments of the above list intersect at the
point A0 = (1 + ia1)(1 + ia3). The line segment on y = x, which is contained in the boundary
of �̌, generates the parabola

	(Z) = −�(Z)2

4
+ 1. (7)

This parabola is contained in �W�
2 (N), and intersects the first line segment in (5) and the second

in (6) at

A1 =
(

1 + i
a2 + a3

2

)2

, A2 =
(

1 + i
a1 + a2

2

)2

,

respectively. The tangent lines to the parabola (7) at these points are

	(Z) = −a2 + a3

2
(�(Z) − (a2 + a3)) + 1 −

(
a2 + a3

2

)2

,

	(Z) = −a1 + a2

2
(�(Z) − (a1 + a2)) + 1 −

(
a1 + a2

2

)2

,
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Fig. 1. W�
2 (N) for N = diag(1 + i, 1, 1 − i).

respectively. Since

−a1 < −a1 + a2

2
< −a2 + a3

2
< −a3,

the intersection of these tangents is an interior point of W�
2 (N) (see Fig. 1).

For k = 3, the two line segments on the lines

�(Z) = a1	(Z) + (a2
1 + 1)(a2 + a3), (8)

�(Z) = a3	(Z) + (a2
3 + 1)(a1 + a2) (9)

belong to �W�
3 (N), and its intersection is the point (1 + ia1)(1 + ia2)(1 + ia3). Another part of

�W�
3 (N) is a portion of the following cubic curve:

3(3�(Z′) − (a1 + a2 + a3)	(Z′))2 − 4	(Z′)3 = 0, (10)

where

Z′ = Z −
(

1 + i
a1 + a2 + a3

3

)3

.

The cubic arc corresponds to a line segment on the line y = x, which is contained in ��′. The
cubic arc has a cusp at

Z0 = �3(C0) =
(

1 + i
a1 + a2 + a3

3

)3

(11)

and the tangent to the curve at this point with equation

9(a1 + a2 + a3)	(Z) − 27�(Z) + 2(a1 + a2 + a3)

×(a2
1 + a2

2 + a2
3 + 2a1a2 + 2a1a3 + 2a2a3 + 9) = 0, (12)

intersects one of the line segments of �W�
3 (N) in (8) and (9) at

Z1 =
(

1 + i
a1 + a2 + a3

3

)
(1 + ia3)

(
1 + i

2a1 + 2a2 − a3

3

)
(13)
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Fig. 2. W�
3 (N) for N = diag(1 + i, 1, 1 − i).

if (a1 + a3)/2 � a2, and at

Z2 =
(

1 + i
a1 + a2 + a3

3

)
(1 + ia1)

(
1 + i

2a2 + 2a3 − a1

3

)
(14)

if (a1 + a3)/2 � a2. The cubic arc intersects the line segments in (8) and (9) at

Z3 = (1 + ia1)

(
1 + i

a2 + a3

2

)2

, Z4 = (1 + ia3)

(
1 + i

a1 + a2

2

)2

,

respectively. The tangent lines to the cubic arc (10) at these points intersect the straight line (12)
at

W3 = (1 + i(a1 + a2 + a3)/3)(1 + i(a2 + a3)/2)(1 + i(4a1 + a2 + a3)/6),

W4 = (1 + i(a1 + a2 + a3)/3)(1 + i(a1 + a2)/2)(1 + i(a1 + a2 + 4a3)/6).

In the case (a1 + a3)/2 � a2, we have

W3 = Z0 + t3 (Z1 − Z0), W4 = Z0 + 1

4
(Z1 − Z0)

with

t3 := ((a1 − a2) + (a1 − a3))
2

4((a1 − a3) + (a2 − a3))2
(15)

being t3 � 1
4 and 1 − t3 � 0. If (a1 + a3)/2 � a2, we find

W3 = Z0 + 1

4
(Z2 − Z0), W4 = Z0 + t4 (Z2 − Z0)

with

t4 := ((a1 − a3) + (a2 − a3))
2

4((a1 − a2) + (a1 − a3))2
(16)

being t4 � 1
4 and 1 − t4 � 0 (see Fig. 2).

One could conjecture that W�
k (N) is star-shaped relatively to �k(C0). The following example

shows that this guess fails. Consider W�
k (N) for k = 2, 3. Then �k(C0) = 1 for k = 2, 3. The
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point 1 belongs to the parabola (7) and it is the cusp of the cubic arc (10). The line segment
[3/4 + i, 1] intersects W�

2 (N) only at its endpoints. A similar situation holds for every point of
the cubic arc (10).

We show that (1 + ia1)(1 + ia2)(1 + ia3) is not generally a star center of W�
3 (N). In fact, let

a1 = 4, a2 = 0, a3 = −1. The point (1 − t)(2 + 2i) + t (5 + 3i) does not belong to W�
3 (N) if t

is a sufficiently small positive number. Thus, these candidates are not generally star centers of the
set.

By the local concaveness of the cubic curve (10) and of the parabola (7), and having in mind
the previous discussion, we obtain the following.

Theorem 2.4. Let N = diag(1 + ia1, 1 + ia2, 1 + ia3), where a1 � a2 � a3 and a1 > a3. For
Z0, Z1, Z2 in (11), (13), (14), respectively, the following holds:

(i) W�
2 (N) is star-shaped with a star center (1 + ia1)(1 + ia3), and �W�

2 (N) is constituted
by four line segments in (5) and (6) and an arc of the parabola in (7).

(ii) If (a1 + a3)/2 � a2, then W�
3 (N) is star-shaped with a star center Z0 + t0(Z1 − Z0),

where t3 � t0 � 1 for t3 in (15).

(iii) If (a1 + a3)/2 � a2, then W�
3 (N) is star-shaped with a star center Z0 + t0(Z2 − Z0),

where t4 � t0 � 1 for t4 in (16).

In the cases (ii) and (iii), �W�
3 (N) is constituted by two line segments in (8) and (9) and an

arc of the cubic in (10).

3. Critical points and critical values

In this section, we treat the general case of the eigenvalues λ1, λ2, λ3 not lying on a straight line.
The rank of the Jacobian matrix of the differentiable map �k is 2 at the regular points and is less
than or equal to 1 at the critical points. We consider a11, a12, a21, a22 as independent coordinates
of A3. If W�

k (N) is simply connected, then the following theorem provides a method to determine
this set numerically. If W�

k (N) is not simply connected, it also gives important information.

Theorem 3.1. Suppose that the eigenvalues λ1, λ2, λ3 of N do not lie on a straight line. Then the
image of the interior of Ort(3) in A3 under �k is an open subset of the Gaussian plane C for
k = 2, 3. Hence, the boundary of W�

k (N) is contained in the image of �Ort(3) under the map
�k for k = 2, 3.

To prove this theorem we need the following four lemmas.

Lemma 3.1. Suppose that the eigenvalues λ1, λ2, λ3 of N do not lie on a straight line. Then the
map �2 has a unique (and hence isolated) critical point in the affine space A3. The critical point
(alj ) satisfies a21 = a11, a22 = a12,

∑3
j=1 a1j λj = 0, and the critical value is 0.

Proof. We may assume that λ1 /= 0 and by a scaling of N we may take λ1 = 1. We consider the
product

Z =
2∏

i=1

⎛⎝ 3∑
j=1

aijλj

⎞⎠
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and its complex conjugate

Z =
2∏

i=1

⎛⎝ 3∑
j=1

aijλj

⎞⎠ .

Then the Jacobians

�Z

�a11

�Z

�a12
− �Z

�a12

�Z

�a11

and

�Z

�a21

�Z

�a22
− �Z

�a22

�Z

�a21

are given by

2i{(	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3)}|(λ1 − λ3)a21 + (λ2 − λ3)a22 + λ3|2,
and

2i{(	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3)}|(λ1 − λ3)a11 + (λ2 − λ3)a12 + λ3|2,
respectively. By the hypothesis, the three points λ1 = 1, λ2, λ3 do not lie on a straight line, and
so (	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3) /= 0. Thus, the critical point (alj ) necessarily satisfies
the equations

(λ1 − λ3)al1 + (λ2 − λ3)al2 + λ3 = 0, l = 1, 2.

These equations originate a real linear system with four equations in a11, a12, a21, a22. The deter-
minant of the matrix system is

((	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3))
2 /= 0,

and so the linear system has a unique solution. This solution also satisfies

�Z

�aij

�Z

�apq

− �Z

�apq

�Z

�aij

= 0

for (i, j, p, q) = (1, 1, 2, 1), (1, 1, 2, 2), (1, 2, 2, 1), (1, 2, 2, 2). Now, the lemma easily
follows. �

Lemma 3.2. Suppose that the eigenvalues λ1, λ2, λ3 of N do not lie on a straight line. Then the
image of an ε-neighborhood of the critical point of �2 is a neighborhood of 0 in C for every
ε > 0.

Proof. Near the critical point (a
(0)
11 , a

(0)
12 , a

(0)
11 , a

(0)
12 ), we have

Z =
2∏

l=1

⎛⎝ 3∑
j=1

alj λj

⎞⎠ = ((a11 − a
(0)
11 )(λ1 − λ3) + (a12 − a

(0)
12 )(λ2 − λ3))

×((a21 − a
(0)
11 )(λ1 − λ3) + (a22 − a

(0)
12 )(λ2 − λ3)).

Since λ1 − λ3, λ2 − λ3 are linearly independent in the real linear space C, the above product
describes a neighborhood of 0 in C when (alj − a

(0)
lj ) ranges over an ε ball in R4 for every

ε > 0. �
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Lemma 3.3. If the eigenvalues λ1, λ2, λ3 of N do not lie on a straight line, then a point in A3 is
a critical point of �3 if and only if it is one of the following four points:

(i) a21 = a11, a22 = a12 and
∑3

j=1 a1j λj = 0,

(ii) a31 = a11, a32 = a12, and
∑3

j=1 a1j λj = 0,

(iii) a31 = a21, a32 = a22, and
∑3

j=1 a2j λj = 0,

(iv) a11 = a12 = a21 = a22 = 1/3, that is, (alj ) = C0.

The critical values are 0 in the cases (i), (ii), (iii) and (tr N/3)3 in the case (iv). If two of the
three points in (i), (ii), (iii) coincide, then all of them coincide. These three points coincide if
and only if tr N = 0. In this case all the four points coincide.

Proof. We assume λ1 = 1. Straightforward calculations show that

�Z

�a11

�Z

�a12
− �Z

�a12

�Z

�a11

= 2i((	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3)) |(λ1 − λ3)a21 + (λ2 − λ3)a22 + λ3|2
× |(λ1 − λ3)a31 + (λ2 − λ3)a32 − (λ1 − λ3)a11 − (λ2 − λ3)a12|2

and

�Z

�a21

�Z

�a22
− �Z

�a22

�Z

�a21

= 2i((	(λ3) − 1)�(λ2) − (	(λ2) − 1)�(λ3)) |(λ1 − λ3)a11 + (λ2 − λ3)a12 + λ3|2
× |(λ1 − λ3)a31 + (λ2 − λ3)a32 − (λ1 − λ3)a21 − (λ2 − λ3)a22|2.

Thus, the critical point (a11, a12, a21, a22) satisfies one of the conditions:

(a)
∑3

j=1 a1j λj = ∑3
j=1 a2j λj = 0,

(b)
∑3

j=1 a1j λj = ∑3
j=1 a3j λj = 0,

(c)
∑3

j=1 a2j λj = ∑3
j=1 a3j λj = 0,

(d)
∑3

j=1 a1j λj = ∑3
j=1 a2j λj = ∑3

j=1 a3j λj .

Conversely, if one of the conditions (a), (b), (c) holds, then

�Z

�alj

�Z

�apq

− �Z

�apq

�Z

�alj

= 0

for (l, j, p, q) = (1, 1, 2, 1), (1, 1, 2, 2), (1, 2, 2, 1), (1, 2, 2, 2). If the condition (d) holds, then
it implies a11 = a12 = a21 = a22 = 1/3. �

Lemma 3.4. If the eigenvalues λ1, λ2, λ3 of N do not lie on a straight line, then the image of an
ε-neighborhood of the critical point C0 of �3 is a neighborhood of the critical value (tr N/3)3

for every ε > 0. The image of an ε-neighborhood of a critical point (a
(0)
11 , a

(0)
12 , a

(0)
21 , a

(0)
22 ) of

�3 satisfying one of the conditions (i), (ii), (iii) of Lemma 3.3 is a neighborhood of 0 for every
ε > 0.
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Proof. Firstly, suppose that tr N = 0. In this case, the four critical points of �3 coincide. By
the assumption, the complex numbers λ1, λ2 are linearly independent over the reals, and so
2λ1 + λ2, λ1 + 2λ2 are also linearly independent. By setting a21 − 1/3 = −2x, a22 − 1/3 =
−2y, a11 − 1/3 = x, a12 − 1/3 = y, we have

Z = −2{(2λ1 + λ2)x + (λ1 + 2λ2)y}3.

Hence, the image of an ε-neighborhood of a critical point under �3 is a neighborhood of the
critical value 0 for sufficiently small ε > 0 and hence for every ε > 0.

Now, we assume tr N /= 0. In this case, by setting a21 = 1/3, a22 = 1/3, a11 − 1/3 = x,
a12 − 1/3 = y, we have

27Z − (tr N)3 = −9tr N((λ1 − λ3)x + (λ2 − λ3)y)2 + cubic terms in x, y.

Thus, the image of an ε-neighborhood of C0 under �3 is a neighborhood of (tr N/3)3 for every
ε > 0.

Let (a
(0)
lj ) be the critical point satisfying the condition (i) of Lemma 3.3. Then

Z = {(λ1 − λ3)(a11 − a
(0)
11 ) + (λ2 − λ3)(a12 − a

(0)
12 )}

× {(λ1 − λ3)(a21 − a
(0)
21 ) + (λ2 − λ3)(a22 − a

(0)
22 )}

× {λ1 + λ2 − (λ1 − λ3)(a11 − a
(0)
11 + a21 − a

(0)
21 )

− (λ2 − λ3)(a12 − a
(0)
12 + a22 − a

(0)
22 )}.

By setting a11 − a
(0)
11 = a21 − a

(0)
21 = x, a12 − a

(0)
12 = a22 − a

(0)
22 = y, we have

Z = (λ1 + λ2){(λ1 − λ3)x + (λ2 − λ3)y}2 + cubic terms in x, y,

in the case λ1 + λ2 /= 0 and

Z = −2{(λ1 − λ3)x + (λ2 − λ3)y}3

in the case λ1 + λ2 = 0. Hence, the image of an ε-neighborhood of the point (a
(0)
lj ) under �3 is

a neighborhood of the critical value 0 for every ε > 0. The critical point satisfying the condition
(ii) or (iii) of Lemma 3.3 can be treated similarly. �

The proof of Theorem 3.1 follows straightforwardly from the previous four lemmas.

4. Numerical approximation

In this section, we provide a method to describe W�
k (N) numerically in the case λ1, λ2, λ3 do

not lie on a straight line. By Theorem 3.1, the boundary of W�
k (diag(λ1, λ2, λ3)) is realized by the

image of �k on �Ort(3), and by (2) we should use a convenient parametrization of this set.
The orthogonal group SO(3) is locally isomorphic to the simply connected Lie group SU(2),
the subgroup of U(2) whose matrices have determinant 1. The group SU(2) is isomorphic to the
group of all pure imaginary quarternions a1i + a2j + a3k with modulus 1. It is given as a linear
Lie group by

SU(2) =
{
U =

(
a1 + ia2 −b1 + ib2
b1 + ib2 a1 − ia2

)
∈ C2×2 : a2

1 + a2
2 + b2

1 + b2
2 = 1

}
and a continuous homomorphism φ of SU(2) onto SO(3) is given by
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Fig. 3. W�
3 (diag(1, (−1 + √

3i)/2, (−1 − √
3i)/2)).

φ(U) :=
⎛⎝a2

1 − a2
2 − b2

1 + b2
2 −2a1a2 + 2b1b2 2a1b1 + 2a2b2

2a1a2 + 2b1b2 a2
1 − a2

2 + b2
1 − b2

2 2a2b1 − 2a1b2

−2a1b1 + 2a2b2 2a2b1 + 2a1b2 a2
1 + a2

2 − b2
1 − b2

2

⎞⎠ .

The above homomorphism φ is a linear representation of the adjoint action of the group SU(2)

on its Lie algebra. The entries a11, a12, a21, a22 of a point of �Ort(3) are parametrized as

a11 = (a2
1 − a2

2 − b2
1 + b2

2)
2, a22 = (a2

1 − a2
2 + b2

1 − b2
2)

2,

a12 = 4(a2
1a2

2 + b2
1b

2
2) − 8a1a2b1b2, a21 = 4(a2

1a2
2 + b2

1b
2
2) + 8a1a2b1b2.

Thus

{�k((alj )) : (alj ) ∈ �Ort(3)}
= {�k(alj (a

2
1, a2

2, b2
1, b

2
2, a1a2b1b2)) : a2

1 + a2
2 + b2

1 + b2
2 = 1, a1a2b1b2 � 0}

∪ {�k(alj (a
2
1, a2

2, b2
1, b

2
2, a1a2b1b2)) : a2

1 + a2
2 + b2

1 + b2
2 = 1, a1a2b1b2 � 0}.

We may use other parametrizations of �Ort(3), such as that one based on Euler’s angles to express
rotations (cf. [10]).

In Fig. 3, we present a numerical approximation of W�
3 (N) for N = diag(1, (−1 + √

3i)/2,

(−1 − √
3i)/2)). Having in mind Theorems 2.1 and 3.1, we find W�

3 (N) = {�3((alj )) : (alj ) ∈
�Ort(3)}.
5. An example

An efficient and general method to compute the equation of the boundary of W�
k (N) is not

available in general, but only in simple cases. One might guess that every boundary point of
N = diag(1, (−1 + √

3i)/2, (−1 − √
3i)/2)) is realized as a point of
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{�k((alj )) : (alj ) ∈ �Ort(3) ∩ �D(3)}.
If such a property held, it would be useful. However, the answer to this question is negative, as
may be shown considering

Wπ
2 ((diag(1, i, 0)) = {(a11 + ia12)(a21 + ia22) : (aij ) ∈ Ort(3)}.

This set is contained in the upper half-plane �(Z) � 0, and due to its invariance under the transfor-
mation (a11, a12, a21, a22) �→ (a22, a21, a12, a11), it is symmetric relatively to the imaginary axis.
It can be easily seen that −1/4 � 	(Z) � 1/4 and �(Z) � 1 for every Z ∈ W�

2 (diag(1, i, 0)).
Let (alj ) be an arbitrary point of �Ort(3) satisfying alj > 0 (l, j = 1, 2, 3). The equation of
�Ort(3) is (cf. [9])

F(a11, a12, a21, a22)

= a2
11a

2
22 + a2

12a
2
21 − 2a11a22a12a21 − 2a11a22(a11 + a22) − 2a12a21(a12 + a21)

− 2(a11a12a21 + a11a12a22 + a11a21a22 + a12a21a22) + a2
11 + a2

12 + a2
21 + a2

22

+ 2(a11a12 + a11a21 + a12a22 + a21a22 + 2a11a22 + 2a12a21)

− 2(a11 + a12 + a21 + a22) + 1 = 0. (17)

For X = a11a21 − a12a22, Y = a11a22 + a12a21, (alj ) ∈ Ort(3), consider the Jacobians

D1 = �(F, X, Y )

�(a11, a12, a21)
, D2 = �(F, X, Y )

�(a11, a12, a22)
,

D3 = �(F, X, Y )

�(a11, a21, a22)
, D4 = �(F, X, Y )

�(a12, a21, a22)
.

A point (alj ) ∈ �Ort(3) is a critical point of the function (alj ) �→ Z = (a11 + ia12)(a21 + ia21)

if and only if D1 = D2 = D3 = D4 = 0. Then we get

D1 − D2 + D3 − D4 = 2(a11a21 + a12a22)(a11a22 − a12a21)(a11 + a12 − a21 − a22)

= 0.

Since a11a21 + a12a22 > 0, at a critical point we have

a11a22 = a12a21, (18)

or

a11 + a12 = a21 + a22. (19)

By simple calculations, we can conclude that under the assumption aij > 0, every critical point
(alj ) satisfies Eq. (19), that is, a13 = a23. We solve (19) in a22, substitute the solution in (17) and
obtain

(a11 + a12)
2(a11 − a21)

2 − 4(a11 + a12)(a
2
11 + a11a12 − a11a21 + a12a21)

+ 6a2
11 + 4a2

12 + 10a11a12 − 2a11a21 + 2a12a21 − 4a11 − 4a12 + 10. (20)

By the condition a21 � 1, the solution of (20) in a21 is given on the quadrilateral{
(a11, a12) ∈ R2 : 0 � a11, 0 � a12,

1

2
� a11 + a12 � 1

}
.

Using this solution, we can determine the part of W�
2 (diag(1, i, 0)) corresponding to the condition

a11 + a12 = a21 + a22:
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�0 = {(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a11 + a12 = a21 + a22}. (21)

This set is a simply connected closed region bounded by four arcs. By the elimination method
(cf. [14]), we can compute the equations of these boundary arcs. The boundary is a simple closed
curve consisting of four irreducible algebraic arcs: the parabolic arcs

	(Z) = �(Z)2 − 1

4
, 	(Z) = −�(Z)2 + 1

4
, 0 � �(Y ) �

(√
2 − 1

)/
2, (22)

the parabolic arc

�(Z) = −2	(Z)2 + 1

8
, −1/4 � 	(Z) � 1/4

and an arc of the deltoid

G(	(Z), �(Z)) = {	(Z)2 + �(Z)2}2 + 14	(Z)2�(Z)

− 2�(Z)3 + 11	(Z)2 + 2�(Z) − 1 = 0.

This arc intersects the arcs in (22) at (±(
√

2 − 1)/2, (
√

2 − 1)/2). Under the condition a22 =
a11 + a12 − a21, the polynomials D1, D2, D3, D4 are respectively rewritten as

D1 = 2(a11 + a12 − a21)(1 − a11 − a12)

×(a11 − a21)(a
2
12 + a11a12 + a11a21 − a12a21 + a11 + a12 − 1),

D2 = −2a21(1 − a11 − a12)(a11 − a21)

×(a2
12 + a11a12 + a11a21 − a12a21 + a11 + a12 − 1),

D3 = −2a12(1 − a11 − a12)(a11 − a21)

×(a2
12 + a11a12 + a11a21 − a12a21 + a11 + a12 − 1),

D4 = 2a11(1 − a11 − a12)(a11 − a21)(a
2
12 + a11a12 + a11a21 − a12a21 + a11 + a12 − 1).

Thus, under the conditions aij > 0 for i, j = 1, 2, 3, each of the conditions D1 = 0, D2 = 0,
D3 = 0, D4 = 0 is equivalent to

(a11 − a21)(a
2
12 + a11a12 + a11a21 − a12a21 + a11 + a12 − 1) = 0. (23)

The critical values corresponding to the condition a11 = a21 are the parabolic arc �(Z) =
−2	(Z)2 + (1/8). The deltoid part and the parabolic arcs ±	(Z) = �(Z)2 − (1/4) intersect
at the annihilating points of the second factor of (23).

We determine the part of W�
2 (diag(1, i, 0)) corresponding to the intersection of �Ort(3) with

the nine faces of D(3). Let

�1 = {(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a31 = 0}
and

�2 = {(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a32 = 0},
that satisfy �2 = {−Z : Z ∈ �1}. The condition a31 = 0 implies a11a12 − a22 + a11a22 = 0.
Thena11 =0 impliesa22 = 0 and soa11a21 − a12a22 = 0. Ifa11 > 0, thena12 = a22(1 − a11)/a11,
a12 + a22 = a22/a11 and so a22 � a11. It follows that

a11a21 − a12a22 = (a11 − a22)(a11 + a22)(1 − a11)

a11
� 0.
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The set �1 consists of parabolic arcs

	(Z) = (a2
11 − a11)�(Z)2 − 4a6

11 + 12a5
11 − 16a4

11 + 12a3
11 − 5a2

11 + a11

(2a2
11 − 2a11 + 1)2

,

0 � �(Z) � 1, 0 � a11 � 1 for 0 � �(Z) � 1/2, 0 � a11 � (1 − √
2�(Z) − 1)/2. We deter-

mine the envelope of these arcs by the elimination method, and we obtain the quartic curve:

	(Z)2�(Z)2 + �(Z)4 − 8	(Z)3 − 10	(Z)�(Z)2

+ 12	(Z)2 − 2�(Z)2 − 6	(Z) + 1 = 0

for
√

3/6 � �(Z) � 1, and the parabola

	(Z) = −�(Z)2 + 1

4

for 0 � �(Z) �
√

6 �
√

3/6. The part of these arcs corresponding to (
√

2 − 1)/2 < �(z) < 1 is
contained in the interior of (21).

The set �1 ∪ �2 contains

{Z : −1/4 < 	(Z) < 1/4, 0 � �(Z) < −2	(Z)2 + (1/8)},
which does not intersect (21). The other part of �1 ∪ �2 is contained in (21).

We also have

{(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a11a12a21a22 = 0}
= {Z : 0 � �(Z) � 1, |	(Z)| � (1 − �(Z))2/4} ⊂ �1 ∪ �2,

{(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a13a23 = 0} = {it : 0 � t � 1} = �1 ∩ �2,

�3 = {(a11 + ia12)(a21 + ia22) : (aij ) ∈ �Ort(3), a33 = 0}
= {Z : −1/4 � 	(Z) � 1/4, 0 � �(Z) � −2	(Z)2 + (1/8)}.

The simply connected closed region

�0 ∪ �3 = {Z : 0 � �(Z) � (
√

2 − 1)/2, |	(Z)| � 1/4 − �(Z)2}
∪ {Z : (

√
2 − 1)/2 � �(Z) � 1, G(	(Z), �(Z)) � 0}

contains the set �1 ∪ �2. By Theorem 3.1, we conclude that �0 ∪ �3 contains �W�
2 (N) and it

is contained in W�
2 (N). By the simple connectedness of the region �0 ∪ �3, we conclude that it

coincides with W�
2 (diag(1, i, 0)).
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