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#### Abstract

In this paper initial boundary value problems, defined using quasilinear diffusion equations of Volterra type, are considered. These equations arise for instance to describe diffusion processes in viscoelastic media whose behaviour is represented by a Voigt-Kelvin model or a Maxwell model.

A finite difference discretization defined on a general nonuniform grid with second order convergence order in space is proposed. The analysis does not follow the usual splitting of the global error using the solution of an elliptic equation induced by the integro-differential equation. The new approach enables us to reduce the smoothness required to the theoretical solution when the usual split technique is used. Non singular and singular kernels are considered. Numerical simulation which shows the effectiveness of the method are included.
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## 1 Introduction

When a fluid penetrates a viscoelastic material its transport is not accurately described by a classical diffusion-reaction equation. Brownian motion of fluid molecules should be connected by a term representing the stress response of the material to the deformation of the incoming fluid ([11], [12], [13], [14] and [38]). The fact that classical diffusion does not accurately describes transport phenomena is felt not only in polymer sciences but also in other scientific domains of material sciences ([28], [32] and [36]) as well as in life sciences ([19], [20], [25], [29] and [35]). To improve the mathematical description of such phenomena we consider the class of quasilinear integro-differential equations of Volterra type

$$
\begin{align*}
& \frac{\partial c}{\partial t}(x, t)=\frac{\partial}{\partial x}\left(a(c(x, t)) \frac{\partial c}{\partial x}(x, t)\right)+\int_{0}^{t} k_{e r}(t-s) \frac{\partial}{\partial x}\left(d(c(x, s)) \frac{\partial c}{\partial x}(x, s)\right) d s+f \\
& \text { in }(0,1) \times(0, T] \tag{1}
\end{align*}
$$

where $k_{e r}$ is a kernel function. In (1) $c$ represents a concentration, $a(c)$ stands for the diffusion coefficient, $d(c)$ for a viscoelastic diffusion coefficient and $f$ represents a reaction term. Equation (1) is completed with Dirichlet boundary conditions

$$
\begin{align*}
& c(0, t)=c_{\text {in }}, \text { for } t \in(0, T]  \tag{2}\\
& c(1, t)=c_{\text {out }}, \text { for } t \in(0, T] \tag{3}
\end{align*}
$$

[^0]and initial condition
\[

$$
\begin{equation*}
c(x, 0)=c_{0}(x), x \in(0,1) \tag{4}
\end{equation*}
$$

\]

Equation (1) is usually used to replace the classical diffusion-reaction equation

$$
\begin{equation*}
\frac{\partial c}{\partial t}=\frac{\partial}{\partial x}\left(a(c) \frac{\partial c}{\partial x}\right)+f \text { in }(0,1) \times(0, T] \tag{5}
\end{equation*}
$$

when Fick's law for the mass flux $J_{F}$,

$$
\begin{equation*}
J_{F}(x, t)=-a(c(x, t)) \frac{\partial c}{\partial x}(x, t) \tag{6}
\end{equation*}
$$

does not accurately describes transport.
In equation (1) the mass flux is split into a Fickian contribution and a non Fickian one that is

$$
J=J_{F}+J_{n F}
$$

with $J_{F}$ given by (6) and

$$
\begin{equation*}
J_{n F}(x, t)=-\int_{0}^{t} k_{e r}(t-s) d(c(x, s)) \frac{\partial c}{\partial x}(x, s) d s \tag{7}
\end{equation*}
$$

Our aim is to generalize the results obtained in [5] and [24] for the linear version of the quasilinear equation (1) considered, for instance, in [1], [2], [10], [22] and [23], avoiding the use of an elliptic auxiliary problem induced by this equation. The paper is organized as follows. In Section 2 we introduce the spatial discretization using the piecewise linear finite element method. Its convergence is analysed in Section 3. In the main results of the paper, Theorems 1 and 2, we prove that a discrete $L^{2}$ norm of the spatial discretization error and of its discrete gradient are of second order in space for non singular kernels. The version of these results are also considered for weakly singular kernels. We stress that the kernel does not need to be of positive type as is often the case in the analysis presented for instance in [33] and [34].

We point out that the convergence analysis presented here does not use the approach introduced by Wheeler in [37] and largely followed in the literature. This approach is essentially based on the splitting of the spatial discretization error considering an elliptic problem induced by (1). In Section 4 we study fully discrete implicit-explicit methods for non singular and weakly singular kernels. The same convergence orders are established. In Section 5 we present a numerical illustration of our main convergence results -Theorems 1 and 2. Finally, some conclusions are included in Section 6.

## 2 Finite difference method

The finite difference method is introduced in what follows by considering a variational problem associated with the integro-differential equation (1). Without loss of generality we will consider homogenous Dirichlet boundary conditions. By $L^{2}(0,1), H_{0}^{1}(0,1)$ and $W^{s, \infty}(0,1), s=0,1$, we denote the usual Sobolev spaces where we consider the usual norms $\|\cdot\|,\|\cdot\|_{1}$ and $\|\cdot\|_{s, \infty}$, respectively, being the two first norms induced by the usual inner products $(.,$.$) and (., .)_{1}$, respectively.
Let $v:[0,1] \times[0, T] \rightarrow$ be given. Then we associate with $v$ the vector valued function $\tilde{v}$ that maps $[0, T]$ into the set of all mappings of $[0,1]$ into $\mathbb{R}$ with $[\tilde{v}(t)](x)=v(x, t)$. In what follow we will omit the tilde to denote this function.

Let $V$ be a Banach space. For $s=0,1$, by $\mathscr{C}^{s}([0, T], V)$ we denote the space of functions $v:[0, T] \mapsto V$ such that $v^{(s)}:[0, T] \mapsto V$ is continuous and

$$
\|v\|_{\mathscr{C}^{s}([0, T], V)}=\max _{t \in[0, T]}\left\|v^{(s)}(t)\right\|_{V}<\infty
$$

Let $L^{2}(0, T, V)$ be the space of Bochner-measurable functions $v:(0, T) \mapsto V$ such that

$$
\|v\|_{L^{2}(0, T, V)}=\int_{0}^{T}\|v(t)\|_{V}^{2} d t<\infty
$$

By $H^{s}(0, T, V)$ we denote the space of functions $v$ in $L^{2}(0, T, V)$ whose distributional time derivatives up to order $s$ are also in $L^{2}(0, T, V)$. In this space we consider the following norm

$$
\|v\|_{H^{s}(0, T, V)}^{2}=\sum_{i=0}^{s} \int_{0}^{T}\left\|v^{(i)}(t)\right\|_{V}^{2} d t<\infty
$$

We use the notations $\mathscr{C}^{0}([0, T], V)=\mathscr{C}([0, T], V)$ and $H^{0}(0, T, V)=L^{2}(0, T, V)$. The space of essentially bounded Bochner measurable functions $v:(0, T) \rightarrow V$ is denoted by $L^{\infty}(0, T, V)$. In this space we consider the following norm

$$
\|v\|_{L^{\infty}(0, T, V)}=\underset{(0, T)}{\operatorname{ess} \sup }\|v(t)\|_{V}
$$

We also consider the following space

$$
\mathscr{W}(0, T)=\left\{g \in L^{2}\left(0, T, H_{0}^{1}(0,1)\right): g^{\prime} \in L^{2}\left(0, T, H^{-1}(0,1)\right)\right\}
$$

where $H^{-1}(0,1)$ denotes the dual space of $H^{1}(0,1)$.
Thus we replace the IBVP (1)-(4) by the following variational problem (VP): find $c \in \mathscr{W}(0, T)$ such that

$$
\begin{equation*}
\left\langle\frac{d c}{d t}(t), w\right\rangle+\left(a(c(t)) \frac{\partial c}{\partial x}(t), \frac{d w}{d x}\right)=-\int_{0}^{t} k_{e r}(t-s)\left(d(c(s)) \frac{\partial c}{\partial x}(s), \frac{d w}{d x}\right) d s+(f(t), w) \tag{8}
\end{equation*}
$$

a. e. in $(0, T), \forall w \in H_{0}^{1}(0,1)$,
where

$$
\begin{equation*}
c(0)=c_{0} \tag{9}
\end{equation*}
$$

where $<, . .>$ denotes the duality pairing between $H^{-1}(0,1)$ and $H^{1}(0,1)$.
The existence and uniqueness of the variational problem is established in [26] for general kernels $k_{e r}$ using the contraction mapping principle under appropriate conditions on $a$ and $d$, namely, the boundeness of $a, a^{\prime}, d$ and $d^{\prime}$ and the existence of a lower positive bound for $a^{\prime}$. For the kernel $k_{e r}$ it is enough to assume $k_{e r} \in L^{1}(0, T)$. It should be pointed out that existence and uniqueness of a solution of problems of type (8) have been studied in the literature using different techniques under smoother assumptions on the kernel $k_{e r}$ (see [26]). Weaker conditions on the coefficients are considered in [30] where coefficients were allowed to grow uniformly in time.

Let $h=\left(h_{1}, \ldots, h_{N}\right)$, with $h_{i}>0$, for $i=1, \ldots, N$, be such that $\sum_{i=1}^{N} h_{i}=1$. We define in $I=[0,1]$ the nonuniform grid

$$
I_{h}=\left\{x_{i}, i=0, \ldots, N, x_{i}=x_{i-1}+h_{i}, i=1, \ldots, N, x_{0}=0\right\}
$$

and we use the notations $I_{h}^{\prime}=I_{h}-\{0,1\}$ and $\partial I_{h}=\{0,1\}$.
By $\mathbb{W}_{h}$ we denote the space of grid functions defined in $I_{h}$ and by $P_{h}$ the piecewise linear interpolation operator defined in $\mathbb{W}_{h}$. By $\mathbb{W}_{h, 0}$ we denote the subspace of $\mathbb{W}_{h}$ of the grid functions null on $\partial I_{h}$. The piecewise linear approximation $\hat{c}_{h}(t)=P_{h} c_{h}(t)$ for the concentration $c(t)$ is a solution of the following equation

$$
\begin{align*}
& \left(\frac{d \hat{c}_{h}}{d t}(t), P_{h} w_{h}\right)+\left(a\left(\hat{c}_{h}(t)\right) \frac{\partial \hat{c}_{h}}{\partial x}(t), \frac{d}{d x} P_{h} w_{h}\right) \\
& \quad=-\int_{0}^{t} k_{e r}(t-s)\left(d\left(\hat{c}_{h}(s)\right) \frac{\partial \hat{c}_{h}}{\partial x}(s), \frac{d}{d x} P_{h} w_{h}\right) d s+\left(f(t), P_{h} w_{h}\right), \forall w_{h} \in \mathbb{W}_{h, 0} \tag{10}
\end{align*}
$$

with

$$
\begin{equation*}
\hat{c}_{h}(0)=P_{h} R_{h} c_{0} \tag{11}
\end{equation*}
$$

where $R_{h}$ denotes the restriction operator $R_{h}: \mathscr{C}([0,1]) \rightarrow \mathbb{W}_{h}, R_{h} \phi(x)=\phi(x), x \in I_{h}, \phi \in \mathscr{C}([0,1])$.
Let $h_{i+\frac{1}{2}}=\frac{1}{2}\left(h_{i}+h_{i+1}\right), i=1, \ldots, N-1, x_{i \pm \frac{1}{2}}=\frac{1}{2}\left(x_{i \pm 1}+x_{i}\right)$. To define the semi-discrete approximation we introduce the following definitions:

$$
\left\{\begin{array}{l}
g_{h}\left(x_{i}\right)=\frac{1}{h_{i+\frac{1}{2}}} \int_{x_{i}-\frac{1}{2}}^{x_{i}+\frac{1}{2}} g(x) d x, i=1, \ldots, N-1  \tag{12}\\
g_{h}\left(x_{0}\right)=\frac{2}{h_{1}} \int_{0}^{x_{\frac{1}{2}}^{2}} g(x) d x \\
g_{h}\left(x_{N}\right)=\frac{2}{h_{N}} \int_{x_{N-\frac{1}{2}}}^{1} g(x) d x
\end{array}\right.
$$

and

$$
\begin{align*}
& M_{h} v_{h}\left(x_{i}\right)=\frac{1}{2}\left(v_{h}\left(x_{i-1}\right)+v_{h}\left(x_{i}\right)\right), i=1, \ldots, N  \tag{13}\\
& M_{h} v_{h}\left(x_{0}\right)=0, v_{h} \in \mathbb{W}_{h, 0}
\end{align*}
$$

In $\mathbb{W}_{h, 0}$ we consider the discrete inner product

$$
\begin{equation*}
\left(v_{h}, w_{h}\right)_{h}=\sum_{i=1}^{N-1} h_{i+\frac{1}{2}} v_{h}\left(x_{i}\right) w_{h}\left(x_{i}\right), v_{h}, w_{h} \in \mathbb{W}_{h, 0} \tag{14}
\end{equation*}
$$

and by $\|\cdot\|_{h}$ we denote the norm induced by the previous discrete inner product. In what follows we use the notations

$$
\left(v_{h}, w_{h}\right)_{h,+}=\sum_{i=1}^{N} h_{i} v_{h}\left(x_{i}\right) w_{h}\left(x_{i}\right), v_{h}, w_{h} \in \mathbb{W}_{h}
$$

and

$$
\left\|v_{h}\right\|_{h,+}=\left(v_{h}, v_{h}\right)_{h,+}^{1 / 2}
$$

In the space $\mathbb{W}_{h}$ we introduce the norm $\|\cdot\|_{1, h}$ defined by

$$
\left\|u_{h}\right\|_{1, h}^{2}=\left\|v_{h}\right\|_{h}^{2}+\left\|D_{-x} v_{h}\right\|_{h,+}^{2},
$$

where $D_{-x}$ represent the usual backward finite difference operator.

The semi-discrete approximation for the solution of the variational problem (10) and (11) is computed using the following differential problem: find $c_{h}:[0, T] \rightarrow \mathbb{W}_{h, 0}$ such that

$$
\begin{align*}
& \left(\frac{d c_{h}}{d t}(t), w_{h}\right)_{h}+\left(a\left(M_{h} c_{h}(t)\right) D_{-x} c_{h}(t), D_{-x} w_{h}\right)_{h,+} \\
& \quad=-\int_{0}^{t} k_{e r}(t-s)\left(d\left(M_{h} c_{h}(s)\right) D_{-x} c_{h}(s), D_{-x} w_{h}\right)_{h,+} d s+\left(f_{h}(t), w_{h}\right)_{h} \tag{15}
\end{align*}
$$

for all $w_{h} \in \mathbb{W}_{h, 0}$, and

$$
\begin{equation*}
c_{h}(0)=R_{h} c_{0} \tag{16}
\end{equation*}
$$

where $f_{h}$ is defined by (12) with $g$ replaced by $f(t)$. This solution is absolutely continuous in time and if f is continuous then $c_{h} \in \mathscr{C}^{1}\left([0, T], W_{h}\right)$. The time derivative then exists in the classical sense for almost all $t$.

It is easy to show that $c_{h}$ is solution of the initial value problem (15), (16) if and only if $c_{h}$ satisfies

$$
\begin{align*}
& \frac{d c_{h}}{d t}(t)-D_{x}^{*}\left(a\left(M_{h} c_{h}(t)\right) D_{-x} c_{h}(t)\right)=\int_{0}^{t} k_{e r}(t-s) D_{x}^{*}\left(d\left(M_{h} c_{h}(s)\right) D_{-x} c_{h}(s)\right) d s+f_{h}(t)  \tag{17}\\
& \text { in } I_{h}^{\prime}, \\
& c_{h}(t)=0 \text { on } \partial I_{h},
\end{align*}
$$

and (16).
In (17) $D_{x}^{*}$ denotes the following finite difference operator

$$
D_{x}^{*} v_{h}\left(x_{i}\right)=\frac{v_{h}\left(x_{i+1}\right)-v_{h}\left(x_{i}\right)}{h_{i+\frac{1}{2}}}, i=1, \ldots, N-1, v_{h} \in \mathbb{W}_{h}
$$

The local existence and uniqueness of the solution of the initial value problem (15), (16) or equivalently (17), (16), can be stated using the results presented, for instance, in [3] or [31]. If $a^{\prime}, d^{\prime}$ are continuous in a ball centered in $c_{h}(0)$ and $k_{e r}$ is bounded in a certain bounded time interval, then it can be shown the local existence and uniqueness for the solution of (16), (17) (see [3]).

## 3 Error analysis

Let $\Lambda$ be a sequence of vectors $h=\left(h_{1}, \ldots, h_{N}\right), h_{i}>0, i=1, \ldots, N, \sum_{i=1}^{N} h_{i}=1$, and $h_{\max }=\max _{i=1, \ldots, N} h_{i} \rightarrow 0$.
For $h \in \Lambda$, let $e_{h}(t)=R_{h} c(t)-c_{h}(t)$ be the semi-discretization error induced by (15) and (16) or equivalently (17) and (16). Wheeler introduced in [37] an approach that is based on the following split of $e_{h}(t)$

$$
e_{h}(t)=\rho_{h}(t)+\theta(t)
$$

where $\rho_{h}(t)=R_{h} c(t)-\tilde{c}_{h}(t), \theta(t)=\tilde{c}_{h}(t)-c_{h}(t)$ being $\tilde{c}_{h}(t)$ the solution of an elliptic problem that depends on $t$. In [5] this approach was followed for a linear version of (1) and was proved $\left\|e_{h}(t)\right\|_{h}=O\left(h_{\text {max }}^{2}\right)$ and $\left\|D_{-x} e_{h}(t)\right\|_{h,+}=O\left(h_{\text {max }}^{2}\right)$ under the following smoothness assumption: $c \in$ $H^{1}\left(0, T, H^{3}(0,1)\right) \cap L^{2}\left(0, T, H^{3}(0,1) \cap H_{0}^{1}(0,1)\right)$.

The approach that we follow here was introduced in [24] to study finite difference schemes for the linear version of (17). This approach allows the weakening of the smoothness conditions usually required
when Wheeler's technique is used, namely, the replacement of $c \in H^{1}\left(0, T, H^{3}(0,1)\right) \cap L^{2}\left(0, T, H^{3}(0,1) \cap\right.$ $\left.H_{0}^{1}(0,1)\right)$ by

$$
\begin{equation*}
c \in H^{1}\left(0, T, H^{2}(0,1)\right) \cap L^{2}\left(0, T, H^{3}(0,1) \cap H_{0}^{1}(0,1)\right) . \tag{18}
\end{equation*}
$$

In the convergence analysis we require some smoothness to the solution $c \operatorname{of}(\mathbf{V P})$. We suppose that $c$ verifies (18). We also use the continuous embedding of $H^{1}\left(0, T, H^{2}(0,1)\right)$ into $L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)$ The discrete Poincaré-Friedrich's inequality

$$
\begin{equation*}
\left\|v_{h}\right\|_{h}^{2} \leq\left\|D_{-x} v_{h}\right\|_{h,+}^{2}, v_{h} \in \mathbb{W}_{h, 0} \tag{19}
\end{equation*}
$$

will be used in the proof of Theorem 1. By $\mathscr{C}_{B}^{1}(\mathbb{R})$ we represent the space of bounded continuous real functions with bounded first order derivative.

In the convergence analysis the smoothness of the kernel function $k_{e r}$ has a central role. In fact depending on such smoothness we get error estimates that hold for different classes of problems. Based on this fact and in order to see the influence of the regularity of $k_{e r}$ in the error estimates we separate the error analysis into two cases: non singular and weakly singular kernels.

### 3.1 Square integrable kernels

In this section we assume that $k_{e r} \in L^{2}(0, T)$. Lower smoothness will be imposed in the next section. This assumption can be easily verified in several applications. For instance the mathematical models for drug delivery from polymeric matrices that present a constant relaxation time are described by integrodifferential equations of type (1) where the kernels $k_{e r}$ are of type $k_{e r}(t)=\frac{d}{\tau} e^{-\frac{t}{\tau}}$ (see [27]). Moreover, equation (1) is also used to model diffusion in viscoelastic materials where the relation between stress and strain is described by a Maxwell fluid model, a three parameter solid (Voigt-Kelvin) model or MaxwellWiechert generalized model (see [7]).

Theorem 1. Let c be a solution of (VP), such that c satisfies (18), and let $c_{h}$ be the approximation defined by (15). If $a, d \in \mathscr{C}_{B}^{1}(\mathbb{R}), 0<a_{0} \leq a$, and $k_{e r} \in L^{2}(0, T)$, then there exist positive constants $C_{1}$ and $C_{2}$ depending on the coefficient functions $a, d$ and on the kernel $k_{\text {er }}$ such that

$$
\begin{equation*}
\left\|e_{h}(t)\right\|_{h}^{2}+\int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq C_{2} h_{\max }^{4} e^{C_{1}\left(1+\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) t} \int_{0}^{t} T_{h}(s) d s \tag{20}
\end{equation*}
$$

where

$$
\begin{align*}
T_{h}(t) & =\left\|\frac{d c}{d t}(t)\right\|_{H^{2}(0,1)}^{2}+\left(1+\|c(t)\|_{W^{1, \infty}(0,1)}^{2}\right)\|c(t)\|_{H^{3}(0,1)}^{2}  \tag{21}\\
& +\left(1+\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\|c(s)\|_{H^{3}(0,1)}^{2} d s
\end{align*}
$$

Proof. From (15), it follows that $e_{h}(t)$ satisfies

$$
\begin{align*}
\left(\frac{d e_{h}}{d t}(t), w_{h}\right)_{h}= & \left(R_{h} \frac{d c}{d t}(t), w_{h}\right)_{h}+\left(a\left(M_{h} c_{h}(t)\right) D_{-x} c_{h}(t), D_{-x} w_{h}\right)_{h,+} \\
& +\int_{0}^{t} k_{e r}(t-s)\left(d\left(M_{h} c_{h}(s)\right) D_{-x} c_{h}(s), D_{-x} w_{h}\right)_{h,+} d s \\
& -\left(f_{h}(t), w_{h}\right)_{h}, w_{h} \in \mathbb{W}_{h, 0} . \tag{22}
\end{align*}
$$

We fix in (22) $w_{h}=e_{h}(t)$. We have

$$
\begin{align*}
\left(f_{h}(t), e_{h}(t)\right)_{h}= & \left(\left(\frac{d c}{d t}\right)_{h}(t), e_{h}(t)\right)_{h}-\left(\left(\frac{\partial}{\partial x}\left(a(c(t)) \frac{\partial c}{\partial x}(t)\right)\right)_{h}, e_{h}(t)\right)_{h}  \tag{23}\\
& -\left(\int_{0}^{t} k_{e r}(t-s)\left(\frac{\partial}{\partial x}\left(d(c(s)) \frac{\partial c}{\partial x}(s)\right)\right)_{h} d s, e_{h}(t)\right)_{h},
\end{align*}
$$

where $\left(\frac{d c}{d t}\right)_{h}(t),\left(\frac{\partial}{\partial x}\left(a(c(t)) \frac{\partial c}{\partial x}(t)\right)\right)_{h}$ and $\left(\frac{\partial}{\partial x}\left(d(c(s)) \frac{\partial c}{\partial x}(s)\right)\right)_{h}$ are defined by (12) with $g$ replaced by $\frac{d c}{d t}(t), \frac{\partial}{\partial x}\left(a(c(t)) \frac{\partial c}{\partial x}(t)\right)$ and $\frac{\partial}{\partial x}\left(d(c(s)) \frac{\partial c}{\partial x}(s)\right)$, respectively.
Using integration in the third and fourth terms of the right hand side of (23), followed by summation by parts, it is easy to show that

$$
\begin{equation*}
\left(\left(\frac{\partial}{\partial x}\left(a(c(t)) \frac{\partial c}{\partial x}(t)\right)\right)_{h}, e_{h}(t)\right)_{h}=-\left(a\left(\hat{M}_{h} c(t)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(t), D_{-x} e_{h}(t)\right)_{h,+} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial x}\left(d(c(s)) \frac{\partial c}{\partial x}(s)\right)\right)_{h}, e_{h}(t)\right)_{h}=-\left(d\left(\hat{M}_{h} c(s)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(s), D_{-x} e_{h}(t)\right)_{h,+} \tag{25}
\end{equation*}
$$

where $\hat{M}_{h} g\left(x_{i}\right)=g\left(x_{i-\frac{1}{2}}\right), i=1, \ldots, N$.
From (22) with $w_{h}=e_{h}(t)$, (23)-(25) we deduce

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|e_{h}(t)\right\|_{h}^{2}=T_{a}(t)+T_{i n t}(t)+\sum_{p=1}^{3} Z_{p}(t) \tag{26}
\end{equation*}
$$

where

$$
\begin{gathered}
T_{a}(t)=\left(a\left(M_{h} c_{h}(t)\right) D_{-x} c_{h}(t), D_{-x} e_{h}(t)\right)_{h,+}-\left(a\left(M_{h} c(t)\right) D_{-x} R_{h} c(t), D_{-x} e_{h}(t)\right)_{h,+}, \\
T_{i n t}(t)=\int_{0}^{t} k_{e r}(t-s)\left(d\left(M_{h} c_{h}(s)\right) D_{-x} c_{h}(s)-d\left(M_{h} c(s)\right) D_{-x} R_{h} c(s), D_{-x} e_{h}(t)\right)_{h,+} d s, \\
Z_{1}(t)=\left(R_{h} \frac{d c}{d t}(t)-\left(\frac{d c}{d t}\right)_{h}(t), e_{h}(t)\right)_{h}, \\
Z_{2}(t)=\left(a\left(M_{h} c(t)\right) D_{-x} R_{h} c(t)-a\left(\hat{M}_{h} c(t)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(t), D_{-x} e_{h}(t)\right)_{h,+},
\end{gathered}
$$

and

$$
Z_{3}(t)=\int_{0}^{t} k_{e r}(t-s)\left(d\left(M_{h} c(s)\right) D_{-x} R_{h} c(s)-d\left(\hat{M}_{h} c(t)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(s), D_{-x} e_{h}(t)\right)_{h,+} d s
$$

We estimate separately the previous terms.

1. Estimate for $T_{a}(t)$ :

We have

$$
\begin{aligned}
T_{a}(t) & =\left(a\left(M_{h} c_{h}(t)\right) D_{-x} e_{h}(t), D_{-x} e_{h}(t)\right)_{h,+} \\
& +\left(\left(a\left(M_{h} c_{h}(t)\right)-a\left(M_{h} c(t)\right)\right) D_{-x} R_{h} c(t), D_{-x} e_{h}(t)\right)_{h,+}
\end{aligned}
$$

consequently, as $a \geq a_{0}>0$, we obtain

$$
\begin{equation*}
T_{a}(t) \leq-a_{0}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}+\frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{0}^{2}}\left\|D_{-x} R_{h} c\right\|_{h,+}^{2}\left\|e_{h}(t)\right\|_{h}^{2}+\varepsilon_{0}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2} \tag{27}
\end{equation*}
$$

where $\left|a^{\prime}\right| \leq a_{b}^{\prime}$ in $\mathbb{R}$ and $\varepsilon_{0} \neq 0$ is an arbitrary constant.
From (27) we conclude

$$
\begin{equation*}
T_{a}(t) \leq\left(-a_{0}+\varepsilon_{0}^{2}\right)\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}+\frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{0}^{2}}\|c(t)\|_{W^{1, \infty}(0,1)}\left\|e_{h}(t)\right\|_{h}^{2} \tag{28}
\end{equation*}
$$

2. Estimate for $T_{\text {int }}(t)$ :

As $d \in \mathscr{C}_{B}^{1}(\mathbb{R})$, following the procedure used to deduce (28), it can be shown that

$$
\begin{align*}
\left|T_{\text {int }}(t)\right| \leq & d_{b} \int_{0}^{t}\left|k_{e r}(t-s)\right|\left\|D_{-x} e_{h}(s)\right\|_{h,+} d s\left\|D_{-x} e_{h}(t)\right\|_{h,+}  \tag{29}\\
& +d_{b}^{\prime} \int_{0}^{t}\left|k_{e r}(t-s)\right|\left\|D_{-x} R_{h} c(s)\right\|_{h,+}\left\|e_{h}(s)\right\|_{h} d s\left\|D_{-x} e_{h}(t)\right\|_{h,+}
\end{align*}
$$

and then, using the discrete Poincaré-Friedrichs inequality, we establish

$$
\begin{align*}
\left|T_{\text {int }}(t)\right| \leq & \frac{1}{4 \varepsilon_{1}^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s  \tag{30}\\
& +2 \varepsilon_{1}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}
\end{align*}
$$

where $k=\left\|k_{e r}\right\|_{L^{2}(0, T)}^{2},\left|d^{\prime}\right| \leq d_{b}^{\prime}$ in $\mathbb{R}$ and $\varepsilon_{1} \neq 0$ is an arbitrary constant.
3. Estimate for $Z_{1}(t)$ :

It can be shown that for $Z_{1}$ holds

$$
\left|Z_{1}(t)\right| \leq C_{Z_{1}} h_{\max }^{2}\left\|\frac{d c}{d t}(t)\right\|_{H^{2}(0,1)}\left\|D_{-x} e_{h}(t)\right\|_{h,+}
$$

where $C_{Z_{1}}$ is a positive constant (see [4]). Consequently we have

$$
\begin{equation*}
\left|Z_{1}(t)\right| \leq \frac{1}{4 \varepsilon_{2}^{2}} C_{Z_{1}}^{2} h_{\max }^{4}\left\|\frac{d c}{d t}(t)\right\|_{H^{2}(0,1)}^{2}+\varepsilon_{2}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2} \tag{31}
\end{equation*}
$$

where $\varepsilon_{2} \neq 0$ is an arbitrary constant.
4. Estimate for $Z_{2}(t)$ :

For $Z_{2}$ holds the representation

$$
Z_{2}(t)=Z_{2,1}(t)+Z_{2,2}(t)
$$

with

$$
Z_{2,1}(t)=\left(a\left(\hat{M}_{h} c(t)\right)\left(D_{-x} R_{h} c(t)-\hat{M}_{h} \frac{\partial c}{\partial x}(t)\right), D_{-x} e_{h}(t)\right)_{h,+}
$$

and

$$
Z_{2,2}(t)=\left(\left(a\left(M_{h} c(t)\right)-a\left(\hat{M}_{h} c(t)\right)\right) D_{-x} R_{h} c(t), D_{-x} e_{h}(t)\right)_{h,+} .
$$

To estimate $Z_{2,1}(t)$ we remak that

$$
Z_{2,1}(t)=\left(a\left(\hat{M}_{h} c(t)\right) \lambda(g), D_{-x} e_{h}(t)\right)_{h,+},
$$

with $g(\xi)=c\left(x_{i-1}+\xi h_{i}, t\right)$ and

$$
\lambda(g)=\frac{1}{h_{i}}\left(g(1)-g(0)-g^{\prime}\left(\frac{1}{2}\right)\right) .
$$

Applying the Bramble-Hilbert lemma ([6]) to estimate $\lambda(g)$ we obtain

$$
|\lambda(g)| \leq C_{Z_{2,1}} h_{i}\left|\frac{\partial^{3} c}{\partial x^{3}}(t)\right|_{L^{1}\left(x_{i-1}, x_{i}\right)},
$$

where $C_{Z_{2,1}}$ is a positive constant. The last estimate leads to

$$
\begin{equation*}
\left|Z_{2,1}(t)\right| \leq a_{b} C_{Z_{2,1}} h_{\text {max }}^{2}|c(t)|_{H^{3}(0,1)}\left\|D_{-x} e_{h}(t)\right\|_{h,+}, \tag{32}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left|Z_{2,1}(t)\right| \leq \frac{a_{b}^{2} C_{Z_{2,1}}^{2}}{4 \varepsilon_{3}^{2}} h_{\max }^{4}|c(t)|_{H^{3}(0,1)}^{2}+\varepsilon_{3}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}, \tag{33}
\end{equation*}
$$

where $a \leq a_{b}$ in $\mathbb{R}$ and $\varepsilon_{3} \neq 0$ is an arbitrary constant.
To estimate $Z_{2,2}(t)$ we consider

$$
\lambda(g)=\frac{1}{2}(g(1)+g(0))-g\left(\frac{1}{2}\right),
$$

with $g(\xi)=c\left(x_{i-1}+\xi h_{i}, t\right)$. Applying the Bramble-Hilbert lemma to estimate $\lambda(g)$ we obtain

$$
|\lambda(g)| \leq C_{Z_{2,2}} h_{i}\left|\frac{\partial^{2} c}{\partial x^{2}}(t)\right|_{L^{1}\left(x_{i-1}, x_{i}\right)},
$$

where $C_{Z_{2,2}}$ is a positive constant. Then

$$
\begin{equation*}
\left|Z_{2,2}(t)\right| \leq a_{b}^{\prime} C_{Z_{2,2}} h_{\text {max }}^{2}\left\|D_{-x} R_{h} c(t)\right\|_{h,+}|c(t)|_{H^{2}(0,1)}\left\|D_{-x} e_{h}(t)\right\|_{h,+}, \tag{34}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left|Z_{2,2}(t)\right| \leq \frac{\left(a_{b}^{\prime}\right)^{2} C_{Z_{2,2}}^{2}}{4 \varepsilon_{4}^{2}} h_{\max }^{4}\|c(t)\|_{W^{1, \infty}(0,1)}^{2}|c(t)|_{H^{2}(0,1)}^{2}+\varepsilon_{4}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}, \tag{35}
\end{equation*}
$$

where $\left|a^{\prime}\right| \leq a_{b}^{\prime}$ in $\mathbb{R}$ and $\varepsilon_{4} \neq 0$ is an arbitrary constant.
Then from (33) and (35), there exists a positive constant $C_{Z_{2}}$ such that

$$
\begin{align*}
\left|Z_{2}(t)\right| \leq & C_{Z_{2}} h_{\max }^{4}\left(\frac{a_{b}^{2}}{4 \varepsilon_{3}^{2}}\|c(t)\|_{H^{3}(0,1)}^{2}+\frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{4}^{2}}\|c(t)\|_{W^{1, \infty}(0,1)}^{2}\|c(t)\|_{H^{2}(0,1)}^{2}\right)  \tag{36}\\
& +\left(\varepsilon_{3}^{2}+\varepsilon_{4}^{2}\right)\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

5. Estimate for $Z_{3}(t)$ :

Following the steps used to estimate $Z_{2}(t)$ it can be shown that

$$
\begin{align*}
\left|Z_{3}(t)\right| & \leq \int_{0}^{t}\left|k_{e r}(t-s)\right| d_{b} C_{Z_{3,1}} h_{\max }^{2}|c(s)|_{H^{3}(0,1)} d s\left\|D_{-x} e_{h}(t)\right\|_{h,+}  \tag{37}\\
& +\int_{0}^{t}\left|k_{e r}(t-s)\right| d_{b}^{\prime} C_{Z_{3,2}} h_{\max }^{2}|c(s)|_{H^{2}(0,1)}\left\|D_{-x} R_{h} c(s)\right\|_{h,+} d s\left\|D_{-x} e_{h}(t)\right\|_{h,+}
\end{align*}
$$

where $|d| \leq d_{b}$ and $\left|d^{\prime}\right| \leq d_{b}^{\prime}$ in $\mathbb{R}$.
As $k_{e r} \in L^{2}(0, T)$, from (37) we get

$$
\begin{align*}
\left|Z_{3}(t)\right| & \leq h_{\max }^{4} \frac{1}{4 \varepsilon_{5}^{2}} k C_{Z_{3}}\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\|c(s)\|_{H^{3}(0,1)}^{2} d s  \tag{38}\\
& +2 \varepsilon_{5}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{5} \neq 0$ is an arbitrary constant.
Considering in (28)-(38) $\varepsilon_{i}=\varepsilon, i=0, \ldots, 5$, and taking in (26) these upper bounds we obtain

$$
\begin{align*}
\frac{d}{d t}\left\|e_{h}(t)\right\|_{h}^{2} & +2\left(a_{0}-8 \varepsilon^{2}\right)\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2} \leq \frac{\left(a_{b}^{\prime}\right)^{2}}{2 \varepsilon^{2}}\|c(t)\|_{W^{1, \infty}(0,1)}^{2}\left\|e_{h}(t)\right\|_{h}^{2} \\
& +\frac{1}{2 \varepsilon^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2} d s  \tag{39}\\
& +h_{\max }^{4} \frac{1}{2 \varepsilon^{2}} C_{T} T_{h}(t)
\end{align*}
$$

where $T_{h}(t)$ is defined by (21) and $C_{T}$ is given by

$$
C_{T}=\max \left\{C_{Z_{1}}^{2}, a_{b}^{2} C_{Z_{2}},\left(a_{b}^{\prime}\right)^{2} C_{Z_{2}}, k d_{b}^{2} C_{Z_{3}}, k\left(d_{b}^{\prime}\right)^{2} C_{Z_{3}}\right\}
$$

Inequality (39) leads to

$$
\begin{align*}
\left\|e_{h}(t)\right\|_{h}^{2} & +2\left(a_{0}-8 \varepsilon^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq \frac{\left(a_{b}^{\prime}\right)^{2}}{2 \varepsilon^{2}} \int_{0}^{t}\|c(s)\|_{W^{1, \infty}(0,1)}^{2}\left\|e_{h}(s)\right\|_{h}^{2} d s \\
& +\frac{1}{2 \varepsilon^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t} \int_{0}^{s}\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d \mu d s  \tag{40}\\
& +h_{\max }^{4} \frac{1}{2 \varepsilon^{2}} C_{T} \int_{0}^{t} T_{h}(s) d s
\end{align*}
$$

that implies

$$
\begin{align*}
& \left\|e_{h}(t)\right\|_{h}^{2}+\int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq \frac{\left(a_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}}{2 \varepsilon^{2} \min \left\{1,2\left(a_{0}-8 \varepsilon^{2}\right)\right\}} \int_{0}^{t}\left\|e_{h}(s)\right\|_{h}^{2} d s \\
& +\frac{1}{2 \varepsilon^{2} \min \left\{1,2\left(a_{0}-8 \varepsilon^{2}\right)\right\}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t} \int_{0}^{s}\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d \mu d s  \tag{41}\\
& +h_{\max }^{4} \frac{1}{2 \varepsilon^{2} \min \left\{1,2\left(a_{0}-8 \varepsilon^{2}\right)\right\}} C_{T} \int_{0}^{t} T_{h}(s) d s
\end{align*}
$$

when $\varepsilon$ is fixed by

$$
\begin{equation*}
a_{0}-8 \varepsilon^{2}>0 \tag{42}
\end{equation*}
$$

From (41) we conclude that there exist positive constants $C_{1}$ and $C_{2}$ depending on the coefficients functions $a$ and $d$ and on the kernel function $k_{e r}$ such that

$$
\begin{align*}
\left\|e_{h}(t)\right\|_{h}^{2} & +\int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq \\
& C_{1}\left(1+\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left(\left\|e_{h}(s)\right\|_{h}^{2}+\int_{0}^{s}\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d \mu\right) d s  \tag{43}\\
& +C_{2} h_{\max }^{4} \int_{0}^{t} T_{h}(s) d s .
\end{align*}
$$

Finally the application of the Gronwall lemma leads to (20).

In the upper bound (20), we have an exponential amplification factor $e^{\Theta t}$ where $\Theta=C_{1}(1+$ $\left.\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right)$. In certain situations this amplification factor can be reduced to the unity by considering more strict conditions on the coefficients.

### 3.2 General weakly singular kernels

In what follows we replace the smoothness assumption $k_{e r} \in L^{2}(0, T)$ by the following weaker condition $k_{e r} \in L^{1}(0, T)$. However, as will see, such a replacement implies a restriction in the class of problems that allow us to obtain the accuracy of the semi-discrete approximation $c_{h}(t)$ stated in Theorem 1.
In the proof of Theorem 1, the assumption $k_{e r} \in L^{2}(0, T)$ was used in the establishment of the upper bounds for $T_{i n t}(t)$ and and for $Z_{3}(t)$, respectively, (30) and (38). In what follows we get new estimates for these two terms assuming $k_{e r} \in L^{1}(0, T)$.

- Estimate for $T_{i n t}(t)$ :

From (29) we obtain

$$
\begin{align*}
\left|T_{i n t}(t)\right| \leq & \frac{1}{4 \varepsilon_{1}^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left|k_{e r}(t-s)\right|\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s  \tag{44}\\
& +2 \varepsilon_{1}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}
\end{align*}
$$

where $k=\left\|k_{e r}\right\|_{L^{1}(0, T)}^{2}$.

- Estimate for $Z_{3}(t)$ :

It can be shown that for $Z_{3}(t)$ holds the following

$$
\begin{align*}
\left|Z_{3}(t)\right| & \leq h_{\max }^{4} \frac{1}{4 \varepsilon_{5}^{2}} k C_{Z_{3}}\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left|k_{e r}(t-s)\right|\|c(s)\|_{H^{3}(0,1)}^{2} d s  \tag{45}\\
& +2 \varepsilon_{5}^{2}\left\|D_{-x} e_{h}(t)\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{5} \neq 0$ is an arbitrary constant.

Following the proof of Theorem 1, we obtain

$$
\begin{align*}
\left\|e_{h}(t)\right\|_{h}^{2} & +2\left(a_{0}-8 \varepsilon^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq \frac{\left(a_{b}^{\prime}\right)^{2}}{2 \varepsilon^{2}} \int_{0}^{t}\|c(s)\|_{W^{1, \infty}(0,1)}^{2}\left\|e_{h}(s)\right\|_{h}^{2} d s \\
& \left.+\frac{1}{2 \varepsilon^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t} \int_{0}^{s} \right\rvert\, k_{e r}(s-\mu)\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d \mu d s  \tag{46}\\
& +h_{\max }^{4} \frac{1}{2 \varepsilon^{2}} C_{T} \int_{0}^{t} T_{h}(s) d s
\end{align*}
$$

that replaces (40). In (46) $T_{h}(s)$ is defined now by

$$
\begin{align*}
T_{h}(t) & =\left\|\frac{d c}{d t}(t)\right\|_{H^{2}(0,1)}^{2}+\left(1+\|c(t)\|_{W^{1, \infty}(0,1)}^{2}\right)\|c(t)\|_{H^{3}(0,1)}^{2}  \tag{47}\\
& +\left(1+\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left|k_{e r}(t-s)\right|\|c(s)\|_{H^{3}(0,1)}^{2} d s
\end{align*}
$$

As inequality (46) is equivalent to

$$
\begin{aligned}
\left\|e_{h}(t)\right\|_{h}^{2} & +2\left(a_{0}-8 \varepsilon^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq \frac{\left(a_{b}^{\prime}\right)^{2}}{2 \varepsilon^{2}} \int_{0}^{t}\|c(s)\|_{W^{1, \infty}(0,1)}^{2}\left\|e_{h}(s)\right\|_{h}^{2} d s \\
& +\frac{1}{2 \varepsilon^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t} \int_{\mu}^{t}\left|k_{e r}(s-\mu)\right|\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d s d \mu \\
& +h_{\max }^{4} \frac{1}{2 \varepsilon^{2}} C_{T} \int_{0}^{t} T_{h}(s) d s
\end{aligned}
$$

we get

$$
\begin{align*}
\left\|e_{h}(t)\right\|_{h}^{2} & +2\left(a_{0}-8 \varepsilon^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq h_{\max }^{4} \frac{1}{2 \varepsilon^{2}} C_{T} \int_{0}^{t} T_{h}(s) d s  \tag{48}\\
& \left.+\frac{1}{2 \varepsilon^{2}}\left(k^{2} d_{b}^{2}+\left(k^{2}\left(d_{b}^{\prime}\right)^{2}\right)+\left(a_{b}^{\prime}\right)^{2}\right)\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t}\left\|D_{-x} e_{h}(\mu)\right\|_{h,+}^{2} d \mu
\end{align*}
$$

Under the following condition

$$
\begin{equation*}
\left.2\left(a_{0}-8 \varepsilon^{2}\right)-\frac{1}{2 \varepsilon^{2}}\left(k^{2} d_{b}^{2}+\left(k^{2}\left(d_{b}^{\prime}\right)^{2}\right)+\left(a_{b}^{\prime}\right)^{2}\right)\|c\|_{L^{\infty}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right)>0 \tag{49}
\end{equation*}
$$

we conclude that

$$
\left\|e_{h}(t)\right\|_{h}^{2}+\int_{0}^{t}\left\|D_{-x} e_{h}(s)\right\|_{h,+}^{2} d s \leq C h_{\max }^{4} \int_{0}^{t} T_{h}(s) d s
$$

for some positive constant $C$.

## 4 An IMEX method

### 4.1 Non singular kernels

To integrate in time an IMEX (implicit-explicit) method will be used. In $[0, T]$ we consider a time $\operatorname{grid} J_{\Delta t}=\left\{t_{n}, n=0,1,2, \ldots, M\right\}$ with $t_{0}=0, t_{M}=T$ and $t_{n}-t_{n-1}=\Delta t$. We use the rectangular rule
to approximate the integral in (1) and the backward finite-difference operator $D_{-t}$ to approximate the first partial derivative with respect to $t$. Then the fully discrete approximation for $c$ at $\left(x_{j}, t_{n}\right), c_{h}^{n}\left(x_{j}\right)$, is defined by the following set of equations

$$
\begin{align*}
D_{-t} c_{h}^{n}\left(x_{j}\right)= & D_{x}^{*}\left(a\left(M_{h} c_{h}^{n-1}\left(x_{j}\right)\right) D_{-x} c_{h}^{n}\left(x_{j}\right)\right)+f\left(x_{j}, t_{n}\right) \\
& +\Delta t \sum_{\ell=0}^{n-1} k_{e r}\left(t_{n}-t_{\ell}\right) D_{x}^{*}\left(d\left(M_{h} c_{h}^{\ell}\left(x_{j}\right)\right) D_{-x} c_{h}^{\ell}\left(x_{j}\right)\right) \\
& j=1, \ldots, N-1 \tag{50}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
c_{h}^{n}\left(x_{0}\right)=c_{h}^{n}\left(x_{N}\right)=0, \text { for } n=1, \ldots, M \tag{51}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
c_{h}^{0}\left(x_{j}\right)=R_{h} c_{0}\left(x_{j}\right), \text { for } j=1, \ldots, N-1 \tag{52}
\end{equation*}
$$

To compute the fully discrete solution at time level $t_{n}$, $c_{h}^{n}$, we need to solve a linear system $A_{h}\left(c_{h}^{n-1}\right) c_{h}^{n}=B$, where $A_{h}\left(c_{h}^{n-1}\right)$ is a tridiagonal matrix. Since the coefficient $a$ is positive, then $A_{h}\left(c_{h}^{n-1}\right)$ is strictly diagonal dominant and consequently $A_{h}\left(c_{H}^{n-1}\right)$ is a M-matrix.
We remark that the previous fully discrete space-time scheme can be written in the following equivalent form

$$
\begin{align*}
& \left(D_{-t} c_{h}^{n}, w_{h}\right)_{h}=-\left(a\left(M_{h} c_{h}^{n-1}\right) D_{-x} c_{h}^{n}, D_{-x} w_{h}\right)_{h,+}+\left(f_{h}\left(t_{n}\right), w_{h}\right)_{h} \\
& -\Delta t \sum_{\ell=0}^{n-1} k_{e r}\left(t_{n}-t_{\ell}\right)\left(d\left(M_{h} c_{h}^{\ell}\right) D_{-x} c_{h}^{\ell}, D_{-x} w_{h}\right)_{h,+}, n=1, \ldots, M \tag{53}
\end{align*}
$$

for all $w_{h} \in \mathbb{W}_{h, 0}$, with the initial condition (52).
Let $c$ be a solution of (1), (2), (3) and let $e_{h}^{n}=R_{h} c\left(t_{n}\right)-c_{h}^{n}, n=0, \ldots, M$, be the global error. As the integral term was discretized using the rectangular grid, in order to obtain an estimate for $e_{h}^{n}$ we need to replace the assumption $k_{e r} \in L^{2}(0, T)$ by the following one

$$
\begin{equation*}
k_{e r} \in H^{1}(0, T) \tag{54}
\end{equation*}
$$

Theorem 2. Let $c \in \mathscr{C}\left([0, T], H^{3}(0,1) \cap H_{0}^{1}(0,1)\right) \cap \mathscr{C}^{1}\left([0, T], H^{2}(0,1)\right)$ be the solution of $(\mathbf{V P})$ and let $c_{h}^{n}$ be its approximation defined by (50). If $a, d \in \mathscr{C}_{B}^{1}(\mathbb{R}), 0<a_{0} \leq a$, and $k_{e r}$ satisfies (54), then there exists positive constant $C_{T}$ that does not depend on $h, \Delta t$ neither $c$, such that for the fully discrete error $e_{h}^{n}=R_{h} c\left(t_{n}\right)-c_{h}^{n}$ holds the following

$$
\begin{align*}
\left\|e_{h}^{n}\right\|_{h}^{2} & +\Delta t \sum_{\ell=0}^{n}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2} \leq \exp \left(T \frac{\max \left\{\Phi+2 \varepsilon^{2}, \Psi\right\}}{\min \left\{1-\Delta t 2 \varepsilon^{2}, 2\left(a_{0}-12 \varepsilon^{2}\right)\right\}}\right)  \tag{55}\\
& \frac{1}{\min \left\{1-\Delta t 2 \varepsilon^{2}, 2\left(a_{0}-12 \varepsilon^{2}\right)\right\}}\left(\left\|e_{h}^{0}\right\|_{h,+}^{2}+2\left(a_{0}-12 \varepsilon^{2}\right) \Delta t\left\|D_{-x} e_{h}^{0}\right\|_{h,+}^{2}+\Delta t \sum_{\ell=1}^{n} T_{h}^{\ell}\right)
\end{align*}
$$

where $T_{h}^{\ell}$ is given by

$$
\begin{gather*}
T_{h}^{\ell}=C_{T} \frac{1}{2 \varepsilon^{2}}\left(h _ { \operatorname { m a x } } ^ { 4 } \left(\|c\|_{\mathscr{C}^{1}\left([0, T], H^{2}(0,1)\right)}^{2}+\left(a_{b}^{2}+\left(a_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right)\|c\|_{\mathscr{C}\left([0, T], H^{3}(0,1)\right)}^{2}\right.\right. \\
\left.+\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right)\|c\|_{L^{2}\left(0, T, H^{3}(0,1)\right)}^{2}\right)  \tag{56}\\
+\Delta t\left(\left\|R_{h} c\right\|_{H^{2}\left(t_{\ell-1}, t_{\ell}, \mathbb{W}_{h}\right)}^{2}+\left(a_{b}^{\prime}\right)^{2}\left\|R_{h} c\right\|_{H^{1}\left(t_{\ell-1}, t_{\ell}, \mathbb{W}_{h}\right)}^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right) \\
\left.+\Delta t^{2}\left(2 d_{b}^{2}\|c\|_{H^{1}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\left\|R_{h} c\right\|_{H^{1}\left(0, T, \mathbb{W}_{h}\right)}^{2}\right)\right)
\end{gather*}
$$

$\varepsilon$ is such that

$$
\begin{equation*}
a_{0}-12 \varepsilon^{2}>0 \tag{57}
\end{equation*}
$$

and $\Delta t$ is fixed by

$$
\begin{equation*}
1-\Delta t 2 \varepsilon^{2}>0 \tag{58}
\end{equation*}
$$

In (55), $\Phi$ and $\Psi$ are defined by

$$
\begin{gather*}
\Phi=\frac{\left(a_{b}^{\prime}\right)^{2}}{2 \varepsilon^{2}}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}  \tag{59}\\
\Psi=\frac{k}{2 \varepsilon^{2}}\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right) \tag{60}
\end{gather*}
$$

respectively, and $k=T\left\|k_{e r}\right\|_{0, \infty}^{2}$.
Proof. Following the semi-discrete error analysis, it can be shown that

$$
\begin{equation*}
\left(D_{-t} e_{h}^{n}, e_{h}^{n}\right)_{h}=T_{a}^{n}+T_{i n t, d}^{n}+\sum_{p=1}^{3} Z_{p}^{n} \tag{61}
\end{equation*}
$$

where $T_{a}^{n}, T_{i n t, d}^{n}, Z_{p}^{n}, p=1,2,3$, are given by

$$
\begin{gather*}
T_{a}^{n}=\left(a\left(M_{h} c_{h}^{n-1}\right) D_{-x} c_{h}^{n}, D_{-x} e_{h}^{n}\right)_{h,+}-\left(a\left(M_{h} c\left(t_{n-1}\right)\right) D_{-x} R_{h} c\left(t_{n}\right), D_{-x} e_{h}^{n}\right)_{h,+}  \tag{62}\\
T_{i n t, d}^{n}=\Delta t \sum_{\ell=0}^{n-1} k_{e r}\left(t_{n}-t_{\ell}\right)\left(\left(d\left(M_{h} c_{h}^{\ell}\right) D_{-x} c_{h}^{\ell}, D_{-x} e_{h}^{n}\right)_{h,+}-\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right), D_{-x} e_{h}^{n}\right)_{h,+}\right), \\
Z_{1}^{n}=\left(D_{-t} R_{h} c\left(t_{n}\right)-\left(\frac{d c}{d t}\right)_{h}\left(t_{n}\right), e_{h}^{n}\right)_{h}  \tag{63}\\
Z_{2}^{n}=\left(a\left(M_{h} c\left(t_{n-1}\right)\right) D_{-x} R_{h} c\left(t_{n}\right)-a\left(\hat{M}_{h} c\left(t_{n}\right)\right) \hat{M}_{h} \frac{\partial c}{\partial x}\left(t_{n}\right), D_{-x} e_{h}^{n}\right)_{h,+} \tag{64}
\end{gather*}
$$

and

$$
\begin{aligned}
Z_{3}^{n}=\Delta t & \sum_{\ell=0}^{n-1} k_{e r}\left(t_{n}-t_{\ell}\right)\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right), D_{-x} e_{h}^{n}\right)_{h,+} \\
& \quad-\int_{0}^{t_{n}} k_{e r}\left(t_{n}-s\right)\left(d\left(\hat{M}_{h} c(s)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(s), D_{-x} e_{h}^{n}\right)_{h,+} d s
\end{aligned}
$$

We estimate in what follows the introduced quantities:

- Estimate for $T_{a}^{n}$ : Following the proof of estimate (28) it can be shown that

$$
\begin{equation*}
T_{a}^{n} \leq\left(-a_{0}+\varepsilon_{0}^{2}\right)\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}+\frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{0}^{2}}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\left\|e_{h}^{n-1}\right\|_{h}^{2} \tag{65}
\end{equation*}
$$

where $\varepsilon_{0} \neq 0$.

- Estimate for $T_{i n t, d}^{n}$ : Analogously to (44) we have

$$
\begin{align*}
\left|T_{i n t, d}^{n}\right| \leq & \Delta t \frac{1}{4 \varepsilon_{1}^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right) \sum_{\ell=0}^{n-1}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}  \tag{66}\\
& +2 \varepsilon_{1}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{1} \neq 0$.

- Estimate for $Z_{1}^{n}$ : As $Z_{1}^{n}$ admits the representation

$$
Z_{1}^{n}=\left(D_{-t} R_{h} c\left(t_{n}\right)-R_{h} \frac{\partial c}{\partial t}\left(t_{n}\right), e_{h}^{n}\right)_{h}+\left(R_{h} \frac{\partial c}{\partial t}\left(t_{n}\right)-\left(\frac{\partial c}{\partial t}\right)_{h}\left(t_{n}\right), e_{h}^{n}\right)_{h}
$$

we easily get

$$
\begin{align*}
\left|Z_{1}^{n}\right| & \leq C_{Z_{1}}\left(\frac{1}{4 \varepsilon_{2}^{2}} \Delta t\left\|R_{h} c\right\|_{H^{2}\left(t_{n-1}, t_{n}, \mathbb{W}_{h}\right)}^{2}+\frac{1}{4 \varepsilon_{3}^{2}} h_{\max }^{4}\|c\|_{\mathscr{C}^{1}\left([0, T], H^{2}(0,1)\right)}^{2}\right)+\varepsilon_{2}^{2}\left\|e_{h}^{n}\right\|_{h}^{2}  \tag{67}\\
& +\varepsilon_{3}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{2}, \varepsilon_{3} \neq 0$.

- Estimate for $Z_{2}^{n}$ : We split $Z_{2}^{n}$ into $Z_{2}^{n}=Z_{2,1}^{n}+Z_{2,2}^{n}$ where

$$
\begin{equation*}
Z_{2,1}^{n}=\left(a\left(M_{h} c\left(t_{n}\right)\right) D_{-x} R_{h} c\left(t_{n}\right)-a\left(\hat{M}_{h} c\left(t_{n}\right)\right) \hat{M}_{h} \frac{\partial c}{\partial x}\left(t_{n}\right), D_{-x} e_{h}^{n}\right)_{h,+} \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{2,2}^{n}=\left(\left(a\left(M_{h} c\left(t_{n-1}\right)\right)-a\left(M_{h} c\left(t_{n}\right)\right)\right) D_{-x} R_{h} c\left(t_{n}\right), D_{-x} e_{h}^{n}\right)_{h,+} . \tag{69}
\end{equation*}
$$

If follows from (36) that for $Z_{2,1}^{n}$ holds the following

$$
\begin{align*}
\left|Z_{2,1}^{n}\right| \leq & h_{\max }^{4} C_{Z_{2}}\left(\frac{a_{b}^{2}}{4 \varepsilon_{4}^{2}}\|c\|_{\mathscr{C}\left([0, T], H^{3}(0,1)\right)}^{2}+\frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{5}^{2}}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\|c\|_{\mathscr{C}\left([0, T], H^{2}(0,1)\right)}^{2}\right)  \tag{70}\\
& +\left(\varepsilon_{4}^{2}+\varepsilon_{5}^{2}\right)\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{4}, \varepsilon_{5} \neq 0$.
For $Z_{2,2}^{n}$ it can be shown that

$$
\begin{equation*}
\left|Z_{2,2}^{n}\right| \leq \Delta t \frac{\left(a_{b}^{\prime}\right)^{2}}{4 \varepsilon_{6}^{2}}\left\|R_{h} c\right\|_{H^{1}\left(t_{n-1}, t_{n}, \mathbb{W}_{h}\right)}^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}+\varepsilon_{6}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2} \tag{71}
\end{equation*}
$$

where $\varepsilon_{6} \neq 0$.

- Estimate for $Z_{3}^{n}$ : We remark that $Z_{3}^{n}$ admits the decomposition

$$
Z_{3}^{n}=Z_{3,1}^{n}+Z_{3,2}^{n}
$$

with

$$
\begin{equation*}
Z_{3,1}^{n}=\int_{0}^{t_{n}} k_{e r}\left(t_{n}-s\right)\left(d\left(M_{h} c(s)\right) D_{-x} R_{h} c(s)-\left(d\left(\hat{M}_{h} c(s)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(s), D_{-x} e_{h}^{n}\right)_{h,+} d s\right. \tag{72}
\end{equation*}
$$

and

$$
\begin{aligned}
Z_{3,2}^{n} & =\Delta t \sum_{\ell=0}^{n-1} k_{e r}\left(t_{n}-t_{\ell}\right)\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right), D_{-x} e_{h}^{n}\right)_{h,+} \\
& -\int_{0}^{t_{n}} k_{e r}\left(t_{n}-s\right)\left(d\left(M_{h} c(s)\right) D_{-x} R_{h} c(s), D_{-x} e_{h}^{n}\right)_{h,+} d s .
\end{aligned}
$$

Following the proof of the estimate (38), it can be shown that for $Z_{3,1}^{n}$ we have

$$
\begin{align*}
\left|Z_{3,1}^{n}\right| \leq & h_{\max }^{4} C_{Z_{3}} \frac{1}{4 \varepsilon_{7}^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right)\|c\|_{L^{2}\left(0, T, H^{3}(0,1)\right)}^{2}  \tag{73}\\
& +2 \varepsilon_{7}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

with $\varepsilon_{7} \neq 0$.
To obtain an estimate for $Z_{3,2}^{n}$ we remark that this term represents the error of the rectangular rule.Then

$$
\begin{aligned}
\left|Z_{3,2}^{n}\right| \leq & \Delta t d_{b} \int_{0}^{T}\left|k_{e r}^{\prime}\left(t_{n}-s\right)\right|\|c(s)\|_{W^{1, \infty}(0,1)}\left\|D_{-x} e_{h}^{n}\right\|_{h,+} \\
& +\Delta t d_{b}^{\prime} \int_{0}^{T}\left|k_{e r}\left(t_{n}-s\right)\right|\left\|R_{h} \frac{d c}{d t}(s)\right\|_{h}\|c(s)\|_{W^{1, \infty}(0,1)}\left\|D_{-x} e_{h}^{n}\right\|_{h,+} \\
& +\Delta t d_{b} \int_{0}^{T}\left|k_{e r}\left(t_{n}-s\right)\right|\left\|\frac{d c}{d t}(s)\right\|_{W^{1, \infty}(0,1)}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}
\end{aligned}
$$

that leads to

$$
\begin{aligned}
\left|Z_{3,2}^{n}\right| \leq \Delta t^{2} k & \frac{1}{4 \varepsilon_{8}^{2}}\left(d_{b}^{2}\left(\|c\|_{L^{2}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}+\|c\|_{H^{1}\left(0, T, W^{1, \infty}(0,1)\right)}^{2}\right)\right. \\
& \left.+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\left\|R_{h} c\right\|_{H^{1}\left(0, T, \mathbb{W}_{h}\right)}^{2}\right)+3 \varepsilon_{8}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{aligned}
$$

where $\varepsilon_{8} \neq 0$.
Considering in (61) the obtained estimates with $\varepsilon_{i}=\varepsilon, i=0, \ldots, 8$, we deduce

$$
\begin{gather*}
\left\|e_{h}^{n}\right\|_{h}^{2} \quad+2\left(a_{0}-12 \varepsilon^{2}\right) \Delta t\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2} \leq(1+\Delta t \Phi)\left\|e_{h}^{n-1}\right\|_{h}^{2}+2 \varepsilon^{2} \Delta t\left\|e_{h}^{n}\right\|_{h}^{2} \\
\quad+\Delta t^{2} \Psi \sum_{\ell=0}^{n-1}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}+\Delta t T_{h}^{n} \tag{74}
\end{gather*}
$$

where $\Phi$ and $\Psi$ are defined by (59) and (60), respectively, and $T_{h}^{n}$ is given by (56).
From inequality (74) we deduce

$$
\begin{gathered}
\left(1-2 \varepsilon^{2} \Delta t\right)\left\|e_{h}^{n}\right\|_{h}^{2}+2\left(a_{0}-12 \varepsilon^{2}\right) \Delta t \sum_{j=1}^{n}\left\|D_{-x} e_{h}^{j}\right\|_{h,+}^{2} \leq\left\|e_{h}^{0}\right\|_{h}^{2}+\left(\Phi+2 \varepsilon^{2}\right) \Delta t \sum_{j=0}^{n-1}\left\|e_{h}^{j}\right\|_{h}^{2} \\
+\Delta t^{2} \Psi \sum_{j=1}^{n} \sum_{\ell=0}^{j-1}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}+\Delta t \sum_{\ell=1}^{n} T_{h}^{\ell}
\end{gathered}
$$

that can be rewritten in the following equivalent form

$$
\begin{align*}
& \left\|e_{h}^{n}\right\|_{h}^{2}+\Delta t \sum_{\ell=0}^{n}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2} \leq \\
& \frac{\max \left\{\Phi+2 \varepsilon^{2}, \Psi\right\} \Delta t}{\min \left\{1-\Delta t 2 \varepsilon^{2}, 2\left(a_{0}-12 \varepsilon^{2}\right)\right\}} \sum_{j=0}^{n-1}\left(\left\|e_{h}^{j}\right\|_{h}^{2}+\Delta t \sum_{\ell=0}^{j}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}\right)  \tag{75}\\
& +\frac{1}{\min \left\{1-\Delta t 2 \varepsilon^{2}, 2\left(a_{0}-12 \varepsilon^{2}\right)\right\}}\left(\left\|e_{h}^{0}\right\|_{h,+}^{2}+2\left(a_{0}-12 \varepsilon^{2}\right) \Delta t\left\|D_{-x} e_{h}^{0}\right\|_{h,+}^{2}+\Delta t \sum_{\ell=1}^{n} T_{h}^{\ell}\right)
\end{align*}
$$

for $n=1, \ldots, M$, provided that (57) and (58) hold.
Applying a discrete Gronwall lemma, we obtain (55).

We remark that conditions (42) and (58) define un upper bound for $\Delta t$ that depends on the inverse of the lower bound $a_{0}$ for the diffusion coefficient.

As a corollary of Theorem 2 we have the next convergence result.
Corollary 1. Let $c \in \mathscr{C}\left([0, T], H^{3}(0,1) \cap H_{0}^{1}(0,1)\right) \cap \mathscr{C}^{1}\left([0, T], H^{2}(0,1)\right)$ be the solution of $(\mathbf{V P})$ and let $c_{h}^{n}$ be its approximation defined by (50). Under the conditions of Theorem 2 , there exists positive constant $C_{e r}$ that does not depend on $h, \Delta t$ neither $c$, such that $e_{h}^{n}=R_{h} c\left(t_{n}\right)-c_{h}^{n}, n=0, \ldots, M$, satisfies

$$
\begin{equation*}
\left\|e_{h}^{n}\right\|_{h}^{2}+\Delta t \sum_{\ell=0}^{n}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2} \leq C_{e r}\left(h_{\max }^{4}+\Delta t^{2}\right) \tag{76}
\end{equation*}
$$

provided that $\Delta t$ satisfies (58).

### 4.2 Weakly singular kernels

In the previous section the convergence analysis of the IMEX method (50) (or (53)) was established in Corollary 1 under the assumptions (54) for the kernel $k_{e r}$. As in the semi-discrete case, in what follows we establish a new error estimates considering weaker conditions on $k_{e r}$. In order to do that we replace (50) by

$$
\begin{align*}
D_{-t} c_{h}^{n}\left(x_{j}\right)= & D_{x}^{*}\left(a\left(M_{h} c_{h}^{n-1}\left(x_{j}\right)\right) D_{-x} c_{h}^{n}\left(x_{j}\right)\right)+f\left(x_{j}, t_{n}\right) \\
& +\sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}} k_{e r}\left(t_{n}-s\right) d s D_{x}^{*}\left(d\left(M_{h} c_{h}^{\ell}\left(x_{j}\right)\right) D_{-x} c_{h}^{\ell}\left(x_{j}\right)\right) \\
& j=1, \ldots, N-1 \tag{77}
\end{align*}
$$

that is equivalent to

$$
\begin{align*}
& \left(D_{-t} c_{h}^{n}, w_{h}\right)_{h}=-\left(a\left(M_{h} c_{h}^{n-1}\right) D_{-x} c_{h}^{n}, D_{-x} w_{h}\right)_{h,+}+\left(f_{h}\left(t_{n}\right), w_{h}\right)_{h} \\
- & \sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}} k_{e r}\left(t_{n}-s\right) d s\left(d\left(M_{h} c_{h}^{\ell}\right) D_{-x} c_{h}^{\ell}, D_{-x} w_{h}\right)_{h,+}, n=1, \ldots, M \tag{78}
\end{align*}
$$

for all $w_{h} \in \mathbb{W}_{h, 0}$.
In the convergence analysis of method (50) (or (51)) it was assumed conditions (54) for the kernel $k_{e r}$. Following the proof of Theorem 2, for $e_{h}^{n}=R_{h} c\left(t_{n}\right)-c_{h}^{n}, n=0, \ldots, M$, holds (61) where $T_{i n t, d}^{n}$ and $Z_{3}^{n}$ are given by

$$
\begin{aligned}
& T_{i n t, d}^{n}= \\
& \sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}} k_{e r}\left(t_{n}-s\right) d s\left(\left(d\left(M_{h} c_{h}^{\ell}\right) D_{-x} c_{h}^{\ell}, D_{-x} e_{h}^{n}\right)_{h,+}-\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right), D_{-x} e_{h}^{n}\right)_{h,+}\right), \\
& Z_{3}^{n}=\sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}} k_{e r}\left(t_{n}-s\right)\left(\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right)-d\left(\hat{M}_{h} c(s)\right) \hat{M}_{h} \frac{\partial c}{\partial x}(s), D_{-x} e_{h}^{n}\right)_{h,+}\right) d s
\end{aligned}
$$

and $T_{a}^{n}, Z_{1}^{n}$ and $Z_{2}^{n}$, are given by (62), (63) and (64), respectively. For $T_{a}^{n}, Z_{1}^{n}$ the estimates (65) and (67), hold, respectively. The error term $Z_{2}^{n}$ is decomposed into $Z_{2,1}^{n}+Z_{2,2}^{n}$ where $Z_{2,1}^{n}$ and $Z_{2,2}^{n}$ are defined by (68) and (69), respectively. It can be shown that for $Z_{2,1}^{n}$ and $Z_{2,2}^{n}$ the estimates (67) and (71) hold. We estimate now $T_{i n t, d}^{n}$ and $Z_{3}^{n}$.

- Estimate for $T_{\text {int }, d}^{n}$ : It can be shown that

$$
\begin{align*}
\left|T_{i n t, d}^{n}\right| \leq & \frac{1}{4 \varepsilon_{1}^{2}} k\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right) \sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}}\left|k_{e r}\left(t_{n}-s\right)\right| d s\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}  \tag{79}\\
& +2 \varepsilon_{1}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

where $\varepsilon_{1} \neq 0$ and $k=\left\|k_{e r}\right\|_{L^{1}(0, T)}$.

- Estimate for $Z_{3}^{n}$ : Let $Z_{3,1}^{n}$ be defined by (72) and $Z_{3,2}^{n}$ be defined by

$$
\begin{aligned}
& Z_{3,2}^{n}= \\
& \sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}} k_{e r}\left(t_{n}-s\right)\left(d\left(M_{h} c\left(t_{\ell}\right)\right) D_{-x} R_{h} c\left(t_{\ell}\right)-d\left(M_{h} c(s)\right) D_{-x} R_{h} c(s), D_{-x} e_{h}^{n}\right)_{h,+} d s .
\end{aligned}
$$

We have $Z_{3}^{n}=Z_{3,1}^{n}+Z_{3,2}^{n}$ where

$$
\begin{align*}
\left|Z_{3,1}^{n}\right| \leq & h_{\max }^{4} \frac{C_{Z_{3}} k}{4 \varepsilon_{7}^{2}}\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\right) \int_{0}^{t_{n}}\left|k_{e r}\left(t_{n}-s\right)\right| d s\|c\|_{\mathscr{C}\left([0, T] H^{3}(0,1)\right)}^{2}  \tag{80}\\
& +2 \varepsilon_{7}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

with $\varepsilon_{7} \neq 0$ and

$$
\begin{align*}
\left|Z_{3,2}^{n}\right| \leq & \frac{1}{4 \varepsilon_{8}^{2}} k \Delta t \sum_{\ell=0}^{n-1} \int_{t_{\ell}}^{t_{\ell+1}}\left|k_{e r}\left(t_{n}-s\right)\right| d s\left(\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\left\|R_{h} c\right\|_{H^{1}\left(\left[t, t_{\ell+1}\right], \mathbb{W}_{h}\right)}^{2}\right.  \tag{81}\\
& \left.+d_{b}^{2}\|c\|_{H^{1}\left(\left[t, t_{\ell+1}\right], W^{1, \infty}(0,1)\right)}^{2}\right)+2 \varepsilon_{8}^{2}\left\|D_{-x} e_{h}^{n}\right\|_{h,+}^{2}
\end{align*}
$$

with $\varepsilon_{8} \neq 0$.
As in the proof of Theorem 2, it can be shown that $e_{h}^{n}$ satisfies

$$
\begin{gather*}
\left(1-2 \varepsilon^{2} \Delta t\right)\left\|e_{h}^{n}\right\|_{h}^{2}+2\left(a_{0}-11 \varepsilon^{2}\right) \Delta t \sum_{j=1}^{n}\left\|D_{-x} e_{h}^{j}\right\|_{h,+}^{2} \leq\left\|e_{h}^{0}\right\|_{h}^{2}+\left(\Phi+2 \varepsilon^{2}\right) \Delta t \sum_{j=0}^{n-1}\left\|e_{h}^{j}\right\|_{h}^{2} \\
+\Delta t \Psi \sum_{j=1}^{n} \sum_{\ell=0}^{j-1} \int_{t_{\ell}}^{t_{\ell+1}}\left|k_{e r}\left(t_{j}-s\right)\right| d s\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}+\Delta t \sum_{j=1}^{n} T_{h}^{j} \tag{82}
\end{gather*}
$$

where $\Phi$ and $\Psi$ are defined by (59) and (60), respectively, with $k=\left\|k_{e r}\right\|_{L^{1}(0, T)}$ and $T_{h}^{\ell}$ is given now by

$$
\begin{align*}
& T_{h}^{j}=C_{T} \frac{1}{2 \varepsilon^{2}} \quad(\Delta t\left(\left\|R_{h} c\right\|_{H^{2}\left(t_{j-1}, t_{j}, \mathbb{W}_{h}\right)}^{2}+a_{b}^{2}\left\|R_{h} c\right\|_{H^{1}\left(t_{j-1}, t_{j}, \mathbb{W}_{h}\right)}^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1}, \infty\right.}^{2}(0,1)\right) \\
&+ k \sum_{\ell=0}^{j-1} \int_{t_{\ell}}^{t_{t+1}}\left|k_{e r}\left(t_{j}-s\right)\right| d s\left(d_{b}^{2}\|c\|_{H^{1}\left(\left[t_{t}, t_{t+1}\right], W^{1, \infty}(0,1)\right)}^{2}\right. \\
&\left.\left.+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)}^{2}\left\|R_{h} c\right\|_{H^{1}\left(\left[t_{t}, t_{t+1]}, W_{h}\right)\right.}^{2}\right)\right)  \tag{83}\\
&+h_{\max }^{4}\left(\|c\|_{\mathscr{C}\left([0, T], H^{2}(0,1)\right)}^{2}+\left(a_{b}^{2}+\left(a_{b}^{\prime}\right)^{2}\|c\|_{\left.\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)\right)}^{2}\right)\|c\|_{\mathscr{C}\left([0, T], H^{3}(0,1)\right)}^{2}\right. \\
&\left.+k^{2}\left(d_{b}^{2}+\left(d_{b}^{\prime}\right)^{2}\|c\|_{\left.\mathscr{C}\left([0, T], W^{1, \infty}(0,1)\right)\right)}^{2}\right)\|c\|_{\left.\left.\mathscr{C}\left([0, T], H^{3}(0,1)\right)\right)\right)}^{2}\right)
\end{align*}
$$

As for $A=\sum_{j=1}^{n} \sum_{\ell=0}^{j-1} \int_{t_{\ell}}^{t_{\ell+1}}\left|k_{e r}\left(t_{j}-s\right)\right| d s\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2}$ we have successively the following

$$
\begin{aligned}
& A=\sum_{\ell=0}^{n-1} \sum_{j=\ell+1}^{n} \int_{t_{\ell}}^{t_{+1}}\left|k_{e r}\left(t_{j}-s\right)\right| d s\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2} \\
&=\sum_{\ell=0}^{n-1} \sum_{j=\ell+1}^{n} \int_{(j-\ell-1) \Delta t}^{(j-\ell) \Delta t}\left|k_{e r}(s)\right| d s\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2} \\
& \leq \quad\left\|k_{e r}\right\|_{L^{1}(0, T)} \sum_{\ell=0}^{n}\left\|D_{-x} e_{h}^{\ell}\right\|_{h,+}^{2},
\end{aligned}
$$

from (82) we deduce

$$
\begin{align*}
\left(1-2 \varepsilon^{2} \Delta t\right)\left\|e_{h}^{n}\right\|_{h}^{2}+ & \left(2\left(a_{0}-11 \varepsilon^{2}\right)-k \Psi\right) \Delta t \sum_{j=0}^{n}\left\|D_{-x} e_{h}^{j}\right\|_{h,+}^{2} \leq\left(\Phi+2 \varepsilon^{2}\right) \Delta t \sum_{j=0}^{n-1}\left\|e_{h}^{j}\right\|_{h}^{2} \\
& +\left\|e_{h}^{0}\right\|_{h}^{2}+2\left(a_{0}-11 \varepsilon^{2}\right) \Delta t\left\|D_{-x} e_{h}^{0}\right\|_{h,+}^{2}+\Delta t \sum_{j=1}^{n} T_{h}^{j} . \tag{84}
\end{align*}
$$

If $\varepsilon$ and $\Delta t$ are such that (58) holds and

$$
\begin{equation*}
2\left(a_{0}-11 \varepsilon^{2}\right)-k \Psi>0, \tag{85}
\end{equation*}
$$

then

$$
\begin{align*}
& \left\|e_{h}^{n}\right\|_{h}^{2}+\Delta t \sum_{j=0}^{n}\left\|D_{-x} e_{h}^{j}\right\|_{h,+}^{2} \leq \\
& \frac{e^{\left(\Phi+2 \varepsilon^{2}\right) T}}{\min \left\{1-2 \varepsilon^{2} \Delta t, 2\left(a_{0}-11 \varepsilon^{2}\right)-k \Psi\right\}}\left(\left\|e_{h}^{0}\right\|_{h}^{2}+2\left(a_{0}-11 \varepsilon^{2}\right) \Delta t\left\|D_{-x} e_{h}^{0}\right\|_{h,+}^{2}+\Delta t \sum_{j=1}^{n} T_{h}^{j}\right) \tag{86}
\end{align*}
$$

The upper bound (86) is established under the condition $k_{e r} \in L^{1}(0, T)$. This upper bound allows us to conclude that for the the error $e_{h}^{n}$ induced by the method (78) estimate (76) holds. While the kernel function presents lower smoothness, the set of conditions on the time step size (58) and (85) are more severe than those imposed for non singular kernels.

## 5 Numerical Simulations

The aim of this section is to illustrate the convergence results obtained in the paper. We start by considering the IMEX method (50) (or (53)) when $k_{e r}$ is a smooth function in the sense that it satisfies condition (54).

Let us consider in (1)-(4)

$$
\begin{equation*}
a(c)=1+c, d(c)=10 c, k_{e r}=e^{-\frac{1}{2} t} \tag{87}
\end{equation*}
$$

and $f$, the initial and boundary conditions selected such that this IBVP has the following solution

$$
\begin{equation*}
c(x, t)=e^{-t}(1-x)(\arctan (\alpha(x-\bar{x}))+\arctan (\alpha \bar{x})), x \in[0,1], t \in[0, T] \tag{88}
\end{equation*}
$$

where $\bar{x} \in(0,1)$. For large values of $\alpha, c$ has an interior-layer in the neighborhood of $x=\bar{x}$ (see [8]).
The numerical approximation $c_{h}$ was obtained with the method (50)-(52) when we consider $\bar{x}=\frac{1}{2}, \alpha=80$, with nonuniform grids in the spatial domain and with an uniform grid in the time domain with $T=0.1$ and $\Delta t=1 \times 10^{-7}$. The initial spatial grid $I_{h}$ was arbitrary and the following grids $I_{h}$ were obtained introducing in $\left[x_{j}, x_{j+1}\right]$ the midpoint.

In Table 1 we present the error

$$
\begin{equation*}
\mathbb{E}_{p}=\max _{n}\left(\left\|e_{h}\left(t_{n}\right)\right\|_{h_{p}}^{2}+\Delta t \sum_{s=1}^{n}\left\|e_{h}(s)\right\|_{1, h_{p}}^{2}\right)^{\frac{1}{2}} \tag{89}
\end{equation*}
$$

and the rate $R_{p}$ defined by

$$
\begin{equation*}
R_{p}=\frac{\ln \left(\mathbb{E}_{p} / \mathbb{E}_{p+1}\right)}{\ln \left(h_{p_{\max }} / h_{p+1_{\max }}\right)} \tag{90}
\end{equation*}
$$

| $N_{p}$ | $h_{p_{\max }}$ | $\mathbb{E}_{p}$ | $R_{p}$ |
| :--- | :--- | :--- | :---: |
| 34 | $4.2514 \times 10^{-2}$ | $2.4837 \times 10^{-2}$ | - |
| 68 | $2.1257 \times 10^{-2}$ | $6.5927 \times 10^{-3}$ | 1.9136 |
| 136 | $1.0628 \times 10^{-2}$ | $1.6906 \times 10^{-3}$ | 1.9633 |
| 272 | $5.3142 \times 10^{-3}$ | $4.2602 \times 10^{-4}$ | 1.9886 |
| 544 | $2.6571 \times 10^{-3}$ | $1.0610 \times 10^{-4}$ | 2.0055 |
| 1088 | $1.3286 \times 10^{-3}$ | $2.6492 \times 10^{-5}$ | 2.0017 |
| 2176 | $6.6428 \times 10^{-4}$ | $6.6132 \times 10^{-6}$ | 2.0021 |
| 4352 | $3.3214 \times 10^{-4}$ | $1.6449 \times 10^{-6}$ | 2.0074 |

Table 1: Convergence order non singular kernels.
We note that the numerical results presented in Table 1 agree with the theoretical results presented in Theorem 1 and Corollary 1 that is $\mathbb{E}_{p}=O\left(h_{\text {max }}^{2}\right)$.

Let us consider now the IMEX method (77) (or (78)) studied when $k_{e r} \in L^{1}(0, T)$. In (1)-(4) we consider

$$
\begin{equation*}
a(c)=10+c, d(c)=2, k_{e r}=\frac{1}{\sqrt{t}}, \tag{91}
\end{equation*}
$$

and $f$, the initial and boundary conditions selected such that this IBVP has the following solution

$$
\begin{equation*}
c(x, t)=t^{2}(1-x)(\arctan (\alpha(x-\bar{x}))+\arctan (\alpha \bar{x})), x \in[0,1], t \in[0, T], \tag{92}
\end{equation*}
$$

where $\bar{x} \in(0,1)$.
Let $\alpha=80$ and $\bar{x}=\frac{1}{2}$, in Table 2 we present the error $\mathbb{E}_{p}$ and the convergence rate $R_{p}$ defined respectively by (89) and (90). We observe that in agreement with (86) we have that $\mathbb{E}_{p}=O\left(h_{\text {max }}^{2}\right)$.

| $N_{p}$ | $h_{p_{\text {max }}}$ | $\mathbb{E}_{p}$ | $R_{p}$ |
| :--- | :--- | :--- | :---: |
| 48 | $3.2407 \times 10^{-2}$ | $1.6811 \times 10^{-2}$ | - |
| 96 | $1.6204 \times 10^{-2}$ | $4.8871 \times 10^{-3}$ | 1.7823 |
| 192 | $8.1019 \times 10^{-3}$ | $1.2970 \times 10^{-3}$ | 1.9138 |
| 384 | $4.0509 \times 10^{-3}$ | $3.3723 \times 10^{-4}$ | 1.9434 |
| 768 | $2.0255 \times 10^{-3}$ | $8.4680 \times 10^{-5}$ | 1.9936 |
| 1536 | $1.0127 \times 10^{-3}$ | $2.1257 \times 10^{-5}$ | 1.9941 |
| 3072 | $5.0637 \times 10^{-4}$ | $5.2172 \times 10^{-6}$ | 2.0266 |

Table 2: Convergence order weakly singular kernels.

## 6 Conclusions

In this paper we propose a finite difference method to solve numerically the IBVP defined by the quasilinear integro-differential equation (1) of Volterra type with Dirichlet boundary conditions. We point out that the non Fickian equation (1) can be used, as previously mentioned, to model a large number of physical situations where Fick's law is not appropriate to describe the mass flux and a delay effect is needed. The finite difference method (17) can be seen as a fully discrete in space piecewise linear finite element method. Methods of this class were studied for elliptic equations for instance in [4] , [15], [16] and [21].

In the main theorems of this paper - Theorem 1 and Theorem 2, we prove that a discrete $L^{2}$ norm of the spatial discretization error and of its discrete gradient are second order convergent with respect to space step size while the spatial truncation error is only of first order with respect to infinity norm for non singular kernels that satisfy conditions (54). The version of these results for kernels $k_{e r} \in L^{1}(0, T)$ are also established. The approach used to prove these results was introduced in [24] for a linear version of (17) and differs from the one usually followed in the literature and which was introduced by Wheeler in [37]. Our approach allows, for the semi-discrete and fully discrete approximations the weakening
of the smoothness conditions usually required when Wheeler's technique is used. In fact, for instance for the semi-discrete approximation we replace $c \in H^{1}\left(0, T, H^{3}(0,1)\right) \cap L^{2}\left(0, T, H^{3}(0,1) \cap H_{0}^{1}(0,1)\right)$ by $c \in H^{1}\left(0, T, H^{2}(0,1)\right) \cap L^{2}\left(0, T, H^{3}(0,1) \cap H_{0}^{1}(0,1)\right)$.

For the sake of simplicity only the one dimensional case was studied, but the techniques here presented can be used to extend the analysis for two dimensional problems.
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