
Telecommunication Systems Journal manuscript No.
(will be inserted by the editor)

An Exact Method for Constructing Minimal Cost/Minimal
SRLG Spanning Trees Over Optical Networks
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Abstract The construction of overlay or broadcast net-

works, based on spanning trees, over WDM optical net-

works, with SRLG information has important applica-

tions in telecommunications. In this paper we propose

a bicriteria optimization model for calculating commu-

nication spanning trees over WDM networks the objec-

tives of which are the minimization of the total num-

ber of different SRLGs of the tree links (seeking to

maximise reliability) and the minimization of the to-

tal bandwidth usage cost. An exact algorithm for gen-

erating the whole set of non-dominated solutions and

methods for selecting a final solution in various decision

environments are put forward. An extensive experimen-

tal study on the application of the model, including

two sets of experiments based on reference transport

network topologies, with random link bandwidth oc-

cupations and with random SRLG assignments to the
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links, is also presented, together with a discussion on

potential advantages of the model.
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1 Introduction and Motivation

1.1 Introduction and Related Works

The construction of overlay networks, that can be

regarded as “logical transport networks” in the sense

defined in [32], namely composed of a fraction of the

links of the underlying network, is of great importance

in various areas of telecommunication network design.

Relevant applications of this concept are peer-to-peer

networks (see e. g. in [27]) and VPNs (Virtual Pri-

vate Networks). Different types of approaches can be

considered for the design of overlay networks, in differ-

ent application environments. Examples of proposals of

this nature are [32] concerning a general overlay struc-

ture or [27], concerning peer-to-peer networks. In any

case the obtained network topologies are normally ei-

ther tree-based or sparse topologies. One common ap-

proach, in this context, is shortest path based rout-

ing, the practical attractiveness of which results from

the features of the OSPF (Open Shortest Path First)

routing protocol and its evolutions. It was shown in

[30] that assuming certain statistical distributions for

the link weights/costs, in certain conditions, the over-

lay network (formed by the union of all shortest path

trees in the underlying network) is a minimum span-

ning tree, i. e. an optimal tree that includes all network

nodes.
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A possible type of design method is the construction

of overlay networks based on minimal cost spanning

trees in the context of a capacity aware QoS routing

method. This type of approach is proposed in [12] for

application to MPLS networks using a bicriteria model,

that uses as metrics to be optimised load balancing cost

and average delay bound, a model that also may be used

for traffic broadcasting in MPLS.

Furthermore, various applications in communication

networks require the calculation of spanning trees, often

designated as broadcast trees such as in video broad-

casting services or data management.

Note that all previously mentioned models consider

a single-layer network representation where the overlay

network or broadcast tree is constructed. A more re-

alistic type of approach, when one seeks to introduce

resilience aspects explicitly in the model, has to take

into account the multilayered nature of telecommuni-

cation networks, such that a single failure at a lower

level often corresponds to multiple failures at an up-

per level. For example, a failure risk may represent a

fibre cut, a card or a software failure at a node, which

may affect more than one link at an upper functional

network layer. These concerns are particularly relevant

when the overlay/broadcast trees are to be calculated

directly over optical networks (physical layer). In this

context it is normally necessary to use the concept of

Shared Risk Link Group (SRLG), that may be defined

as a subset of the functional (or logical) network links

which may be affected by a certain failure risk.

These issues have led to the formulation of models

for obtaining broadcast trees with reliability require-

ments in association with problems of design of reli-

able collective communication structures in the sense

defined in [36]. The concept of collective communica-

tion in optical networks was originally addressed in [2]

and many models, solved by heuristic procedures, spe-

cially concerning multicast trees where only a subset of

network nodes are interconnected, have been proposed.

An overview of contributions on multicast trees with

reliability requirements can be seen in [36].

Concerning the importance and challenges associ-

ated with resilient network design problems of which

our model is a very specific case, reference [29] pro-

vides an analysis of these issues and an identification

of relevant research problems. The author also puts in

evidence the importance of a multilayer network repre-

sentation, in particular crosslayer mapping, in this con-

text. A recent paper [28] proposes a general methodol-

ogy for evaluating network resilience by using a combi-

nation of various techniques, namely topology genera-

tion, analytical simulation and experimental emulation.

A particular model focused on the construction of over-

lay multicast networks, using predefined routing trees,

is presented in [20]. The formulated problem aims at

obtaining maximal throughput with survivability con-

straints associated with the limitation of throughput

losses for single failures in virtual links.

Note that although, from an application point of

view, broadcasting can be seen as a special extension of

multicasting, it is a distinct problem in terms of com-

binatorial optimization and as such, its mathematical

properties can be explored taking into account the na-

ture of the objectives we seek to optimise, as will be

discussed in this paper. Since the focus of our work is

the calculation of broadcast/spanning trees in telecom-

munication networks with reliability/minimal SRLG re-

quirements we will refer to some earlier works more

closely related to the specific issue of reliable broad-

cast trees on optical networks. Several works focussed

on the problem designated as node-protected multicast

tree pair problem(NP-MTP), involving the calculation

of two trees such that at least one of them remains con-

nected in the event of any node or edge failure [17].

Heuristics for solving this type of problem were devel-

oped in [22,34,1]. Concerning the special case of broad-

cast trees for solving the NP-MTP problem, an algo-

rithm for calculating a low cost NP-MTP is given in

[35]. The work by Zhu and Jue [36] proposes a maximal

reliable collective communication model for optical net-

works with SRLG and failure probability information.

The formulated optimization problem is NP-hard and

seeks to obtain a spanning tree which minimises a relia-

bility function. The authors propose ‘a greedy’ heuristic

for solving this problem and provide an experimental

study to analyse its performance in networks with ran-

dom distributions of the SRLGs assigned to the logical

network links, including a comparison with the results

of an Integer Linear Programming formulation of the

problem.

Regarding other telecommunication network opti-

mization models based on spanning trees, reference [14]

compares integer programming directed formulations of

the capacitated minimal spanning tree problem (see

[31]), involving the determination of a rooted span-

ning tree with minimal cost such that each of the sub-

trees of the root node contains at most a given num-

ber of K nodes; this corresponds to a common formu-

lation of the terminal layout problem in local network

design. This work proposes a single flow formulation

of the problem with coupling constraints and analy-

ses its possible advantages. The use of generalized ca-

pacitated trees for formulating the problem of layout

and clustering in local network topology design was

later addressed in [15]; the authors proposed a capac-

itated single-commodity network flow formulation of
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this problem and presented two heuristics for tackling

it, considering LP relaxation. Paper [25] addresses a

load balancing optimization problem concerning a rout-

ing method based on the calculation of multiple span-

ning trees (where one spanning tree is assigned to each

demand), with applications to Ethernet type networks.

A lexicographic optimization formulation of the prob-

lem, considering two load balancing objective functions,

is proposed, and exact methods and heuristics for its

resolution, are described. A model to construct locally

overlay routing structures of ad-hoc wireless networks,

based on a family of distributed algorithms to build

spanning trees on the underlying network, is described

in [21].

In general, multiple routing problems in modern

telecommunication networks involve the calculation of

network sub-graphs, typically paths or trees, satisfy-

ing technical constraints (namely QoS constraints) and

seeking to optimise relevant network performance and/or

cost metrics. Therefore, we think that in many such

problems there are potential advantages in developing

explicitly multicriteria routing approaches, carefully ada-

pted to the envisaged routing framework and the most

relevant network features.

From a methodological point of view the inherent

advantage of multicriteria formulations stems from the

fact that these enable trade-offs among the distinct ob-

jective functions (metrics to be optimised) to be rep-

resented and explored in a mathematically consistent

manner. The resolution of a multicriteria optimization

problem consists of calculating and selecting non-domi-

nated solutions, also known as Pareto optimal solutions.

A non-dominated solution is a feasible solution such

that there is no other feasible solution which can (in

minimization problems) decrease the value of an objec-

tive function without increasing the value of at least

one of the other objective functions. Note that, if the

objective functions are conflicting, usually the so called

ideal optimal solution, which minimises simultaneously

all objective functions, is unfeasible. A resolution ap-

proach is said to be exact if it enables the exact cal-

culation of all non-dominated solutions of the problem.

A review on multicriteria routing models for communi-

cation networks including multicast routing is in [9]. A

survey on multicriteria minimum spanning tree prob-

lems, presenting theoretical results and algorithms, is

in [24]. A review on multicriteria path and tree prob-

lems including a discussing on exact algorithms and ap-

plications is presented by Cĺımaco and Pascoal [10]. A

proposal of a generic conceptual framework for the de-

velopment of consistently multicriteria routing models

in IP/QoS networks is described in [33].

A bicriteria minimum spanning tree routing model

for MPLS/overlay networks is presented in [12]. The

aim of the model is to calculate non-dominated span-

ning trees seeking simultaneously to optimise load cost

and average delay bound, on MPLS networks. An exact

solution to the problem, based on an algorithm in [16]

which is a specialised version, for spanning trees, of the

NISE (Non Inferior Set Estimation) classical approach

in [11], is also described.

1.2 Contributions of the Paper

In this paper we propose a bicriteria model for con-

structing communication spanning trees over optical

WDM networks the objectives of which are the min-

imization of the bandwidth usage of all the tree links

and the minimization of the number of different SRLGs

assigned to all the links. The first objective seeks the

selected links to be the least loaded, ensuring an in-

creased global traffic carrying capability, and it is a

type of metric previously used in single criterion and

multicriteria routing optimization models for point to

point connections over WDM networks such as in [6]

(this model uses a lexicographic approach considering

as metrics to be optimised the path length and conges-

tion as a secondary criterion for path selection) and [13]

(in this explicitly bicriteria model, topological paths

are calculated seeking to optimise simultaneously the

link bandwidth usage cost and the number of hops).

Bicriteria models for routing over WDM networks, as

these, have addressed only point to point routing prob-

lems (unicast routing) and used a single layer network

representation, so that no resilience objectives are in-

cluded. The second objective of the model proposed in

this paper is the minimization of the number of differ-

ent SRLGs of the tree edges, hence seeking to maximise

the reliability of the tree. Note that the minimization

of this objective function alone is the so called ‘cardi-

nality version’ of the reliable collective communication

problem formulated in [36], assuming that all SRLGs

have the same failure probability. Although we don’t

address the more general formulation of “the most re-

liable collective communication problem” involving the

calculation of a spanning tree with maximal reliability

for a general probability distribution of the SRLG fail-

ures, as treated in [36], the cardinality version of this

problem is solved exactly as a by-product of our resolu-

tion procedure as shown in this paper. We developed an

exact resolution approach for the formulated bicriteria

spanning tree problem, based on an extension of the al-

gorithm proposed in [7] for the minimal cost/minimal

label spanning tree problem. Suggestions on possible

applications of minimum label spanning tree problems
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to communication networks were outlined in [4] and

[10]. Note that while the minimal cost spanning tree

problem (MCST) can be solved in polynomial time by

using, for example, the classical algorithms by Kruskal

[19] or by Prim [23], the minimum label spanning tree

problem (which seeks to determine a spanning tree with

the minimal number of different labels, assuming that

each edge of the network is associated with a label) in-

troduced in [5], was proven in this work to be NP-hard.

The algorithm used for solving the proposed bicrite-

ria optimization spanning tree problem is based on an

extension of the one in [7] and enables dealing with

multiple labels (corresponding to SRLGs) per link and

the exact calculation of all non-dominated solutions in

relatively short times for most practical ranges of net-

works, in off-line applications. Note that the addressed

model and the associated bicriteria optimization prob-

lem is not only substantively different but also more

complex, in terms of combinatorial optimization, than

the one addressed in [12] previously mentioned, since

this considers two additive metrics while in our prob-

lem the second metric (number of different SRLGs) is

not only non-additive but also the assignment of the

SRLGs to each link is a multivalued function.

We also present two sets of application experiments

with the proposed model. The first set of experiments

concerns the application of the model to obtain bicri-

teria spanning trees on a virtual network for obtaining

tree-based VPNs, constructed as overlay networks over

realistic transport optical networks described in the re-

port [3]. In these experiments the SRLGs assigned to

the edges of the virtual network reflect the structure

of the underlying optical fibre links so that a two layer

network representation is explicitly defined. In these ex-

periments the link occupancies are randomly generated

according to empirical statistical distributions. In the

second set of experiments we considered virtual net-

works constructed over the reference 14-node US NFS

network, included in [3] and in many resilient routing

studies on optical networks. In these experiments the

SRLGs assigned to the links of the logical network are

randomly generated, considering different distributions

of the SRLGs, defined in terms of the total number

of SRLGs and the mean number of SRLGs per link,

similarly to the experimental study in [36] on reliable

broadcast trees. The experimental results will show that

not only the bicriteria approach is justified, since the

trade-offs between spanning tree costs and number of

SRLGs/tree resilience can be fully analysed and ex-

plored, but also this can be done in relatively short

times compatible with a wide range of application en-

vironments, namely typical national backbone optical

networks.

The major contributions of this work may be sum-

marised as follows:

– proposal and mathematical formulation of a bicrite-

ria optimization model for constructing broadcast/

spanning trees over optical networks with SRLG in-

formation seeking to minimise the bandwidth us-

age cost and the number of different SRLGs (hence

tending to maximise reliability);

– development of an exact algorithmic approach (based

on a previous exact algorithm for the minimal cost/

minimal label spanning tree problem) for generat-

ing the whole set of non-dominated solutions of the

model;

– extensive experimental study involving, on the one

hand the calculation of VPNs using bicriteria span-

ning trees constructed over realistic reference op-

tical networks, considering random link occupancies

and, on the other hand, the calculation of spanning

trees built over a reference transport network, with

random SRLGs assignments; the number of non-

dominated solutions and CPU times in the two sets

of experiments will be presented in order to assess

the applicability and potential advantages of the

model;

– specification of two alternative methods for select-

ing a final trade-off solution, considering either an

interactive procedure or an automated selection pro-

cedure.

Concerning the assumptions underlying the applica-

tion of the model, we consider, as in previous studies in

this area (namely [36]) that: the optical networks are bi-

directional, the communication spanning trees are one-
to-many directional; only single failures may occur at

a given time; wavelength conversion is applied so that

feasible broadcast trees are not limited by wavelength

continuity constraints.

The contents of the paper are as follows. The next

section presents the notation and assumptions of the

model and formulates the bi-criteria spanning tree prob-

lem. Section 3 describes the exact algorithm developed

for calculating the set of non-dominated solutions, after

reviewing the main steps of the algorithm in [7] and its

mathematical foundations. Section 4 has three parts.

The first part describes the experiments regarding the

application of the model to the calculation of VPNs

built over two reference transport networks: the US op-

tical network (with 14 nodes) and the Germany optical

network (with 15 nodes) given in [3], according to cer-

tain rules enabling the virtual links and the associated

SRLGs, corresponding to optical links to be specified,

and for random link occupancies. The second part de-

scribes and discusses the results obtained with virtual
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broadcast networks constructed over the US–NSF net-

work topology, considering various distributions of ran-

dom SRLG assignments to the links and given the link

occupancies. Two alternative methods for selecting a

final solution will be given in the third part of this sec-

tion by considering two application scenarios. Finally

the conclusions of this study will be drawn in the last

section.

2 Model Description

2.1 Notation and Assumptions

Let us consider an undirected network (N ,A) where

N denotes the set of n nodes and A the set of m edges,

defining the logical (or virtual) network topology. Each

edge a ≡ {i, j} connecting the nodes i and j has an

associated bandwidth usage cost depending on the to-

tal capacity Ca of the logical edge (or logical link), ex-

pressed in the total number of wavelengths (λs) in the

associated optical fibre link (s) and on the current num-

ber of the available λs (i. e. non occupied λs) in the link

a, ba.

Let R be a set that represents the risks associated

with failure situations in the physical (or transport)

network that may affect the operational state of the

edges, for example a fibre cut or a card failure. Let

us denote by Ar the set of edges in A which can be

affected by risk r ∈ R. Thence Ar defines the SRLG as-

sociated with r. The set of risks which may affect edge a

is denoted by Ra and can be obtained straightforwardly

from Ar (r = 1, 2, . . . , ‖R‖):
Ra = {r : a ∈ Ar} (1)

We assume that complete SRLG information is given in

the form of {Ar}. This assumes that either an explicit

or an implicit two-layer network representation is given.

In the former case the specification of the mapping of

physical links (and of the corresponding risks of failure

or of failure of the adjacent physical nodes) is given and

enables {Ar} to be obtained. In the latter case an a

priori knowledge of the {Ar} associated with the edges

of the logical network is assumed.

Hereafter, we will designate as logical network with

SRLG information the structure represented mathe-

matically by (N ,A, C,R) where (N ,A) is the logical

network topology, C is the set of edge capacities Ca and

R denotes the set {Ra : a ∈ A}
It is further assumed that only single failures occur

at any given time and that wavelength conversion is

applied so that the availability of a certain number of

wavelengths in any logical link is not limited by wave-

length continuity constraints. In these conditions the

bandwidth usage of an edge may be simply expressed

in terms of ba, the number of λs available in a.

2.2 Bicriteria Model

Now we will describe the bicriteria optimization mo-

del proposed for calculating broadcast trees, defined as

spanning trees in the logical network with SRLG infor-

mation. A spanning tree Γ is specified by a loopless sub-

graph (N ,A′) of (N ,A) with A′ ⊆ A and the SRLGs

associated with the tree edges are defined straightfor-

wardly by the corresponding risk set:

R(Γ ) = {r ∈ R : ∃a∈A′ : a ∈ Ar} (2)

or

R(Γ ) =
⋃
a∈A′

Ra (3)

The first objective function Z1 is expressed in the band-

width usage of the tree edges and the associated cost

coefficient ca, for each edge a, is the inverse of the avail-

able bandwidth, ba, i. e. ca = 1/ba. This type of addi-

tive metric has been used in multiple routing models

in WDM networks and the minimization of the cor-

responding objective function seeks a balanced traffic

distribution throughout the network, hence favouring

the maximisation of the total traffic carried and of the

corresponding expected revenue:

Z1 = c(Γ ) =
∑
a∈A′

ca =
∑
a∈A′

1

ba
(4)

The second objective function Z2 is the number of dif-
ferent SRLGs associated with the tree edges. Since there

is a one to one correspondence between risks and SRLGs

(indeed each risk r specifies the index of the SRLG

Ar), the minimization of the number of SRLGs tends

to maximise the tree reliability and it is exactly equiv-

alent to the maximisation of the tree reliability (i. e.

the probability of none of its edges becoming inopera-

tional due to any risk/failure) if all the risks have equal

probability and are statistically independent.

Therefore the second objective function is:

Z2 = ‖R(Γ )‖ (5)

Let us denote by D, the set of feasible spanning

‘light’ trees, as the set of spanning trees with at least

one free wavelength in all its links:

D = {Γ = (N ,A′) : ba ≥ 1 ∀a ∈ A′} (6)

The bicriteria spanning tree optimization problem P in

(N ,A, C,R) is formulated as:



6 José Craveirinha et al.

Problem P
min
Γ∈D

Z1 =
∑
a∈A′

ca (P1)

min
Γ∈D

Z2 = ‖R(Γ )‖ (P2)

The existence of a one–to–one correspondence be-

tween risks and SRLGs implies that the minimization

problem P2 is equivalent to a minimal label spanning

tree problem, by assigning a label to each risk. There-

fore the resolution of P is equivalent to the resolution of

a minimal cost/ minimal label spanning tree problem.

The exact algorithm by Cĺımaco et al. [7] enables the

resolution of this problem in a network where each edge

is associated with one (and only one) label. Therefore,

and noting that each link of the light tree may be as-

sociated with more than one SRLG, we developed an

extension of this algorithm for dealing with multiple

labels per edge, as described in the next section.

3 Resolution Algorithm

We need an algorithm to generate the set of non-

dominated spanning tree solutions of the formulated

bicriteria problem P. The first objective function is

a classical additive cost function and the second one

consists in the minimization of the number of different

risks/SRLGs associated with the spanning trees. Note

that each arc can include several risks. As noted above

the implemented algorithm is an extension of the algo-

rithm proposed in [7]. Here we present the theoretical

justification as well as the description of the algorithm.

The algorithm in [7] considers just one risk/ label

associated with each arc. Having in mind to avoid a

complicated notation and to facilitate the explanation

of the present algorithm we start by outlining the basis

of the former algorithm [7] and then show that the ex-

tension is straightforward. In fact it is sufficient when

considering an edge in the algorithm to consider all the

different risks associated with it and then follow a pro-

cedure similar to the original one. Let us associate the

risks rmij and a cost cij ≡ ca with each edge a ≡ {i, j}
of the undirected logical network with SRLG informa-

tion (N ,A, C,R) such that rmij is the mth element of

Ra (eq. (1)). The cost of a given spanning tree Γ is

c(Γ ) given by (eq. (4)), while l(Γ ) = ‖R(Γ )‖ represents

the number of distinct risks (or labels) of Γ . We look

for spanning trees Γ that simultaneously minimise c(Γ )

and l(Γ ) in the set of the feasible spanning trees of the

network, D. However, when the two objective functions

are conflicting there is no solution that minimises both

functions simultaneously. Optimality is substituted by

the concept of non-dominance. One solution is non-

dominated if there is no other feasible solution which

improves one objective function without worsening the

other. Given two spanning trees Γ and Γ ′ it is said that

Γ dominates Γ ′, or that Γ ′ is dominated by Γ (Γ d Γ ′)

if and only if c(Γ ) ≤ c(Γ ′) and l(Γ ) ≤ l(Γ ′) and at

least one of the inequalities is strict. Γ ′ is said to be

dominated if and only if there is another spanning tree

Γ such that (Γ d Γ ′) .

Let c∗ and l∗ denote the minimal cost and the mini-

mal number of risks of any spanning tree, respectively.

Let ĉ be the minimal cost of a spanning tree with l∗

risks, which corresponds to the maximal cost associ-

ated with a non-dominated spanning tree. Let l̂ be the

minimal number of risks of a spanning tree with cost

c∗, which corresponds to the maximal number of risks

of a non-dominated spanning tree.

Let us recall a Lemma and a Proposition proved in

[7], for the corresponding bicriteria problem, with only

one label per edge.

Lemma 1 Let Γ , Γ ′ be two spanning trees such that

Γ ′ = Γ − {{x, y}} + {{x′, y′}} {x, y} being a leaving

edge and {x′, y′} an entering edge. Then l(Γ ′) = l(Γ )

or l(Γ ′) = l(Γ )± 1.

Proposition 1 There is at least a non-dominated tree

for any l such that l ∈ [l∗, l̂], except for those l ∈
[l∗, l̂] for which there exists at least a spanning tree with

l2 < l1 dominating all spanning trees with l1 labels. In

this case the best of those spanning trees (with l2 la-

bels) is (or are, in the case of alternative optima) non-

dominated.

From this proposition it is possible to propose a new ap-

proach to calculate non-dominated spanning trees such

that the number of risks k ∈ [l∗, l̂]. Of course, it is

enough to calculate the minimal cost spanning tree cor-

responding to each k ∈ [l∗, l̂] and check whether some

of the obtained solutions are dominated among them.

These solutions have to be eliminated.

We need to extend these results to the case where

several risks rmi,j can be associated with the edge {i, j}.
Of course lemma 1 is no more valid. However propo-

sition 1 can be reformulated in the form of the new

proposition 2 and the Algorithm 2 presented next is

valid.

Proposition 2 There is at least a non-dominated tree

for any l such that l ∈ [l∗, l̂], except for those l1 ∈
[l∗, l̂] for which there is no feasible spanning tree or

for those for which there exists at least a spanning tree

with l2 < l1 dominating all spanning trees with l1 risks.

In this case, the best of those spanning trees (with l2
risks) is (or are, in the case of alternative optima) non-

dominated.
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It is not very interesting to check systematically

whether several spanning trees are alternative non-domi-

nated solutions with the same cost and number of risks,

specially because the computational cost is high and the

added information is not very valuable in most of the

cases. However it is possible in practical applications to

look for some of these solutions in special interesting

cases.

The Algorithm

If there is a non-dominated spanning tree with k

risks, k ∈ [l∗, l̂], then it must be a minimal cost spanning

tree on some subnetwork of the original network where

the set of edges is restricted to have k distinct risks,

otherwise it would have the same number of risks and

worse cost. In order to find the non-dominated solutions

for each number of risks, all the combinations with k out

of the L risks in the network are considered. Then, any

algorithm for finding the minimal cost spanning tree

can be applied on the subnetwork of (N ,A) containing

only the edges with those k risks, as described below.

Again, this is an NP-hard problem itself, although for a

not very large number of distinct network risks, L, this

procedure runs with reasonable execution times, as we

shall see in the next section.

In the following Algorithm 1, which has to be used

by the main algorithm (Algorithm 2) that calculates the

non-dominated spanning trees, minimal cost spanning

trees have to be calculated. This can be achieved in

polynomial time using, for instance, the algorithms by

Kruskal [19] or by Prim [23]. In our implementation we

used the Kruskal algorithm.

Algorithm 1: Algorithm to compute the mini-

mum cost spanning tree with at most k risks

1 BestCost ← +∞
2 for every subset B of {1, . . . , L} with k elements do
3 A′ ← subset of A with all the edges with risks in B
4 Γ ← minimal cost spanning tree in (N ,A′)
5 if c(Γ ) < BestCost and l(Γ ) = k then
6 BestCost ← c(Γ )
7 BestT ← Γ

The hardness of the MLSTP (Minimum Label Span-

ning Tree Problem) makes the value of l∗ to be unknown

in advance. However, since it is easy to obtain l̂, we pro-

pose the minimal cost spanning tree to be computed for

every number of risks combinations, starting from l̂. If

for a given k no spanning tree, with k or fewer risks, is

found, when all k risk subnetworks are examined, this

means the optimal value of l has been found, l∗ = k+1,

and the procedure can be halted, as prescribed in Al-

gorithm 2.

The required algorithm (Algorithm 2) may now be

formulated. In the algorithm TND denotes a set that

contains non-dominated spanning trees.

Algorithm 2: Algorithm to compute non-

dominated spanning trees with minimal

cost/minimal number of risks

1 Γ ← minimal cost spanning tree
2 k ← l(Γ ); TND ← ∅; continue ← True
3 while k ≥ 1 and continue do
4 Γ ← Obtain a minimal cost spanning tree with at

most k risks using Alg. 1
5 If Γ is defined and is not dominated Then
6 TND ← TND ∪ { Γ}
7 Else If no spanning tree was found Then
8 continue ← False

9 k ← l(Γ )− 1

It should be noticed that minimal cost spanning

trees, in a network with L risks, might not include all

these risks. Then, in a case where there exists an op-

timum of the cost in a network, for instance with six

risks, by using just four risks we can avoid the search

for trees with five risks. This enables a potential sim-

plification of the search as provided by the algorithm.

4 Experimental Study

In this section we describe the two sets of exper-

iments on the application of the bicriteria model and

analyse their results.

4.1 Experiments with Tree-Based Overlay Networks

The first set of experiments involves the application

of the model to obtain bicriteria spanning trees on a

logical network, constructed as an overlay network over

two realistic transport networks described in the Re-

port [3]. In these experiments the logical networks were

obtained by considering that the SRLGs assigned to

the logical links reflect the underlying structure of op-

tical fibre links of the physical transport network and

considering randomly generated link occupations, using

three statistical empirical distributions. That is, the as-

signment of SRLGs to the tree edges is deterministic

(defined according to the physical network structure)

and the coefficients ca = 1/ba of the bandwidth usage

cost Z1 of the model are random. We considered, in
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Fig. 1: NSF network [3].

these experiments, only a subset of the transport net-

work nodes so as to simulate the calculation of VPNs

encompassing those nodes.

The first experiments were performed taking as trans-

port network the US network based on a former NSF

network topology (NSFNET – The National Science

Foundation Network, as described in [3]) which has

been used in many studies on routing models. This

network has 14 nodes and 21 optical links (see Fig.

1) (the average node degree is equal to 3) and in our

experiments with the model, the optical link capaci-

ties Ca, in terms of wavelengths, were equal to 160

(Ca = 160λ). The logical network, enabling the simula-

tion of the model application instances, concerning the

construction of VPNs based on spanning trees, com-

prises as node set a subset of the transport network

node set NT , obtained by eliminating three nodes, de-

noted by UT, NE, GA in Fig. 1, i. e. in the test examples

N = NT \ {UT,NE,GA}. This might correspond, for

example, to a VPN of a corporation with branches in

all major cities excepting those three nodes. The log-

ical network edge set and the SRLG assignment were

defined according to the following rules: i) each optical

link directly interconnecting, in the transport network,

two nodes of the logical network, defines an equivalent

logical link the SRLG of which is the corresponding

optical link; ii) every pair of nodes in N , the physical

distance of which is less than or equal to Dmax = 2500

km, is connected by a logical link the SRLGs of which

are specified by the sequence of the physical links of

the corresponding shortest path (in terms of number

of hops) defined in the transport network; iii) an ad-

ditional logical link was introduced between the nodes

CA1 and MI comprising as risks the two physical links

that go through the physical node UT (eliminated in

the logical network).

In this manner the failure risks/SRLGs reflect, in

the defined logical network with SRLG information (N ,
A, C,R), possible failure risks in the transport network

I0 I1 I2 I3
Distr. 1 25% 25% 25% 25%
Distr. 2 70% 15% 10% 5%
Distr. 3 18% 18% 18% 46%

Table 1: Empirical distributions.

links. The resulting logical network has ‖N‖ = 11,

‖A‖ = 26 and ‖R‖ = 21 (the average node degree is

4.73).

The available bandwidths, ba, in the edges of the

logical network are randomly generated in four sets of

values Ii, ∪3i=0Ii = {1, 3, . . . , 157} where it is assumed

that at least 1λ and at most 157λs are available:

Ii = {1 + 2k : k = 20i, . . . , 20(i+ 1)− 1} (i = 0, 1, 2)

I3 = {1 + 2k : k = 60, . . . , 78} (7)

Three empirical statistical distributions for specify-

ing the percentage of values of ba in each interval were

considered as shown in table 1. The first distribution

corresponds to a uniformly loaded network, the second

distribution to a heavily loaded network and the third

to a lightly loaded network. For each distribution 10 dif-

ferent sets {ba} were randomly generated and the cor-

responding instances of the bicriteria problem P were

solved.

The results are shown in table 2, indicating for each

solution the type of the solution, the value of the band-

width usage cost Z1 multiplied by 103, the number of

SRLGs Z2 and the total CPU time for obtaining all

solutions in each instance of the problem.

A summary of the types of obtained solutions, for

the three distributions, is shown in table 3.

The results show that in these experiments the num-

ber of non-dominated solutions is typically 2 or 3 ex-

cepting for distribution 1, a case in which there are 80%

of optimal solutions, that is feasible solutions which

minimise simultaneously Z1 and Z2. The fact that the

number of non-dominated solutions is low results from

the manner in which the logical network was constructed,

reflecting very closely the topology of the physical net-

work, which tends to originate spanning trees, at log-

ical level, which correspond, in many cases, to span-

ning trees in the physical network. Noting that the

risks/SRLGs of each logical link correspond to one or

more physical links and that spanning trees in a graph

have a fixed number of edges (equal to n − 1 where n

is the number of nodes), it can be concluded that there

is a very limited variation on the number of risks as-

signed to the spanning trees of the logical network. This

explains why the obtained solutions have a number of

SRLGs between 10 and 12, in all cases. In the particular

case of distribution 1 (see table 2) the majority of the
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Distribution 1 Distribution 2
Type Cost # SRLG CPUt(s) Type Cost # SRLG CPUt(s)
opt 422.0 10 1.115 n.d. 197.56 11

n.d. 382.85 10 1.688
opt 273.95 10 1.059 n.d. 170.53 12

n.d. 171.71 11
n.d. 197.08 10 2.284

opt 455.16 10 1.062 n.d. 205.94 11
n.d. 334.34 10 1.676

opt 288.31 10 1.066 n.d. 169.99 12
n.d. 172.04 11
n.d. 201.18 10 2.283

n.d. 294.14 11 n.d. 179.85 11
n.d. 1227.40 10 1.682 n.d. 232.43 10 1.727
opt 244.43 10 1.068 n.d. 158.68 11

n.d. 188.17 10 1.698
opt 233.59 10 1.061 n.d. 166.85 11

n.d. 200.55 10 1.698
opt 251.64 10 1.056 n.d. 164.70 11

n.d. 188.92 10 1.695
n.d. 310.93 11 n.d. 166.03 12
n.d. 500.73 10 1.704 n.d. 168.65 11

n.d. 187.39 10 2.312
opt 226.07 10 1.091 n.d. 187.44 12

n.d. 188.73 11
n.d. 203.38 10 2.280

Distribution 3
Type Cost # SRLG CPUt(s)
n.d. 439.03 11
n.d. 444.68 10 1.680
n.d. 337.07 12
n.d. 340.21 11
n.d. 346.70 10 2.264
n.d. 482.80 11
n.d. 489.48 10 1.692
n.d. 365.57 12
n.d. 369.09 11
n.d. 373.13 10 2.268
n.d. 337.30 12
n.d. 342.46 11
n.d. 1275.72 10 2.258
n.d. 265.32 11
n.d. 271.04 10 1.687
n.d. 337.48 11
n.d. 342.38 10 1.685
n.d. 287.10 11
n.d. 291.70 10 1.685
n.d. 338.51 12
n.d. 343.70 11
n.d. 533.49 10 2.273
n.d. 268.55 11
n.d. 276.92 10 1.762

Table 2: Solutions for NSF based logical network (opt:

optimal solution; n.d.: non-dominated solution).

Distr. Opt. Sol. 2 Non-Domin. Sol. 3 Non-Domin. Sol.
1 80% 20% –
2 – 60% 40%
3 – 60% 40%

Table 3: Percentage of optimal/non-dominated solu-

tions for the NSF based logical network.

ideal optimal solutions are feasible which can be fur-

ther explained by a very low variability of the total link

bandwidth usage cost since here we are considering a

uniform distribution of available bandwidths. That is,

for this distribution, it is very likely that a minimal

SRLG spanning tree (with 10 SRLGs) may correspond

to a minimal cost spanning tree.

In this type of application of the model the choice

of a final solution by the network designer is greatly

facilitated by the limited number of Pareto solutions. If

there is no optimal solution then the practical option

is simply between a minimal SRLG tree (with l∗ asso-

ciated risks, l∗ = 10 in these experiments) with higher

cost and a tree with lower cost and l∗ + 1 associated

risks.

As for the total CPU time (obtained in a Dual Core

AMD Opteron at 2.7 GHz – 4GB RAM) it varies be-

tween 1.056s and 2.312s, with an average value of 1.68s.

These values are clearly compatible not only with off-

line applications but also with automated dynamic ap-

plications – assuming that up-dates of the bandwidth

accupations in the links are periodically collected – with

low up-dating periods.

The second experiment with the model was of simi-

lar type as the one described above, but now considering

as physical network the reference hypothetical German

backbone network described in [3] also used, for exam-

ple, in [18].

This network, depicted in figure 2, has 17 nodes and

26 optical links and 3.059 average node degree. The log-

ical network, used for constructing VPNs, was obtained

by considering a subset of the set NT of nodes of the

transport network, N = NT \ {HB,B,Do, F, S}. The

logical links were defined using the rules i) and ii) as

in the previous experiment but now considering a max-

imal distance Dmax = 280 km for the logical links, so

as to reflect a smaller distance scale. The assignment of

SRLGs to the logical links uses the same rules, hence

reflecting the failure risks in the underlying transport

network links. Three additional logical links were in-

cluded: between nodes K and L (comprising as risks

the two physical links (K,F) and (F,L)); between nodes

K and N (comprising as risks the two physical links

(K,F) and (F,N)) and between nodes HH and L (com-

prising as risks the physical links (HH,B) and( B,L).

The resulting logical network has ‖N‖ = 12, ‖A‖ = 20

and ‖R‖ = 22 (the average node degree is 3.33).

The experiment also considered random bandwidth

occupations in the links, obtained with the same empir-

ical statistical distributions as in table 1, for the same

capacity Ca = 160λ.

The results are shown in table 4, for distributions

1, 2 and 3 and were obtained for 10 instances of the

problem P, for each distribution. A summary of the

types of solutions obtained for the three distributions,

is in table 5.

The number of non-dominated solutions varies be-

tween 2 and 3, excepting in the case of distribution 2

where there were two instances (20%) also with feasible

optimal solution.
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Fig. 2: Germany reference network[3].

Distribution 1 Distribution 2
Type Cost # SRLG CPUt(s) Type Cost # SRLG CPUt(s)
n.d. 334.13 15 n.d. 239.03 15
n.d. 350.58 14 0.706 n.d. 245.32 14 0.704
n.d. 368.42 15 n.d. 244.81 15
n.d. 378.32 14 0.707 n.d. 245.72 14 0.722
n.d. 367.39 15 n.d. 238.03 15
n.d. 379.61 14 0.688 n.d. 240.43 14 0.715
n.d. 584.72 15 n.d. 242.72 15
n.d. 604.13 14 0.762 n.d. 249.12 14 0.690
n.d. 1256.35 15 n.d. 271.49 15
n.d. 1273.90 14 0.696 n.d. 272.22 14 0.690
n.d. 293.39 15 n.d. 244.15 15
n.d. 309.07 14 0.696 n.d. 245.81 14 0.710
n.d. 444.43 15 opt 245.89 14 0.578
n.d. 454.13 14 0.665
n.d. 476.74 15 opt 244.50 14 0.581
n.d. 494.18 14 0.658
n.d. 1340.86 15 n.d. 234.37 15
n.d. 1362.93 14 0.646 n.d. 246.01 14 0.694
n.d. 1559.88 15 n.d. 250.98 15
n.d. 1577.71 14 0.898 n.d. 255.36 14 0.699

Distribution 3
Type Cost # SRLG CPUt(s)
n.d. 450.18 15
n.d. 770.27 14 0.692
n.d. 549.46 15
n.d. 735.23 14 0.685
n.d. 473.78 15
n.d. 603.28 14 0.711
n.d. 680.83 15
n.d. 777.75 14 0.721
n.d. 1520.78 16
n.d. 1596.53 15
n.d. 1694.40 14 0.746
n.d. 501.40 15
n.d. 553.78 14 0.682
n.d. 712.08 15
n.d. 755.60 14 0.732
n.d. 633.85 15
n.d. 670.09 14 0.675
n.d. 1474.11 15
n.d. 1508.39 14 0.668
n.d. 1737.19 15
n.d. 1766.44 14 0.676

Table 4: Solutions for the Germany based logical net-

work.

Distr. Opt. Sol. 2 Non-Domin. Sol. 3 Non-Domin. Sol.
1 – 100% –
2 20% 80% –
3 – 90% 10%

Table 5: Percentage of optimal/non-dominated solu-

tions for the Germany based logical network.

The results for these experiments follow broadly the

same patterns as in the experiments based in the US

network. The variability in the number of non-dominated

solutions is higher than in the former experiments but

it is still relatively limited, although there are signifi-

cantly fewer optimal solutions. The explanation for this

type of results is basically the same, resulting, as pre-

viously explained, from the way in which the logical

network was constructed so that many spanning trees

in the logical network correspond to the spanning trees

in the physical network, hence limiting the variability

in the number of risks associated with logical trees.

As for the CPU times, they vary between 0.578s

and 0.89s and are still lower than in the previous ex-

periments. This has to do mainly with the lower con-

nectivity of the German reference transport network

(0.191) as compared with the US reference transport

network (0.2307), leading to lower number of candidate

solutions to the problem. This is highly compatible with

dynamic application environments with relatively short

up-dating periods.

Concerning the choice of a final solution, the same

type of option applies in these experiments as in the

former ones. The choice, when the optimal solution is

unfeasible, is again between the minimal SRLG span-

ning tree (with l∗ = 14 associated risks in these experi-

ments) and a tree with l∗+1 associated risks and higher

bandwidth usage cost.

4.2 Experiments with Random SRLGs

In the second set of experiments we considered vir-

tual networks with the topology of the reference 14-

node US NFS network, in Fig. 1, and also used in

many resilient routing studies on optical networks. In

these experiments the SRLGs assigned to the links of

the logical network are randomly generated, considering

different distributions of the SRLGS, defined in terms

of the total number of SRLGs L = ‖R‖ and the mean

number of SRLGs per link, α, similarly to the exper-

imental study in [36] on reliable broadcast trees, with

the difference that a random set of the available band-

widths {ba : 2 ≤ ba < ca,∀a ∈ A} is considered for

each of the three distributions specified in table 1, lead-

ing to random values of the coefficients of the objec-
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tive function Z1 (bandwidth usage cost). The SRLGs

are assigned to the links according to uniform distribu-

tions with parameters L, α and 10 sets of SRLG assign-

ments were randomly calculated for each specification

of (L,α), with L ∈ {15, 20, 25} and α ∈ {4, 6, 8, 10}.
The minimal, average and maximal number of non-

dominated solutions obtained for each distribution of

the available bandwidth and each value L, in terms of

α, are depicted in figure 3. The percentages of cases

with minimal, average and maximal number of non-

dominated solutions for each of the sub-sets of experi-

ments in figure 3, are shown in figure 4.

For fixed L = 15 SRLGs the number of non-domina-

ted solutions varies from one (feasible optimal solution)

to 4, for α = 4, for the three distributions and is mini-

mal for α = 10 in all cases. Note that for α = 10 the av-

erage number of SRLGs per link is 2/3 of the total num-

ber of SRLGs, so that it is likely that a relatively large

number of spanning trees are minimal SRLG trees, so

that is very likely that at least one of them is also a

minimal cost tree. Therefore for L = 15 the percent-

age of optimal solutions tends to increase with α and is

maximal for α = 10.

For L = 20 SRLGs the number of non-dominated

solutions has a wider range of variation from 1 (feasible

optimal solution) to 5 and the percentage of cases with

non-optimal solutions increases with respect to the ex-

periments for L = 15. This results from the fact that

α/L, the fraction of the SRLGs assigned in average to

each link, is lower than for L = 15 so that the likelihood

of some maximally reliable tree being also a minimal

cost tree decreases. In most cases the maximal, average

and minimal number of non-dominated solutions tends

to decrease as α increases.

For L = 25 SRLGs the number of non-dominated

solutions has an even wider range of variation, from 1

to 7. This may be explained by the decrease in the ratio

α/L as compared with the previous sets of experiments.

The total percentage of cases with non-optimal solu-

tions is also larger than in the previous experiments,

for similar reasons.

Considering all these experiments, it can be said

that the most important factors conditioning the num-

ber of non-dominated solutions of the problem instances

are the parameters L and α, specifying the SRLG dis-

tribution, rather than the distribution of the available

bandwidths. Nevertheless, the uniform distribution of

available bandwidth will favour, statistically, the oc-

currence of feasible optimal solutions.

Globally one can conclude that the consideration of

a bicriteria formulation of the spanning tree problem is

clearly justified since in most cases there is more than

one non-dominated solution, so that eventual trade-offs
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Figure 1: Number of non-dominated solutions in Zhu & Jue’s network
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1

Fig. 3: Number of non-dominated solutions for random

SRLG assignment.
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Figure 5: Percentage of non-dominated solutions in Zhu & Jue’s network

5

Fig. 4: Percentage of non-dominated solutions for ran-

dom SRLG assignment.

between the two objective functions can be systemati-

cally analysed.

The minimal, average and maximal CPU times ob-

tained for the previously mentioned distributions of SR-

LGs and different traces of available bandwidths are

shown in figure 5. The CPU times for L = 15 SRLGs

are omitted since the maximal values were always less

than 0.02 s (20 ms) and can be disregarded in compar-

ison with the results obtained for L = 20 and L = 25.

The CPU times for L = 20 are at most 0.2 s (for α = 4)

and are less than 20 ms in the other cases, for all dis-

tributions of the available bandwidths, and tend to de-

crease as α increases. For L = 25 the CPU times are in

the worst case (α = 4) equal to 11 s and fall rapidly as

α increases.

The observed pattern of variation of the CPU times

is tendentially congruent with the variation of the num-

ber of calculated non-dominated solutions, which might

be expected, taking into account the features of the pro-

posed exact resolution algorithm.

4.3 Solution Selection Methods

In our view, the method to be used for choosing a so-

lution in the set TND of non-dominated solutions cal-

culated by the algorithm will have to take into account

two essential features of the decision environment,

Solution # SRLG Cost

1 19 37.3147539
2 20 33.4999920
3 22 23.6239913
4 22 21.5047192
5 23 12.9536472
6 24 10.8825739
7 25 10.6062758

L∗ = 19
Lreq = 22

Lacc = L̂ = 25

c∗ = 10.6062758
creq = 23.96051485
cacc = ĉ = 37.3147539

Table 1: Objective values and preference thresholds for the instance in Figure 7.(a)
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Figure 2: CPU times in Zhu & Jue’s network
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Solution # SRLG Cost

1 19 37.3147539
2 20 33.4999920
3 22 23.6239913
4 22 21.5047192
5 23 12.9536472
6 24 10.8825739
7 25 10.6062758

L∗ = 19
Lreq = 22

Lacc = L̂ = 25

c∗ = 10.6062758
creq = 23.96051485
cacc = ĉ = 37.3147539

Table 1: Objective values and preference thresholds for the instance in Figure 7.(a)
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Figure 2: CPU times in Zhu & Jue’s network

2

Fig. 5: CPU times for random SRLG assignment.

The first aspect to be taken into account is the net-

work loading status. If the network is lightly loaded

or in nominal loading conditions, for which it was de-

signed, then the reliability metric, corresponding to the

number of different SRLGs, should be given priority. In

these situations the network designer might choose ei-

ther the minimal SRLG tree Γ ∗ with l∗ SRLGs and

bandwidth cost ĉ (the minimal cost of the minimal

SRLG spanning trees, considering the possibility of mul-

tiple optimal solutions to min Z2) or, as a second alter-

native, the spanning tree Γ2 with l2 = ‖R(Γ2)‖ imme-

diately greater than l∗ if he/she thinks the bandwidth

cost reduction ∆c = c(Γ ∗)−c(Γ2) is sufficient to justify

the penalty in terms of the increase in the number of as-

sociated risks, ∆l = l2 − l∗, usually equal to 1 in most

practical instances of the problem. Examples of this

type of situation were shown in section 4.1. Note that

the identification of Γ2 is immediate since the algorithm
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Fig. 6: Non-dominated solutions for selected problems

with random SRLG assignment.

enables the ranking of non-dominated solutions by in-

creasing value of l. The choice of the solution, in this

case, could be made directly by the network designer

by looking at the table with the solution features or, in

an automated manner, by setting a threshold value for

∆c/c(Γ
∗), for considering the alternative solution Γ2.

This selection method might correspond to an inter-

active decision procedure, involving a simple interaction

between the network designer and the computational

algorithm, compatible with an off-line application of the

model.

To illustrate this issue of solution selection, exam-

ples of solution sets TND for three instances of the prob-

lem in experiments with random SRLGs (section 4.2),

represented in the objective function space, are shown

in figure 6. Table 6 shows the objective function values

of the solutions for the case of figure 6(a). In this case

Γ ∗ corresponds to the point 1 and Γ2 to the point 2 in

the figure. Note that, in the example in figure 6(a), one

can identify supported non-dominated solutions (i. e.

solutions located on the boundary of the convex hull

of the feasible solution set) and two unsupported non-

dominated solutions, corresponding to the points 4, 2

(solutions located in the interior of that hull). This il-

lustrates that the algorithm, being exact, enables the

finding of unsupported non-dominated solutions when-

ever they exist. Furthermore, note that in this decision

scenario, one could stop the algorithm execution after

obtaining Γ ∗ and Γ2, which would substantially reduce

the computational execution time. This might be im-

portant in applications to networks of great dimension

and great connectivity, where execution times may be-

come a relevant factor in the evaluation of the efficiency

of the developed approach.

A second decision scenario might occur in heavily

loaded networks, situations in which the establishment

of spanning tree based overlay networks (on a semi-

permanent base) corresponds to a significant occupa-

tion of the transmission resources, which represents a

limitation of the traffic carrying capability of the net-

work, namely concerning future optical connection re-

quests (point to point light paths or multicast connec-

tions). In this type of decision scenario the bandwidth

usage may be considered an objective to be taken with

a priority similar to the one associated with the number

of failure risks. In this case we could consider an interac-

tive decision procedure or a fully automated procedure

for final solution selection.

Sol. Cost×103 # SRLG
1 3731.48 19
2 3350.00 20
3 2362.40 21
4 2150.47 22
5 1295.36 23
6 1088.26 24
7 1060.63 25

l∗ = 19
lreq = 22

lacc = l̂ = 25

c∗ × 103 = 1060.6276
creq × 103 = 2396.0515
cacc × 103 = ĉ× 103 = 3731.4754

Table 6: Objective function values and preference

thresholds for the example in Figure 6(a).

The automated selection procedure could be, in this

case, an adaptation of the selection method for non-

dominated light paths in WDM networks proposed in

[13] which is partially based on the reference point based

approach in [8]. The method combines the use of pref-

erence thresholds for the objective functions, defining

priority regions in the objective functions space, with a

Chebyshev distance to reference points.

Taking into account the discrete nature of the func-

tion Z2, the preference thresholds corresponding to re-

quired (with index req) and acceptable (with index acc)

levels for the number of SRLGs and the bandwidth us-

age cost, are given by:
lreq =

⌊
l∗+l̂
2

⌋
lacc = l̂


creq = c∗+ĉ

2

cacc = ĉ

(8)

where bxc denotes the integer part of x and:

l∗ = minZ2 = ‖R(Γ ∗)‖ (9)
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Figure 7: Solutions for selected problems with random SRLGs
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7

Fig. 7: Automated choice of the solutions in Figure 6(a).

c∗ = minZ1 = c(Γ ′)

ĉ = min c(Γ ∗), ∀ Γ ∗ : l(Γ ∗) = l∗

l̂ = min l(Γ ′), ∀ Γ ′ : c(Γ ′) = c∗

In this manner we define priority regions in the ob-

jective function space, according to figure 7. Region A is

the first priority region where the requested values for

the two functions are satisfied simultaneously. In the

second priority regions B1 and B2, only one of the re-

quested value is guaranteed while the acceptable value

for the other metric is also satisfied. A further prefer-

ence order between these regions is introduced by giving

preference to solutions with fewer SRLGs, that is solu-

tions in B1 are given preference over solutions in B2.

As for the selection of a solution when there is more

than one non-dominated solution in a higher priority re-

gion S, we would use a reference point type approach,

and consider that the ‘form’ of the region where so-

lutions are located reflects the user’s preferences. This

leads to a reference point based procedure as proposed

in [8], by considering as reference point the ‘left bottom

corner’ of region S, which coincides with the optimal

ideal solution corresponding to point O∗, if S = A.

In general, reference type approaches minimise the

distance of the solution images, in the objective func-

tion space, to a specific point, by recurring to a scalar-

izing function. In this context we would use a weighted

Chebyshev metric proportional to the size of the ‘rect-

angle’ S ∈ {A,B1, B2}. Therefore, the procedure would

choose the solution:

Γf = arg min
Γ∈Sc

N

max
i=1,2
{wi|Zi(Γ )− Zi|} (10)

where ScN is the set of non-dominated solutions which

correspond to the points in S, Z1(Γ ) ≡ c(Γ ), Z2(Γ ) ≡
l(Γ ) and (Z1, Z2) is the considered reference point, the

left bottom corner of S. The weights wi are calculated

in order to obtain a metric with dimensional free values:

wi =
1

Mi −mi
(11)

where mi = Zi and (M1,M2) is the right top corner of

S.

In the illustrative example of figure 7 the reference

point for A corresponds to the ideal optimal solution

O∗ = (c∗, l∗), for region B1 is (creq, l
∗) and for region

B2 is (c∗, lreq). Applying this method, in this case, (see

threshold values in table 6) the selected solution would

be solution 3.

In this instance of the problem if now we considered

a ‘standard’ situation of not heavily loaded network,

according to the proposed criterion one would select

either Γ ∗ corresponding to solution 1 (minimal SRLG

tree with l∗ = 19 or Γ2 corresponding to solution 2,

with l2 = 20 if the relative cost decrease ∆c/c(Γ
∗),

equal to 10.2%, was considered by the network designer

to justify the ‘penalty’ of increasing by one the number

of associated risks/SRLGs.

The proposed model could also be used in the con-

text of tree-based routing architectures such as the Vi-

king architecture [26] intended for Ethernet metropoli-

tan areas and cluster networks, with built-in rerouting

mechanisms for failure protection. In this case, or in

similar application contexts, all the spanning tree so-

lutions would be kept in memory and, in the event of

a failure (corresponding to risk r′) in a link of the se-

lected solution Γ ′, the routing mechanism would seek

a backup spanning tree. This spanning tree, Γ ′′, to

be chosen in the set TND of non-dominated solutions,

should not include the faulty element corresponding to

r′ and have maximal reliability, i. e.:

Γ ′′ = arg min
Γ∈TND:r′ /∈R(Γ )

‖R(Γ )‖ (12)

5 Conclusions

We have proposed a bicriteria model for obtaining

spanning trees constructed over optical WDM networks

with SRLG information, seeking the minimization of

the number of different SRLGs and the minimization

of the total bandwidth usage cost of all the tree links.

The first objective seeks the maximisation of the tree

reliability while the second objective seeks the selected

links to be the least loaded, thence increasing the global

traffic carrying capability.
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An exact algorithm was developed for solving the

bicriteria model, based on an extension of the algo-

rithm proposed in [7] for the minimal cost/minimal

label spanning tree problem, by considering multiple

labels per link.

Two sets of application experiments with the pro-

posed model, were presented. In the first set of experi-

ments, the model was applied to obtain bicriteria span-

ning trees on a virtual network, for obtaining tree-based

VPNs constructed as overlay networks over two realis-

tic transport reference networks, used in earlier routing

studies on WDM networks. In these experiments the

SRLG assignment reflects the structure of the underly-

ing optical network and the link bandwidth occupancies

were randomly generated, so as to reflect possible re-

source occupation states. In these experiments the num-

ber of non-dominated solutions was relatively low and

there were various cases for which ideal optimal solu-

tions were feasible. These features of these experiments

result from the manner in which the logical network was

constructed, so as to reflect the structure of the under-

lying optical network, in which spanning trees (that by

definition have a fixed number of links) to which the

failure risks were assigned, may also be minimal cost

solutions, in some cases.

In the second set of experiments we considered vir-

tual networks with the topology of a 14–node refer-

ence network, used in many studies on resilient routing

models. The SRLGs assigned to the logical links were

randomly generated, considering different distributions

specified in terms of maximal number of SRLGs and av-

erage number of SRLGs per link. In these experiments

the bandwidth occupations were fixed traces of the con-

sidered empirical link state distributions and the num-

ber of non-dominated solutions substantially increased

with respect to the first set of experiments, depending

on the parameters of the SRLG distributions.

Globally we may conclude that the consideration

of a bicriteria formulation of the spanning tree con-

struction problem is potentially advantageous since, in

a large number of cases, there is more than one non-

dominated solution, so that trade-offs between the two

objective functions can be systematically analysed. Fur-

thermore, note that the developed exact algorithm, by

providing an exact solution to the minimal SRLG span-

ning tree problem, always supplies as one of the pos-

sible solutions the optimal solution to the cardinality

version of the ”most reliable collective communication

problem” previously formulated in [36] (and tackled by

a heuristic), assuming that all SRLGs have the same

failure probability.

Concerning computational requirements, the algo-

rithm enabled the calculation of all non-dominated so-

lutions in the experiments with random SRLG assign-

ment, with CPU times varying from a small fraction

of a second to less than a dozen seconds, in the worst

cases. This shows that, for these types of networks, the

model may be readily used not only in off-line applica-

tions but also in dynamic applications, assuming that

updates of the link wavelength occupations are period-

ically collected, even with low updating periods.

Finally we have discussed and proposed different

methods, either interactive or fully automated, for se-

lecting an efficient solution, taking into account essen-

tial features of the network designer decision environ-

ment. The proposed selection methods, having in mind

the efficiency of the resolution algorithm and the fea-

tures of the methods, indicate the great flexibility in the

application of the model. In fact, even in the method

for automated selection of a final solution, the network

designer may always adjust the level of priority given

to reliability ‘versus’ bandwidth usage cost, by adjust-

ing the specification of the required and/or acceptable

levels of these metrics, by point-wise alterations in the

corresponding formulae.
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M. Köhn. Reference transport network scenarios. Tech-
nical report, MultiTeraNet Project, July 2003.

4. R. Cerulli, A. Fink, M. Gentili, and S. Voß. Extensions
of the minimum labelling spanning tree problem. Jour-
nal of Telecommunications and Information Technology,
(4):39–45, 2006.

5. R.-S. Chang and S.-J. Leu. The Minimum Labeling Span-
ning Trees. Information Processing Letters, 63:277–282,
1997.

6. X. Chu and B. Li. Dynamic routing and wavelength as-
signment in the presence of wavelength conversion for all-
optical networks. Networking, IEEE/ACM Transactions
on, 13(3):704 – 715, june 2005.
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José M. F. Craveirinha is Full Professor in Telecom-
munications at the Department of Electrical Engineering and
Computers of the Faculty of Sciences and Technology of the
University of Coimbra, Portugal, since 97. He obtained the
following degrees: undergraduate diploma in Electrical Engi-
neering Science (E.E.S,) – Telecommunications & Electronics
at IST, Lisbon Technical University, 1975; M.Sc. (1981) and
Ph.D. in E.E.S at the University of Essex (UK) (1984) and
Doct. of Science (“Agregação”) in E.E.S at the University of
Coimbra (1996). Previous positions were: Associate Professor
and Assistant Professor at FCTUC, Coimbra Univ, Telecom-
munication R&D Engineer (at CET-Portugal Telecom). He
has coordinated a research group in Teletraffic Engineering
and Network Design at INESC Coimbra R&D institute since



An Exact Method for Constructing Minimal Cost/Minimal SRLG Spanning Trees Over Optical Networks 17

1986, was Director of this institute in 1994-99 and is Pres-
ident of its Scientific Comittee. He is author/co-author of
scientific and technical publications in teletraffic modelling,
reliability analysis, planning and optimization of telecommu-
nication networks. His main present interests are in multicri-
teria routing and resilient routing models and algorithms for
optical and IP/MPLS networks.
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