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Abstract. In this work we characterize a high order Toda lattice
in terms of a family of matrix polynomials orthogonal with respect
to a complex matrix measure. In order to study the solution of
this dynamical system we give explicit expressions for the Weyl
function, generalized Markov function, and we also obtain, under
some conditions, a representation of the vector of linear function-
als associated with this system. We show that the orthogonality
is embedded in these structure and governs the high order Toda
lattice. We also present a Lax type theorem for the point spectrum
of the Jacobi operator associated with a Toda type lattice.

1. Introduction

Consider the following infinite system of differential equations
ȧn = cn − cn−2

ḃn = cnan+1 − cn−1an + dn − dn−2

ċn = cn(bn+1 − bn) + dnan+2 − dn−1an
ḋn = dn(bn+2 − bn)

, n ∈ N ,(1)

where the dot, “˙̇̇”, means the differentiation with respect to t ∈ R and
where we assume that a0 = b0 = c0 = d0 = 0 and c1 = 0.

2010 Mathematics Subject Classification. 33C45; 34K08; 39B42; 47N20; 42C05.
Key words and phrases. Matrix orthogonal polynomials; linear functional; recur-

rence relation; operator theory; matrix Sylvester differential equations; Toda type
systems; Lax type theorem.

This work was partially supported by the Centre for Mathematics of the Uni-
versity of Coimbra – UID/MAT/00324/2013, funded by the Portuguese Govern-
ment through FCT/MEC and co-funded by the European Regional Development
Fund through the Partnership Agreement PT2020, and also by Portuguese funds
through the CIDMA Center for Research and Development in Mathematics and
Applications (University of Aveiro) and the Portuguese Foundation for Science
and Technology (FCT Fundação para a Ciência e a Tecnologia) within project
UID/MAT/04106/2013.

1



2 BRANQUINHO, FOULQUIÉ MORENO, AND MENDES

Particular cases of this kind of dynamical system appear in the liter-
ature in different contexts. For example, in [1] and [2], Bogoyavlenskii
gave a classification of these dynamical systems which are a discrete
generalization of a KdV equation and showed that such systems have
interesting applications on Hamilton mechanics. On the other hand in
the work [3] a particular case of a Bogoyavlenskii discrete dynamical
system appears related with the study of spectral problems for higher
order difference equations and it was studied using a method based on
the analysis of the genetic sums formula for the moments of the associ-
ated operator. Also in [4] the authors studied another particular case
of these dynamical systems investigating the spectral properties of the
associated band operator. More recently, in [5], the authors propose to
study systems of type (1) motivated by its bi-Hamiltonian structure,
and the first two authors, studied the interpretation of some generaliza-
tions of the systems considered in the works mentioned before [6, 7, 8].

The system (1) can be written as matrix Sylvester equation known
as a Lax pair,

J̇ =
[
J, J−

]
:= J J− − J− J ,

where J and J− are the operators which matrix representation is given
respectively by

J =


b1 a2 1
c1 b2 a3 1
d1 c2 b3 a4 1

. . . . . . . . . . . . . . .

 , J− =


0
c1 0
d1 c2 0

. . . . . . . . .

 .(2)

Since, in general, the entries at the diagonals present a nonsymmetric
operator, J , we cannot introduce the spectral measure and consider its
evolution. However, since J is a bounded operator, then it is possible
to define the resolvent operator, by

(zI − J)−1 =
∞∑
n=0

Jn

zn+1
, |z| > ||J || ,

(see for example [9] and [10]) and, take the associated analytic function

RJ(z) =
∞∑
n=0

eT0 J
ne0

zn+1
, |z| > ||J || ,(3)

where e0 =
[
I2×2 02×2 · · ·

]T
, as spectral data and then study its

evolution. This approach for the complex orthogonality and for the
nonsymmetric three diagonal matrix J was explored in the paper [11].
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Now, if we denote by Mij the 2 × 2 block matrices, of an infinite ma-
trix M , formed by the entries of rows 2i−1, 2i and columns 2j−1, 2j,
the matrix Jn can be written in blocks notation as

Jn =

Jn11 Jn12 · · ·
Jn11 Jn11 · · ·
...

...
. . .

 .(4)

In this way, for each n ∈ N, we have that the Weyl function (3) can
also be written in the following form

RJ(z) =
∞∑
n=0

Jn11

zn+1
, |z| > ||J || .(5)

As a consequence of the Lax pair representation for (1), we observe
that the operator theory establishes a connection between these sys-
tems and the theory of approximation. In fact, with the Lax pair
representation for (1), we can associate to this system the Weyl func-
tion of J , RJ . On the other hand, if {Vm}m∈N is matrix sequence of
orthogonal polynomials (cf. [12, 13]) defined by

xVm(x) = Am+1 Vm+1(x) +Bm Vm(x) + Cm Vm−1(x) , m ≥ 1 ,(6)

with some specific initial conditions we will see that the Weyl function
of J and the complex measure of orthogonality, given by the general-
ized Markov function, associated with the system of matrix orthogonal
polynomials given above (6) are almost the same. Indeed, they are
equal up to a normalizing constant.

Using the concepts of the matrix orthogonal polynomials theory pre-
sented in this work we show that if the vector orthogonality function is
of exponential type we ensure that the coefficients of the matrix recur-
rence relation are a solution of the Toda type lattice and also under the
representation of RJ a solution of the system (1) is obtained. These
results are obtain due to the fact that (1) has a matrix interpretation
in terms of the matrix coefficients Am, Bm and Cm that appears in
the recurrence relation (6). Moreover, these matrix coefficients con-
tain the solution {an, bn, cn, dn}, n ∈ N of the system (1) and, using
the matrix orthogonality, we explicitly get the representations for them
(cf. section 2).

The matrix interpretation is the main key to obtain the results we
present. In this work we present the theory of matrix orthogonal poly-
nomial with respect to a complex measure that assures that this inter-
pretation is possible. These theory involves study of the so called direct
and inverse spectral problems treated by one of the authors in [14] for
the scalar case. Also Miranian in [15] study properties for the monic
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matrix orthogonal polynomials with respect to matrix measures that
evolves in time with an exponential.

This work is organized as follows: In section 2, we present first a
matrix interpretation of the dynamical system (1) that allows to use
theory of matrix polynomials associated with complex measure of or-
thogonality to solve the dynamical system. The known theory of matrix
orthogonality is presented afterwards. In section 3, we study the so-
lution of the dynamical system (1). We show that the Weyl function
associated to J play a main role in the solution of this problem. In the
proof of the main theorem plays an important role certain orthogonal
polynomials families that satisfy structure of relation of the type stud-
ied by Ismail and Durán in [16]. We also give a Lax type theorem for
the Jacobi operator associated with the Toda type lattice. In section 4,
we give explicit expressions for the Weyl function, and we also obtain
a representation of the vector functionals associated with the system
studied in section 3. Moreover, we find the expression for the gener-
alized Markov function (or equivalently, a measure of orthogonality)
that governs this Toda type system and rediscovering, as an applica-
tion, the one treated, independently by, other authors like Durán and
Grünbaum in [17] and Miranian in [15].

2. Connection with matrix orthogonality

To give an matrix interpretation of the dynamical system, we start
considering, for dn−1 6= 0, n = 2, 3, . . ., the sequence of monic polyno-
mials {pn} satisfying the five term recurrence relation{

x2pn = pn+2 + an+2pn+1 + bn+1pn + cnpn−1 + dn−1pn−2, n ≥ 2,

p1(x) = x− a1 , a1 ∈ R, p−1(x) = 0 , p0(x) = 0 .
(7)

Notice that (7), with Bm =
[
p2m p2m+1

]T
, can be written in matrix

form as

x2 Bm(x) = Am Bm+1(x) +Bm Bm(x) + Cm Bm−1(x) , m ≥ 1 ,(8)

where

Am =

[
1 0

a2m+3 1

]
, Bm =

[
b2m+1 a2m+2

c2m+1 b2m+2

]
, Cm =

[
d2m−1 c2m

0 d2m

]
,

for m ≥ 1, with B−1(x) = 02×1 and B0(x) =
[
1 x− a1

]T
. It was

proved in [18] that we can always write Bm in the form

Bm(x) = Vm(x2)P0(x) ,
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where Vm is a 2× 2 matrix polynomial of degree m, P0(x) =
[
1 x

]T
,

and that the matrix sequence of polynomials, {Vm}, is defined by

xVm(x) = Am+1 Vm+1(x) +Bm Vm(x) + Cm Vm−1(x) , m ≥ 1 ,(9)

with V−1 = 02×2 and V0 =

[
1 0
−a1 1

]
. Since, the matrix operator J can

also be written in a block tridiagonal matrix form

J =


B0 A0 02×2

C1 B1 A1
. . .

02×2 C2 B2
. . .

. . . . . . . . .

 ,(10)

then it is related to the matrix sequence of polynomials {Vm} through
the recurrence relation (9). From now on this block matrix is said to
be the 2 × 2 block Jacobi matrix associated with the above matrix
polynomial sequences.

Notice that, in the present work, the polynomials pn and Vm depend
on t ∈ R, as well as the coefficients an, bn, cn, dn of the recurrence
relations. For each t, {Vm} forms a matrix sequence of orthogonal
polynomials. For sake of simplicity in the following we suppress the
t-dependence.

One of our goals is to study the solutions of (1) in terms of the op-
erator J and its associated matrix polynomials Vm, but first we should
establish some known results about vector and matrix orthogonality.

At this point it is worth mentioning that (1) has a matrix interpre-
tation in terms of the matrix coefficients Am, Bm and Cm that appears
in the recurrence relation (8), i.e.

Ȧm = AmDm+1 −DmAm ,

Ḃm = AmCm+1 − CmAm−1 +BmDm −DmBm ,

Ċm = BmCm − CmBm−1 + CmDm−1 −DmCm ,

(11)

Dm =
[

0 0
c2m+1 0

]
, m = 0, 1 . . . . Also, these matrix coefficients contain

the solution {an, bn, cn, dn}, of the system (1) and, using the matrix
orthogonality, we explicitly get the representations for them.

Now, to understand the kind of orthogonality that it will be used we
need to remember the following results.

Let P be the linear space of polynomials with complex coefficients.
Now, consider the space of vector of polynomials P2 = 〈Pj, j ∈ N〉 ,
where Pj = x2j P0 with P0 =

[
1 x

]T
, and the spaceM2×2(C) of 2×2-

matrices with complex entries. It is well known (see [18]) that there
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exist a vector of linear functionals U =
[
u1 u2

]T
defined in (P2)∗, the

linear space of vector linear functionals, here called dual space, acting
in P2 over M2×2(C) such that

U(P) :=
(
U .PT

)T
=

[
〈u1, p1〉 〈u2, p1〉
〈u1, p2〉 〈u2, p2〉

]
,

where “.” means the symbolic product of the vectors U and PT, where

PT =
[
p1 p2

]T
, p1, p2 ∈ P. Notice that this definition is already known

in a context of a vectorial interpretation of the multiple orthogonality
(cf. [19]).

It is easy to verify that U is a linear, i.e., U satisfies U(AP+BQ) =
AU(P) + B U(Q) , for A, B numerical matrices and P , Q vector of

polynomials and if Â(x) =
l∑

k=0

Ak x
k is a matrix polynomial we can

define the left multiplication of U by Â, denoted by ÂU , as the vector
of linear functionals such that

(ÂU)(P) := (ÂU .PT)T =
l∑

k=0

(xk U)(P) (Ak)
T .

The Hankel matrices associated with U are the matrices

Um =

U0 · · · Um
...

. . .
...

Um · · · U2m

 , m ∈ N ,

where Uj is the j-th moment associated with the vector of linear func-
tionals U , i.e., Uj = U(x2jP0). The vector of linear functionals U
is said to be quasi-definite if all the leading principal submatrices
of Um , m ∈ N, are non-singular.

A vector sequence of polynomials {Bm}, with degree of Bm equal
to m, is left-orthogonal with respect to the vector of linear functionals
U if

(x2k U) (Bm) = ∆mδk,m , k = 0, 1, . . . , m , m ∈ N ,(12)

where ∆m is a non-singular 2× 2 upper triangular matrix given by

∆m = Cm · · · C1 ∆0 , m ≥ 1 ,

where ∆0 is a 2 × 2 non-singular matrix and {Cm} is a sequence of
non-singular upper triangular matrices. Similarly, a sequence of matrix
polynomials {Gm}, with degree of Gm equal to m, is right-orthogonal
with respect to the vector of linear functionals U if it is bi-orthogonal
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with the vector sequence of polynomials {Bm} and to the vector of
linear functionals U , i.e., if(

GT
n(x2)

)
U(Bm) = I2×2 δn,m , n,m ∈ N .

In [18], necessary and sufficient conditions for the quasi-definiteness
of U , i.e., for the existence of a vector sequence of polynomials left-
orthogonal with respect to the vector of linear functionals U , were
obtained. These sequences of polynomials satisfy non-symmetric three
term recurrence relations. So, if {Bm} is a vector sequence of polyno-
mials left-orthogonal with respect to U where Bm(x) = Vm(x2)P0(x),

with P0(x) =
[
1 x

]T
, then there exist sequences of numerical matri-

ces {Am}, {Bm}, and {Cm}, with Am a non-singular lower triangular
matrix and Cm a non-singular upper triangular matrix, such that {Bm}
is defined by (8) with B−1(x) = 01×2 and B0(x) = M P0(x) , for a fixed
matrix, M . Moreover, {Vm} is defined by (9) with V−1 = 02×2 and
V0 = M , and {Gn} is defined by

xGn(x) = Gn+1(x)Cn+1 +Gn(x)Bn +Gn−1(x)An−1 , n ≥ 1 ,

with G−1 = 02×2 and G0 = U (B0). These three term recurrence re-
lations completely characterize each type of orthogonality, i.e., there
exist a Favard type theorem for each of these cases. Moreover, the
coefficients of the three term recurrence relation can be expressed in
terms of a vector of linear functionals U or in terms of a matrix measure
associated with {Vm} or {Gn} (cf. [18]).

Furthermore, left and right vector orthogonality is connected with
right and left matrix orthogonality as will see bellow. So, if we consider
the formal series

1

z − x2
=
∞∑
n=0

x2n

zn+1
, |x2| < |z| ,

the generalized Markov matrix function, F , associated with U is de-
fined by

F(z) :=
∞∑
n=0

(x2n U) (P0(x))

zn+1
=


∞∑
n=0

〈u1, x2n〉
zn+1

∞∑
n=0

〈u2, x2n〉
zn+1

∞∑
n=0

〈u1, x2n+1〉
zn+1

∞∑
n=0

〈u2, x2n+1〉
zn+1

 ,
with z such that |x2| < |z| for every x ∈ L where L = ∪j=1,2 suppuj ,

and P0(x) =
[
1 x

]T
.

Theorem 2.1 (cf. [18]). The matrix sequence {Gn} and the vector
sequence of polynomials {Bm} are bi-orthogonal with respect to U if,
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and only if, the sequence of matrix orthogonal polynomials {Gn} and
{Vm} are bi-orthogonal with respect to F , i.e.,

1

2πi

∫
C

Vm(z)F(z)Gn(z)dz = I2×2 δn,m , n,m ∈ N ,(13)

where C is a closed path in {z ∈ C : |z| > |x2|, x ∈ L} where is defined
as before by L = ∪j=1,2 suppuj .

The sequences of matrix polynomials {Vm} and {Gm} presented here
are orthogonal with respect to the complex matrix measure of orthogo-
nality F . We note that F is a complex matrix measure of orthogonality
(cf. [20]) which is not necessarily positive definite as in the orthornor-
mal case considered in (cf. [21], [22]) and that can be determined by
a Markov type theorem as the reader can see in [23]. Moreover, the
matrix sequence of polynomials {Vm} satisfy the three term recurrence
relation (9), with

Am =
1

2πi

∫
C

z Vm(z)F(z)Gm+1(z) dz ,

Bm =
1

2πi

∫
C

z Vm(z)F(z)Gm(z) dz ,

Cm =
1

2πi

∫
C

z Vm(z)F(z)Gm−1(z) dz .

For our purposes in this work we need the following definition:

Definition 2.2. Let U be a vector of linear functionals. We denote
by Û , the normalized vector of linear functionals associated with U , i.e.,

Û = ((U(P0))−1)TU , where P0(x) =
[
1 x

]T
.

Furthermore, from this definition we have

Û(P0) = (((U(P0))−1)TU)(P0) = U(P0)(U(P0))−1 = I2×2.

From now on and in the next section we consider a normalized vector
of linear functionals (we set U = Û).

The next theorem shows how the generalized Markov function is
directly related with the Weyl function associated with the block tridi-
agonal Jacobi matrix (10).

Theorem 2.3. Let U be a normalized vector of linear functionals, F
the generalized Markov function, and RJ the Weyl function associated
with the Jacobi block matrix, J , defined by (10). Then, we have that

RJ(z) = M F(z)M−1 , where M =

[
1 0
−a1 1

]
.
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Proof. Let {Bm} be a vector sequence of polynomials left-orthogonal
with respect to U . To determine the value of eT0 J

ne0 , n ∈ N we
consider the following matricial identity

J
[
B0(x) · · · Bm(x) · · ·

]T
= x2

[
B0(x) · · · Bm(x) · · ·

]T
,

from which we obtain for all m ∈ N,

Jn
[
B0(x) · · · Bm(x) · · ·

]T
= x2n

[
B0(x) · · · Bm(x) · · ·

]T
.(14)

Hence, from the first equation of the relation (14) we have that

(eT0 J
ne0)B0 + · · · = x2n B0 .

Applying the vector of linear functionals U to the last relation and
considering the orthogonality conditions we have that

(eT0 J
ne0)U(B0) = (x2n U)(B0) , i.e., eT0 J

ne0 = (x2n U)(B0)(U(B0))−1 .

But, from the initial conditions of the three term recurrence relation (8)
we have B0 = M P0, then we obtain

eT0 J
ne0 = M (x2n U)(P0)(U(P0))−1M−1 ,

therefore

RJ(z) = M
∞∑
n=0

(x2n U)(P0)(U(P0))−1

zn+1
M−1 .

Since U is a normalized vector functional we get the desired represen-
tation for RJ . �

3. Main Results

To establish the relation between the solutions of an integrable sys-
tem and the vector of polynomials Bm we have to recall that in this case
U = U(t) depends on t and then, it is possible to define the derivative
of U (cf. [24]) as usual:

dU
dt

: P2 →M2×2(C)

such that, for each P ∈ P2,

dU
dt

(P) = lim
∆t→0

U{t+ ∆t}(P)− U{t}(P)

∆t
.

Obviously, the usual properties for this kind of operators are verified.
In particular,

d

dt
(U(P)) =

dU
dt

(P) + U(Ṗ), ∀P ∈ P2 .(15)
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Now, we establish the main result about the relation between the solu-
tions of an integrable system of type (1) and the matrix polynomials,
{Vm}, orthogonal with respect to the generalized Markov function, F ,
associated with J by the previous theorem:

Theorem 3.1. Assume that the sequence {an, bn, cn, dn}, n ∈ N, is
uniformly bounded, i.e., for all n ∈ N and t ∈ R

∃K ∈ R+ : max{|an(t)|, |bn(t)|, |cn(t)|, |dn(t)|} ≤ K .

Also, consider that ȧ1 = c1. Then, the following conditions are equiva-
lent:

(a) {an, bn, cn, dn}, n ∈ N, is a solution of (1), this is,

J̇ = JJ− − J−J .(16)

(b) For each n ∈ N ∪ {0} we have that

d

dt
Jn11 = Jn+1

11 − Jn11J11 + Jn11(J−)11 − (J−)11J
n
11 .(17)

(c) For n ∈ N we have that

U̇n = Un+1 − Un U1 .(18)

(d) For all z ∈ C such that |z| > ||J ||,

Ḟ(z) = F(z)
(
zI2×2 − U1

)
− I2×2 .(19)

(e) For all B ∈ P2 we have that(
d

dt
U
)

(B) = U(x2 B)− U(B)U1 .(20)

(f) For all m ∈ N∪ {0}, the polynomial Bm defined by (8) satisfies

Ḃm(x) = −Cm Bm−1(x)−Dm Bm(x), with Dm =

[
0 0

c2m+1 0

]
.(21)

(g) The polynomial {Vm} defined by Bm(x) = Vm(x2)P0 satisfies

V̇m(x) = −Cm Vm−1(x)−Dm Vm(x) , m ∈ N ∪ {0} ,(22)

with Dm given in (f).

Proof. We will prove this theorem according to the following scheme:

(a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (e) ⇒ (f) ⇒ (g) ⇒ (a).
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We start, proving that (a)⇒ (b). Since the sequence {an, bn, cn, dn}, n ∈
N is a solution of (1) we have that J̇ =

[
J, J−

]
. It is easy to prove by

induction that
d

dt
Jn = JnJ− − J−Jn .

In fact, for n = 1 the result is straightforward. Now, suppose that for

n = 2, . . . , p the relation
d

dt
Jp = JpJ− − J−J

p holds. Then, we just

have to prove that the results is also valid for n = p+ 1. Since,

d

dt
Jp+1 =

d

dt
(JpJ) =

d

dt
(Jp)J + Jp

d

dt
(J)

= (JpJ− − J−Jp)J + Jp(JJ− − J−J) = Jp+1J− − J−Jp+1 ,

the result holds. In particular, we have that

d

dt
Jn11 = (JnJ−)11 − (J−J

n)11 .

From (2) and (4),

d

dt
Jn11 = Jn11(J−)11 + Jn12(J−)21 − (J−)11J

n
11 .

But, we have that

Jn+1
11 = Jn11 J11 + Jn12 J21 ,

or equivalently, since J21 = (J−)21, that

Jn12(J−)21 = Jn+1
11 − Jn11 J11 .

Therefore, we have that

d

dt
Jn11 = Jn+1

11 − Jn11 J11 +
[
Jn11, (J−)11

]
.

To prove (b)⇒ (c) we have to read the differential equation (17) in
terms of the moments. Regarding that we are working with normalized
vector functionals and that Jn11 = M(x2nU)(P0)M−1 (cf. Theorem 2.3)
the relation (17) becomes

d

dt
(M(x2nU)(P0)M−1) = M(x2(n+1)U)(P0)M−1−M(x2nU)(P0)M−1J11

+M(x2nU)(P0)M−1(J−)11 − (J−)11M(x2nU)(P0)M−1 .

Since the moment Un = U(Pn) = (x2nU)(P0) we have that

(23)
d

dt
(MUnM−1) = M Un+1M

−1 −M UnM−1 J11

+M UnM−1 (J−)11 − (J−)11M UnM−1 .



12 BRANQUINHO, FOULQUIÉ MORENO, AND MENDES

Taking in consideration that

Ṁ =

[
0 0
−ȧ1 0

]
,

˙̂
M−1 =

[
0 0
ȧ1 0

]
, (J−)11 =

[
0 0
c1 0

]
, ȧ1 = c1 ,

and the fact that (23) can be written like

U̇n = Un+1 −M−1
(
Ṁ + (J−)11M

)
Un

+ Un
(
−M−1 J11M −

˙̂
M−1M +M−1 (J−)11

)
,

we have U̇n = Un+1 − UnM−1 J11M . Since (x2nU)(P0) = M−1 Jn11M ,
we have that the last relation is equivalent to (18).

Now, we prove that (c)⇒ (d) remember that F can be written

F(z) =
∞∑
n=0

Un
zn+1

.

Then, from (18),

d

dt
F(z) =

∞∑
n=0

U̇n
zn+1

=
∞∑
n=0

Un+1

zn+1
−

(
∞∑
n=0

Un
zn+1

)
U1

= z
∞∑
n=0

Un+1

zn+2
−F(z)U1 = z

(
F(z)− U0

z

)
−F(z)U1

= F(z)
(
zI2×2 − U1

)
− U0 ,

and as U0 = I2×2 we get the desired equation for F .
To prove that (d)⇒ (e) we are going to obtain the derivative of the

vector functional U from (19). To do this, we use the linearity of U
and the convergence of the series,

F(z) =
∞∑
n=0

U (x2nP0(x))

zn+1
= Ux

(
P0(x)

z − x2

)
, ||J || < |z| .(24)

For sake of simplicity here and in the next expressions we will use
Ux = U . From (19) and (24),

d

dt
U
(
P0

z − x2

)
= U

(
P0

z − x2

) (
zI2×2 − U1

)
− U0

= U
((

1 +
x2

z − x2

)
P0

)
− U

(
P0

z − x2

)
U(x2P0)− U(P0)

= U
(

x2

z − x2
P0

)
− U

(
P0

z − x2

)
U(x2P0) .
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Now, we define the auxiliary vector functionals U1, U2 : P2 →M2×2(C)
such that:

U1 = U(x2 B) and U2 = U(B)U(x2P0) ,

for each B ∈ P2. We remark that 1
z−x2 P0 do not depend on t ∈ R.

In (24), denoting U̇ = dU
dt

, we have that U = U1−U2 over 1
z−x2P0, being

U
(

1

z − x2
P0

)
=

1

z
U(P0) +

1

z2
U(x2P0) + · · · , |z| > ||J || .

Hence, we have U = U1 − U2 over P2, this is, we have (20).
For proving that (e) ⇒ (f) we use the fact that Ḃm can be written

in terms of the sequence {Bm},

Ḃm =
m∑
j=0

αmj Bj .(25)

For m = 0, 1, the above expression is

Ḃm(x) = αmm−1 Bm−1(x) + αmm Bm(x) .(26)

Let m ≥ 2 be fixed. We are going to show that (26) holds, also
for m. Due to the orthogonality conditions (12), i.e., (x2kU) (Bm) =
∆mδk,m, k = 0, . . . ,m− 1, m ∈ N, from (25), we have that

U(Ḃm) = αm0 U(B0) .

In fact, using (15) and (20),

02×2 =
d

dt
(U(Bm)) = U̇(Bm) + U(Ḃm)

= U(x2 Bm)− U(Bm)U(x2P0) + αm0 U(B0) .

Thus, from orthogonality, we have αm0 = 02×2. We proceed by induction
on m, assuming

αm0 = αm1 = · · · = αmj−1 = 02×2 ,

for a fixed j < m− 1. Using (25) and, again, (20) and the orthogonal-
ity conditions,

02×2 =
d

dt
(U(x2j Bm)) = U̇(x2j Bm) + U(x2j Ḃm)

= U(x2j+1 Bm)− U(x2j Bm)U(x2P0) + αmj U(x2j Bj)
= αmj U(x2j Bj) = αmj ∆j ,

where ∆j is an invertible matrix. Thus, αmj = 02×2 and (26) is verified
for any m ∈ N.
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Our next purpose is to determine αmm and αmm−1. From, (26), we
have that

U(x2(m−1)Ḃm) = αmm−1U(x2(m−1)Bm−1).

Then, because of (20) and the orthogonality conditions

02×2 =
d

dt
(U(x2(m−1)Bm))

= U(x2mBm)− U(x2(m−1)Bm)U(x2P0) + αmm−1U(x2(m−1)Bm−1) .

Therefore αmm−1 = −∆m(∆m−1)−1 = −Cm. On the other hand, writing

Bm(x) =
m∑
j=0

βmj Pj(x) ,(27)

and comparing the coefficient of x2m and x2m+1 in both sides of (27),
we obtain

βmj =

[
1 0
βm 1

]
.

Moreover, taking derivatives in (27) and comparing with (26), we get

β̇mj = αmm, with

αmm =

[
0 0
αm 0

]
,

where we need to determine αm. From (26) and (20),

αmmU(x2mBm) =
d

dt
U(x2mBm)− U(x2(m+1)Bm)

+ U(x2mBm)U(x2P0) + CmU(x2mBm−1) .

Using the orthogonality conditions and (8)

αmm∆m =

(
d

dt
(∆m)−Bm∆m + ∆mU(x2P0)

)
.

Thus,

αmm +Bm =
d

dt
(∆m)(∆m)−1 + ∆m(M−1J11M)(∆m)−1 .

But, ∆m = CmCm−1 · · ·C1∆0 with ∆0 = M (see [18]). Then,

(28) αmm +Bm =
d

dt
(CmCm−1 · · ·C1)(CmCm−1 · · ·C1)−1

+ (CmCm−1 · · ·C1)(ṀM−1 + J11)(CmCm−1 · · ·C1)−1 .

The matrix CmCm−1 · · ·C1 is an upper triangular matrix. Moreover,
because of ȧ1 = c1 also ṀM−1 + J11 is an upper triangular matrix
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and, then, the matrix in the left-side of (28) is upper triangular and,
consequently αm = c2m+1. Now, (g) is true as (22) is the interpretation
of (21) for the polynomials {Vm}.

Finally, to prove that (g)⇒ (a) we have to take derivatives in (9),

xV̇m(x) = ȦmVm+1(x) + AmV̇m+1(x) + ḂmVm(x)

+BmV̇m(x) + ĊmVm−1(x) + CmV̇m−1(x), m ≥ 1 ,

Using (22) and taking into account (9) we get

(AmCm+1 − CmAm−1 −DmBm +BmDm)Vm(x)

+ (BmCm − CmBm−1 −DmCm + CmDm−1)Vm−1(x)

+(AmDm+1−DmAm)Vm+1(x) = ȦmVm+1(x)+ḂmVm(x)+ĊmVm−1(x) .

Hence, we arrive, for m = 0, 1, . . ., to
Ȧm = AmDm+1 −DmAm ,

Ḃm = AmCm+1 − CmAm−1 +BmDm −DmBm ,

Ċm = BmCm − CmBm−1 + CmDm−1 −DmCm .

(29)

Taking into account that, with the above notation, Dm = (J−)m+1,m+1,
we see that (29) is equivalent to (16). �

Remark 3.2. We shall notice that the equation (22) for the matrix poly-
nomials, {Vm}, appears in the study of semi-classic families of matrix
orthogonal polynomials done in [25] and [16].

Next, we state a Lax type theorem for the dynamical system (1) (see
for instance [26]).

Theorem 3.3. Let V be defined by

V =
[
V0(x; t) · · · Vn(x; t) · · ·

]T
,

and let λ be a spectral point of the Jacobi matrix J(t), i.e.,

J(t)V(λ(t)) = λ(t)V(λ(t)) .

Then J(t) satisfy (16) if, and only if,
d

dt
λ(t) = 0 .

Proof. If we apply the differential operator to the equation

J(t)V(λ(t)) = λ(t)V(λ(t))

we get that,

J̇(t)V(λ(t)) + J(t) V̇(λ(t)) = λ̇(t)V(λ) + λ(t) V̇(λ(t)) .



16 BRANQUINHO, FOULQUIÉ MORENO, AND MENDES

Since by hypothesis J satisfy (16), we get

J(t)J−(t)V(λ(t))− J−(t)λ(t)V(λ(t))

+
(
J(t)− λ(t) I

)
V̇(λ(t)) = λ̇(t)V(λ(t)) ,

and so (
J(t)− λ(t) I

)(
J− (t)V(λ(t)) + V̇(λ(t))

)
= λ̇(t)V(λ(t)) .(30)

But, by theorem 3.1, (16) is equivalent to (22) which in matrix notation
is read as

J−(λ(t))V + V̇(λ(t)) = 0 .

By (30) we have that λ̇(t) = 0 , as we intended to prove. �

4. Representations theorems

In this section we present a result that gives a explicit expression for
the Weyl function, generalized Markov function, and we also present
another result that gives, under some conditions, a representation of
the vector of linear functionals associated with the system studied in
the last section.

Considering that ex
2t =

+∞∑
k=0

tk

k!
x2k and given a vector of linear func-

tionals U0 : P → M2×2(R), which is the vector of functionals U for

t = 0, we can always define a vector of linear functionals ex
2t U0 : P →

M2×2(R) such as

(ex
2t U0)(Pj) =

(
+∞∑
k=0

tk

k!
x2k U0

)
(x2jP0) =

+∞∑
k=0

tk

k!
U0(x2(j+k)P0) .

Now we give a representation of U associated with the problem under
discussion.

Theorem 4.1. In the conditions of Theorem 3.1 assume that the vector
of linear functionals U verifies U(P) = (ex

2t U0)(P)E, for some E ∈
M2×2(C). Then, {an, bn, cn, dn}, n ∈ N, is a solution of (1).

Proof. Since U is a normalized vector functional necessarily the as-
sumption U(P) = (ex

2tU0)(P)E implies

E =
(
(ex

2tU0)(P0)
)−1

.

On the other hand, with this assumption, if we want to prove that
{an, bn, cn, dn}, n ∈ N is a solution of (1) it is sufficient to show that (18)
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holds. Now,

d

dt
(ex

2t U0)(P0) = (ex
2t U0)(x2P0)

and

dE

dt
= −E

d
(
(ex

2tU0)(P0)
)

dt
E = −E

(
(ex

2tU0)(x2P0)
)
E = −E U(x2P0)

if we take derivatives in U(x2k P0) = (ex
2t U0)(x2k P0)E , we arrive

to (18). �

Theorem 4.2. Assume that the sequence {an, bn, cn, dn}, n ∈ N, is
uniformly bounded, i.e., for all n ∈ N and t ∈ R

∃K ∈ R+ : max {|an(t)|, |bn(t)|, |cn(t)|, |dn(t)|} ≤ K .

Then, {an, bn, cn, dn}, n ∈ N, is a solution of (1) if, and only if, the
Weyl function satisfy

ṘJ(z) = RJ(z)(zI2×2 − J11)− I2×2 +
[
RJ(z), (J−)11

]
,(31)

for all z ∈ C such that |z| > ||J ||.
Moreover, the Weyl function is given by

RJ(z) = eztM T (t, z)(N(t))−1 ,(32)

where

N(t) =

[
e
∫ t
0 b1ds e

∫ t
0 b1ds

∫ t
0
a2 e

∫ s
0 (b2−b1)drds

0 e
∫ t
0 b2ds

]
,

T (t, z) = −
∫ t

0

e−zsM−1N(s)ds+M−1
0 R0(z) ,

and M0 and R0(z) are, respectively, M and RJ(z) for t = 0.

Proof. The first part of the proof of this result is trivial. From theo-
rem 3.1 we know that if {an, bn, cn, dn}, n ∈ N, is a solution of (1) it
is equivalent to say that (17) is verified. Starting by (17), to obtain
the relation (31) for RJ it is sufficient to take derivatives in (5) and to
substitute J̇n11 in

ṘJ(z) =
∞∑
n=0

J̇n11

zn+1
, |z| > ||J || .

by its equivalent condition (17).
Reciprocally, if (31) holds, using the fact that RJ(z) = MF(z)M−1

and the paragraph (d) of theorem 3.1, we get {an, bn, cn, dn}, n ∈ N, is
a solution of (1).
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Moreover, it is easy to see that M , T (t, z) and N(t) are, respectively,
the solutions of the following Cauchy problems:{
Ẋ = −(J−)11X ,

X(0) = M0 ,

{
Ẋ = −e−ztM−1N(t) ,

X(0) = M−1
0 R0(z) ,

{
Ẋ = (J11 − (J−)11)X,

X(0) = I2×2 .

Taking derivatives in the right-hand side of (32), and checking the
initial conditions, we prove that RJ is a solution of the following Cauchy
problem: {

Ẋ = X(zI2×2 − J11)− I2×2 +
[
X, (J−)11

]
,

X(0) = R0(z) .
(33)

From [24], we know that (33) has a unique solution. On the other
hand, from (31) we have that RJ is a solution of (33). Then, we arrive
to (32). �

Theorem 4.3. Assume that the sequence {an, bn, cn, dn}, n ∈ N, is
uniformly bounded, i.e., for all n ∈ N and t ∈ R

∃K ∈ R+ : max {|an(t)|, |bn(t)|, |cn(t)|, |dn(t)|} ≤ K .

Then {an, bn, cn, dn}, n ∈ N, is a solution of (1) if, and only if, the
generalized Markov function is given by

F(z) = e−zt
(∫

ezt S(t) dt
)
S−1(t)

where S(t) is such that Ṡ(t) = −S(t)U1, for all z ∈ C with |z| > ||J ||.

Proof. Similar to the previous one. �

From this theorem we seen that the orthogonal matrix measures (cf.
theorem 2.1) that govern our high order Toda lattice are of type studied
in [17], i.e.

F0(z) = zα e−z eAz zB C .(34)

When U1 do not depends on t, the Markov function that governs our
Toda type system (1) with initial data associated with F0(z) given by (34)
is of type F(z) = ez tF0(z) , which is the one studied in [15].
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[11] Aptekarev A, Branquinho A. Padé approximants and complex high order Toda
Lattices. J. Comput. Appl. Math. 2003;155:231-237.

[12] Nikishin E. The discrete Sturm-Liouville operator and some problems in func-
tion theory. Trudy Semin. Petrovsk. 1984;10:3-77; English transl.: J. Soviet
Math. 1986;35:2679-2744.

[13] Aptekarev A, Nikishin E. The scattering problem for a discrete Sturm-Liouville
operator. Mat. Sb. 1983;121(163):327-358; English transl. in Math. USSR Sb.
1984;49(2):325-355.

[14] Aptekarev A, Branquinho A, Marcellán F. Toda-Type differential equations
for the recurrence coefficients of orthogonal polynomials and Freud transfor-
mation. J. Comput. Appl. Math. 1997;78(1):139-160.

[15] Miranian L. Matrix-valued orthogonal polynomials on the real line: some ex-
tensions of the classical theory. J. Phys. A: Math. Gen. 2005;38:5731-5749.

[16] Durán A, Ismail M. Differential coefficients of orthogonal matrix polynomials.
J. Comput. Appl. Math. 2006;190:424-436.
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