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#### Abstract

Let $(T,\langle\cdot, \cdot, \cdot\rangle)$ be a triple system of arbitrary dimension, over an arbitrary base field $\mathbb{F}$ and in which any identity on the triple product is not supposed. A basis $\mathcal{B}=$ $\left\{e_{i}\right\}_{i \in I}$ of $T$ is called multiplicative if for any $i, j, k \in I$ we have that $\left\langle e_{i}, e_{j}, e_{k}\right\rangle \in \mathbb{F} e_{r}$ for some $r \in I$. We show that if $T$ admits a multiplicative basis then it decomposes as the orthogonal direct sum $T=\bigoplus_{h} \mathfrak{I}_{k}$ of well-described ideals admitting each one a multiplicative basis. Also the minimality of $T$ is characterized in terms of the multiplicative basis and it is shown that, under a mild condition, the above direct sum is by means of the family of its minimal ideals.
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## 1. Introduction and previous definitions

Throughout this paper $T$ will denote an arbitrary triple system in the sense that there are not restrictions on the dimension of $T$ or on the base field $\mathbb{F}$, and that any identity on the triple product (associativity, alternativity, Lie, Jordan, etc.) is not supposed. That is, $T$ is just a linear space over $\mathbb{F}$ endowed with a trilinear map

$$
\begin{aligned}
& T \times T \times T \rightarrow T \\
& (x, y, z) \mapsto\langle x, y, z\rangle
\end{aligned}
$$

called the triple product of $T$.
Definition 1.1. A basis $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ of $T$ is said to be multiplicative if for any $i, j, k \in I$ we have either $\left\langle e_{i}, e_{j}, e_{k}\right\rangle=0$ or $0 \neq\left\langle e_{i}, e_{j}, e_{k}\right\rangle \in \mathbb{F} e_{r}$ for some (unique) $r \in I$.
Remark 1.1. The definition of multiplicative basis given in Definition 1.1 is a little bit more general than the usual one considered in the literature for the case of algebras ([4, $6,7,8,21])$. In fact, in these references, a basis $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ of an algebra $A$ is called multiplicative if for any $i, j \in I$ we have either $e_{i} e_{j}=0$ or $0 \neq e_{i} e_{j}=e_{k}$ for some $k \in I$.

To construct examples of triple systems admitting multiplicative bases we just have to fix an arbitrary (non-empty) set of indexes $I$ and two arbitrary mappings $\alpha: I \times I \times I \rightarrow I$ and $\beta: I \times I \times I \rightarrow \mathbb{F}$. Then the $\mathbb{F}$-linear space $T$ with basis $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ and product among the element of the basis given by $\left\langle e_{i}, e_{j}, e_{k}\right\rangle=\beta(i, j, k) e_{\alpha(i, j, k)}$ becomes a triple system admitting $\mathcal{B}$ as a multiplicative basis.

Given an algebra $A$, with product denoted by juxtaposition, we can endow the underlying linear space of $A$ with a structure of triple system $T_{A}$ by defining the triple product as $\langle x, y, z\rangle=(x y) z$. We say that $T_{A}$ is the triple system associated to $A$. We have that if $A$

[^0]admits a multiplicative algebra basis (in our extended sense), that is, a basis $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ such that for any $i, j \in I$ we have either $e_{i} e_{j}=0$ or $0 \neq e_{i} e_{j} \in \mathbb{F} e_{r}$, for some $r \in I$, then $T_{A}$ becomes a triple systems admitting $\mathcal{B}$ as a multiplicative basis. From here, since it is usual in the literature to describe an algebra by exhibiting a multiplicative table among the elements of a fixed basis, we can find many classical examples of triple systems admitting multiplicative bases in the categories of associative triple systems, alternative triple systems, Lie triple systems, Jordan triple systems, Leibniz triple systems and so on. For instance, in the category of associative triple systems we have that the classes of triple systems associated to full matrix algebras, to group-algebras, to quiver algebras (when $\mathbb{F}$ is algebraically closed) or to finite-dimensional associative algebras of finite representation type, ( $[3,4,5,6,19,21,23]$ ), are examples of (associative) triple systems admitting multiplicative basis. In the category of Lie triple systems we can take as examples of triple systems admitting multiplicative basis the ones associated to semisimple finite-dimensional Lie algebras (over algebraically closed fields of characteristic 0 ), to semisimple separable $L^{*}$-algebras [24], to semisimple locally finite split Lie algebras [25], to Heisenberg algebras [22], to twisted Heisenberg algebras [1] or to the split Lie algebras studied in [9, §3].

Consider now the associative triple system $\mathcal{M}_{n \times m}(\mathbb{F})$ where the triple product is given by $\langle A, B, C\rangle:=\left(A B^{t}\right) C$, (denoting by $B^{t}$ the transpose of $B$ ). Then $\left(\mathcal{M}_{n \times m}(\mathbb{F}),\langle\cdot, \cdot, \cdot\rangle\right)$ admits the standard basis $\mathcal{B}=\left\{E_{i, j}: 1 \leq i \leq n, 1 \leq j \leq m\right\}$ of $\mathcal{M}_{n \times m}(\mathbb{F})$ as a multiplicative basis. Following the terminology of [20], the class of Jordan or Lie triple systems formed for those triple systems called meson triples, (by their applications in the theory of meson fields), are also examples of triple systems admitting a multiplicative basis. We recall that this family of triple systems are constructed as follows. Take the linear subspace $\mathcal{M} \subset \mathcal{M}_{(n+1) \times(n+1)}(\mathbb{F})$ linearly generated by the matrices $G_{i}:=E_{i, n+1}-$ $E_{n+1, i}, i=1,2, \ldots, n$, and define the nonzero triple products among the elements of the basis as $\left\{G_{i}, G_{j}, G_{k}\right\}:=-\delta_{i j} G_{k}-\delta_{k j} G_{i}$ in the Jordan case, or $\left[\left[G_{i}, G_{j}\right], G_{k}\right]:=$ $\delta_{k i} G_{j}-\delta_{k j} G_{i}$ in the Lie case. In the same reference [20], we can find the family of Jordan and Lie triple systems defined as the linear subspaces $\mathcal{N} \subset \mathcal{M}_{(n+1) \times(n+1)}(\mathbb{F})$ linearly generated by the matrices $X_{i}:=E_{i, n+1}, Y_{i}:=E_{n+1, i}$ and where the nonzero triple products among the elements of the basis are defined by

$$
\left\{X_{i}, Y_{j}, X_{k}\right\}:=\delta_{j k} X_{i}+\delta_{j i} X_{k}, \quad\left\{Y_{i}, X_{j}, Y_{k}\right\}:=\delta_{j k} Y_{i}+\delta_{j i} Y_{k}
$$

in the Jordan case, or

$$
\left[\left[X_{i}, Y_{j}\right], X_{k}\right]:=\delta_{j k} X_{i}+\delta_{j i} X_{k}, \quad\left[\left[Y_{i}, X_{j}\right], Y_{k}\right]:=\delta_{j k} Y_{i}+\delta_{j i} Y_{k}
$$

in the Lie case. These are examples of Lie and Jordan triple systems with a multiplicative basis.

We also have as examples of Lie triple systems with multiplicative basis the ones introduced in $[10,11,12,15]$. Finally, we observe that can also find examples of 3-Lie algebras and Leibniz triple systems admitting a multiplicative basis in [16] and [2, Example 2.1, Example 2.2, Example 2.3] respectively.

A subtriple $S$ of a triple system $T$ is a linear subspace such that $\langle S, S, S\rangle \subset S$. A linear subspace $\mathcal{I}$ of $T$ is called an ideal if $\langle\mathcal{I}, T, T\rangle+\langle T, \mathcal{I}, T\rangle+\langle T, T, \mathcal{I}\rangle \subset \mathcal{I}$. We also recall that two nonzero ideals $\mathcal{I}, \mathcal{J}$ of $T$ are called orthogonal if the condition

$$
\langle T, \mathcal{I}, \mathcal{J}\rangle+\langle\mathcal{I}, T, \mathcal{J}\rangle+\langle\mathcal{I}, \mathcal{J}, T\rangle+\langle T, \mathcal{J}, \mathcal{I}\rangle+\langle\mathcal{J}, T, \mathcal{I}\rangle+\langle\mathcal{J}, \mathcal{I}, T\rangle=0
$$

holds. A direct sum $\bigoplus_{j \in J} \mathcal{I}_{j}$ of non-zero ideals of $T$ is called orthogonal direct sum if for any $j, k \in J$ with $j \neq k$ we have that $\mathcal{I}_{j}$ and $\mathcal{I}_{k}$ are orthogonal ideals.

The present paper is devoted to the study of arbitrary triple systems admitting a multiplicative basis, by focussing on its structure. The paper is organized as follows. In $\S 2$, we develop connections techniques in the set of indexes $I$ of the multiplicative basis, so as to get a powerful tool for the study of this class of triple systems. By making use of these techniques we show that any triple system $T$ admitting a multiplicative basis is the orthogonal direct sum $T=\bigoplus \mathcal{I}_{k}$ with any $\mathcal{I}_{k}$ a well described ideal of $T$ admitting also a multiplicative basis. In $\S 3$ the minimality of $T$ is characterized in terms of the multiplicative basis and it is shown that, in case the basis is $\mu$-multiplicative, the above decomposition of $T$ is actually by means of the family of its minimal ideals.

## 2. Connections in the indexes set. Decompositions

In what follows $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ denotes a multiplicative basis of a triple system $T, \mathcal{P}(I)$ the power set of $I$ and $S_{3}$ the group of all permutations of three elements.

For each $i \in I$, a new variable $\bar{i} \notin I$ is introduced and we denote by $\bar{I}:=\{\bar{i}: i \in I\}$ the set consisting of all these new symbols. We will also write $\bar{U}:=\{\bar{i}: i \in U\}$ for any $U \in \mathcal{P}(I)$, and $\overline{(\bar{i})}:=i$ for any $i \in I$.

For any any $\sigma \in S_{3}$ we introduce the next mappings which recover, in a sense, certain multiplicative relations among the elements of $\mathcal{B}$ :

$$
a_{\sigma}: I \times I \times I \rightarrow \mathcal{P}(I) \text { and } b_{\sigma}: I \times \bar{I} \times \bar{I} \rightarrow \mathcal{P}(I)
$$

defined by

$$
\begin{aligned}
& a_{\sigma}\left(i_{1}, i_{2}, i_{3}\right)=\left\{\begin{array}{lll}
\emptyset & \text { if } & \left\langle e_{i_{\sigma(1)}}, e_{i_{\sigma(2)}}, e_{i_{\sigma(3)}}\right\rangle=0 \\
\{j\} & \text { if } & 0 \neq\left\langle e_{i_{\sigma(1)}}, e_{i_{\sigma(2)}}, e_{i_{\sigma(3)}}\right.
\end{array}\right\rangle \in \mathbb{F} e_{j} . \\
& b_{\sigma}\left(i, \bar{j}_{2}, \bar{j}_{3}\right)=\left\{j_{1} \in I: a_{\sigma}\left(j_{1}, j_{2}, j_{3}\right)=i\right\} .
\end{aligned}
$$

We also introduce the map

$$
\mu: I \times(I \dot{\cup} \bar{I}) \times(I \dot{\cup} \bar{I}) \longrightarrow \mathcal{P}(I)
$$

given by

- $\mu(I, I, \bar{I})=\mu(I, \bar{I}, I)=\emptyset$.
- $\mu\left(i_{1}, i_{2}, i_{3}\right)=\bigcup_{\sigma \in S_{3}} a_{\sigma}\left(i_{1}, i_{2}, i_{3}\right)$ in case $i_{1}, i_{2}, i_{3} \in I$.
- $\mu\left(i, \bar{j}_{2}, \bar{j}_{3}\right)=\bigcup_{\sigma \in S_{3}}^{\sigma \in S_{3}} b_{\sigma}\left(i, \bar{j}_{2}, \bar{j}_{3}\right)$ in case $i \in I$ and $\bar{j}_{2}, \bar{j}_{3} \in \bar{I}$.

Remark 2.1. Observe that $\mu\left(i_{1}, i_{2}, i_{3}\right)=\mu\left(i_{\sigma(1)}, i_{\sigma(2)}, i_{\sigma(3)}\right)$ for any $\sigma \in S_{3}$ and any $i_{1}, i_{2}, i_{3} \in I$; and that $\mu\left(i, \bar{j}_{2}, \bar{j}_{3}\right)=\mu\left(i, \bar{j}_{3}, \bar{j}_{2}\right)$ for any $i \in I$ and $\bar{j}_{2}, \bar{j}_{3} \in \bar{I}$.
Lemma 2.1. Let $i, j \in I$ and $x, y \in I \dot{\cup} \bar{I}$ be. Then $i \in \mu(j, x, y)$ if and only if $j \in \mu(i, \bar{x}, \bar{y})$.
Proof. Taking into account $\mu(I, I, \bar{I})=\mu(I, \bar{I}, I)=\emptyset$ we just have two cases to consider. Let $i \in \mu(j, x, y)$ be and suppose $x, y \in I$. Then there exists $\sigma \in S_{3}$ such that $i=$ $a_{\sigma}(j, x, y)$ and so $j \in b_{\sigma}(i, \bar{x}, \bar{y}) \subset \mu(i, \bar{x}, \bar{y})$ as wished. In case $x, y \in \bar{I}$, then there is $\sigma \in S_{3}$ such that $i \in b_{\sigma}(j, x, y)$ and consequently $j=a_{\sigma}(i, \bar{x}, \bar{y}) \subset \mu(i, \bar{x}, \bar{y})$.

Finally, we also define the mapping

$$
\phi: \mathcal{P}(I) \times(I \dot{\cup} \bar{I}) \times(I \dot{\cup} \bar{I}) \longrightarrow \mathcal{P}(I)
$$

as

$$
\phi(J, j, k)=\bigcup_{i \in J} \mu(i, j, k)
$$

for any $J \in \mathcal{P}(I)$ and $j, k \in I \dot{\cup} \bar{I}$.
Lemma 2.2. Let $J \in \mathcal{P}(I)$ and $j, k \in I \dot{\cup} \bar{I}$ be. Then $i \in \phi(J, j, k)$ if and only if $\phi(\{i\}, \bar{j}, \bar{k}) \cap J \neq \emptyset$.

Proof. We have $i \in \phi(J, j, k)$ if and only if there exists $x \in J$ such that $i \in \mu(x, j, k)$. By Lemma 2.1, this is equivalent to $x \in \mu(i, \bar{j}, \bar{k}) \subset \phi(\{i\}, \bar{j}, \bar{k})$ and so also equivalent to $x \in \phi(\{i\}, \bar{j}, \bar{k}) \cap J \neq \emptyset$.

Definition 2.1. Let $i$ and $j$ be distinct elements in $I$. We say that $i$ is connected to $j$ if there exists a subset $\left\{i_{1}, i_{2}, i_{3}, \ldots, i_{2 n+1}\right\} \subset I \dot{\cup} \bar{I}$ for some $n \geq 1$, such that the following conditions hold:

1. $i_{1}=i$.
2. $\phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \neq \emptyset$, $\phi\left(\phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right), i_{4}, i_{5}\right) \neq \emptyset$, $\vdots$ $\phi\left(\phi\left(\ldots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \ldots\right), i_{2 n-2}, i_{2 n-1}\right) \neq \emptyset$.
3. $j \in \phi\left(\phi\left(\ldots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \ldots\right), i_{2 n}, i_{2 n+1}\right)$.

The subset $\left\{i_{1}, i_{2}, i_{3}, \ldots, i_{2 n+1}\right\}$ is called a connection from $i$ to $j$ and we accept $i$ to be connected to itself.

Our next goal is to show that the connection relation is an equivalence relation. Previously we show the next result.

Lemma 2.3. Let $\left\{i_{1}, i_{2}, i_{3}, \ldots, i_{2 n+1}\right\}$ be a connection from $i$ to $j$, where $n \geq 1$ and $i, j \in I$ with $i \neq j$. Then the set $\left\{j, \bar{i}_{2 n+1}, \bar{i}_{2 n}, \ldots, \bar{i}_{3}, \bar{i}_{2}\right\}$ is a connection from $j$ to $i$.

Proof. Let us prove it by induction on $n$.
For $n=1$ we have that $i_{1}=i$ and $j \in \phi\left(\{i\}, i_{2}, i_{3}\right)$. Hence $j \in \mu\left(i, i_{2}, i_{3}\right)$ and by Lemma 2.1, $i \in \mu\left(j, \bar{i}_{2}, \bar{i}_{3}\right) \subset \phi\left(\{j\}, \bar{i}_{2}, \bar{i}_{3}\right)=\phi\left(\{j\}, \bar{i}_{3}, \bar{i}_{2}\right)$. From here $\left\{j, \bar{i}_{3}, \bar{i}_{2}\right\}$ is a connection from $j$ to $i$.

Let us suppose that the assertion holds for any connection with $2 k+1$ elements and let us show it also holds for any connection $\left\{i_{1}, i_{2}, \ldots, i_{2 k+1}, i_{2 k+2}, i_{2 k+3}\right\}$ with $2 k+3$ elements.

If we denote $U:=\phi\left(\phi\left(\ldots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \ldots\right), i_{2 k}, i_{2 k+1}\right)$ then we have that

$$
j \in \phi\left(U, i_{2 k+2}, i_{2 k+3}\right) .
$$

From here, Lemma 2.2 allows us to assert $\phi\left(\{j\}, \bar{i}_{2 k+2}, \bar{i}_{2 k+3}\right) \cap U \neq \emptyset$ and so we can take $h \in U$ such that

$$
\begin{equation*}
h \in \phi\left(\{j\}, \bar{i}_{2 k+2}, \bar{i}_{2 k+3}\right) . \tag{1}
\end{equation*}
$$

Since $h \in U$ we have that $\left\{i_{1}, i_{2}, \ldots, i_{2 k}, i_{2 k+1}\right\}$ is a connection from $i$ to $h$ and so, by induction hypothesis, the set $\left\{h, \bar{i}_{2 k+1}, \bar{i}_{2 k}, \ldots, \bar{i}_{3}, \bar{i}_{2}\right\}$ is a connection from $h$ to $i$. This fact together with Equation (1) give us that

$$
i \in \phi\left(\phi\left(\ldots \phi\left(\phi\left(\{j\}, \bar{i}_{2 k+3}, \bar{i}_{2 k+2}\right), \bar{i}_{2 k+1}, \bar{i}_{2 k}\right) \ldots\right), \bar{i}_{3}, \bar{i}_{2}\right)
$$

Hence $\left\{j, \bar{i}_{2 k+3}, \bar{i}_{2 k+2}, \ldots, \bar{i}_{3}, \bar{i}_{2}\right\}$ is a connection from $j$ to $i$ and the proof is complete.

Proposition 2.1. The relation $\sim$ in $I$, defined by $i \sim j$ if and only if $i$ is connected to $j$, is an equivalence relation.

Proof. The reflexive and symmetric character of $\sim$ are given by Definition 2.1 an Lemma 2.3 respectively. To check the transitivity character, observe that if we consider a couple of connections $\left\{i_{1}, \ldots, i_{2 m+1}\right\}$ and $\left\{j_{1}, \ldots, j_{2 n+1}\right\}$ from $i$ to $j$ and from $j$ to $k$ respectively, then the set $\left\{i_{1}, \ldots, i_{2 m+1}, j_{2}, \ldots, j_{2 n+1}\right\}$ is a connection from $i$ to $k$.

By the above Proposition we can introduce the quotient set

$$
I / \sim:=\{[i]: i \in I\}
$$

becoming $[i]$ the set of elements in $I$ which are connected to $i$.
For any $[i] \in I / \sim$ we define the linear subspace

$$
T_{[i]}:=\bigoplus_{j \in[i]} \mathbb{F} e_{j}
$$

Lemma 2.4. If $\left\langle T_{[i]}, T, T_{[j]}\right\rangle+\left\langle T, T_{[i]}, T_{[j]}\right\rangle+\left\langle T_{[j]}, T, T_{[i]}\right\rangle \neq 0$ for some $[i],[j] \in I / \sim$, then $[i]=[j]$ and $\left\langle T_{[i]}, T, T_{[j]}\right\rangle+\left\langle T, T_{[i]}, T_{[j]}\right\rangle+\left\langle T_{[j]}, T, T_{[i]}\right\rangle \subset T_{[i]}$.
Proof. Since $\left\langle T_{[i]}, T, T_{[j]}\right\rangle+\left\langle T, T_{[i]}, T_{[j]}\right\rangle+\left\langle T_{[j]}, T, T_{[i]}\right\rangle \neq 0$, there exists $u \in[i], w \in[j]$ and $v \in I$ such that

$$
0 \neq\left\langle e_{u}, e_{v}, e_{w}\right\rangle \in \mathbb{F} e_{l} \text { or } 0 \neq\left\langle e_{v}, e_{u}, e_{w}\right\rangle \in \mathbb{F} e_{l} \text { or } 0 \neq\left\langle e_{w}, e_{v}, e_{u}\right\rangle \in \mathbb{F} e_{l}
$$

for some $l \in I$.
In any case, we have that $l \in \mu(u, v, w)$. Hence $l \in \phi(\{u\}, v, w)$ and $\{u, v, w\}$ is a connection from $u$ to $l$. From here, the transitivity of $\sim$ gives us $i \sim l$ and we can deduce

$$
\left\langle T_{[i]}, T, T_{[j]}\right\rangle+\left\langle T, T_{[i]}, T_{[j]}\right\rangle+\left\langle T_{[j]}, T, T_{[i]}\right\rangle \subset T_{[i]}
$$

We also have that $l \in \mu(w, v, u)$, so $l \in \phi(\{w\}, v, u)$ and $\{w, v, u\}$ is a connection from $w$ to $l$. Then we have that $j \sim l$ and conclude $[i]=[j]$.

Definition 2.2. Let $T$ be a triple system with multiplicative basis $\mathcal{B}$. It is said that a subtriple $S$ of $T$ admits a multiplicative basis $\mathcal{B}_{S}$ inherited from $\mathcal{B}$ if $\mathcal{B}_{S}$ is a multiplicative basis of $S$ satisfying $\mathcal{B}_{S} \subset \mathcal{B}$.
Proposition 2.2. For any $[i] \in I / \sim$, the linear subspace $T_{[i]}$ is an ideal of $T$ admitting $a$ multiplicative basis inherited from the one of $T$.

Proof. Since $T=\bigoplus_{i \in I} \mathbb{F} e_{i}$ we clearly have $T=\underset{[j] \in I / \sim}{\bigoplus} T_{[j]}$ and so we can write

$$
\left\langle T_{[i]}, T, T\right\rangle+\left\langle T, T_{[i]}, T\right\rangle+\left\langle T, T, T_{[i]}\right\rangle=
$$

$$
\left\langle T_{[i]}, T, \bigoplus_{[j] \in I / \sim} T_{[j]}\right\rangle+\left\langle T, T_{[i]}, \bigoplus_{[j] \in I / \sim} T_{[j]}\right\rangle+\left\langle\bigoplus_{[j] \in I / \sim} T_{[j]}, T, T_{[i]}\right\rangle \subset T_{[i]},
$$

being last inclusion consequence of Lemma 2.4. That is, any $T_{[i]}$ is actually an ideal of $T$. Finally, observe that the set $\left\{e_{j}: j \in[i]\right\}$ is a multiplicative basis of $T_{[i]}$ inherited from the basis $\mathcal{B}=\left\{e_{k}: k \in I\right\}$ of $T$.

Theorem 2.1. Let $T$ be a triple system admitting a multiplicative basis $\mathfrak{B}$. Then $T$ is the orthogonal direct sum of the the ideals

$$
T=\bigoplus_{[i] \in I / \sim} T_{[i]},
$$

admitting each $T_{[i]}$ a multiplicative basis inherited from $\mathfrak{B}$.
Proof. As in Proposition 2.2, the fact $T=\bigoplus_{i \in I} \mathbb{F} e_{i}$ gives us $T=\bigoplus_{[i] \in I / \sim} T_{[i]}$. Now, Proposition 2.2 and Lemma 2.4 complete the proof.

## 3. The minimal components

In this section our target is to characterize the minimality of the ideals which give rise to the decomposition of $T$ in Theorem 2.1, in terms of connectivity properties in the set of indexes $I$.

Definition 3.1. An arbitrary triple system $T$ admitting a multiplicative basis $\mathcal{B}$ is called minimal if its only nonzero ideal admitting a multiplicative basis inherited from $\mathcal{B}$ is $T$.

Let us introduce the notion of $\mu$-multiplicativity in the framework of arbitrary triple systems admitting a multiplicative basis, in a similar way to the ones of closed-multiplicativity for Lie triple systems (see [10, 12, 15]), for split 3-Lie algebras (see [16]), or for different classes of algebras like graded associative algebras, split Leibniz algebras, split Poisson algebras, or split Lie color algebras (see [13, 14, 17, 18] for these notions and examples).

Definition 3.2. It is said that a triple system $T$ admits a $\mu$-multiplicative basis $\mathcal{B}=\left\{e_{i}\right\}_{i \in I}$ if it is multiplicative and given $i, j \in I$ such that $j \in \mu(i, x, y)$ for some $x, y \in I \dot{\cup} \bar{I}$ then $e_{j} \in\left\langle e_{i}, T, T\right\rangle+\left\langle T, e_{i}, T\right\rangle+\left\langle T, T, e_{i}\right\rangle$.

Examples of triple systems admitting $\mu$-multiplicative bases are those triple systems associated to (associative) matrix algebras, to semisimple finite-dimensional Lie algebras (over algebraically closed fields of characteristic 0), to semisimple separable $L^{*}$-algebras, to semisimple locally finite split Lie algebras or to the split Lie algebras considered in [ $9, \S 3]$. We also can take as examples of triple systems with $\mu$-multiplicative bases to the associative triple systems $\mathcal{M}_{n \times m}(\mathbb{F}), n \neq m$, (see $\S 1$ ), to the meson triple systems described in $\S 1$, to the family of Jordan and Lie triple systems $\mathcal{N}$, (also described in $\S 1$ ), to the Lie triple systems considered in [10, 12, 15], to the 3-Lie algebras presented in [16] or to the Leibniz triple systems described in [2, Example 2.1].

Theorem 3.1. Let $T$ be an arbitrary triple system admitting a $\mu$-multiplicative basis $\mathfrak{B}=$ $\left\{e_{i}\right\}_{i \in I}$. Then $T$ is minimal if and only if the indexes set I has all of its elements connected.

Proof. Suppose $T$ is minimal. By Theorem 2.1, $T=T_{[i]}$ for some $[i] \in I / \sim$. Hence $[i]=I$ and so any couple of elements in $I$ are connected.

Conversely, consider a nonzero ideal $\mathfrak{I}$ of $T$ admitting a basis inherited from $\mathfrak{B}$. Then, for a certain $\emptyset \neq I_{\mathfrak{I}} \subset I$, we can write $\mathfrak{I}=\bigoplus_{j \in I_{\mathfrak{J}}} \mathbb{F} e_{j}$. Fix some $i_{0} \in I_{\mathfrak{I}}$ being then

$$
\begin{equation*}
0 \neq e_{i_{0}} \in \mathfrak{I} \tag{2}
\end{equation*}
$$

Let us show by induction on $n$ that if $\left\{i_{1}, \ldots, i_{2 n+1}\right\}$ is a connection from $i_{0}$ to some $j \in I$, then for any $k \in \phi\left(\phi\left(\cdots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \ldots\right), i_{2 n}, i_{2 n+1}\right)$ we have that $0 \neq e_{k} \in \mathfrak{I}$.

Indeed, in case $n=1$, we get $k \in \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right)$ with $i_{1}=i_{0}$. Hence $k \in \mu\left(i_{0}, i_{2}, i_{3}\right)$, so, taking into account that $\mathfrak{I}$ is an ideal of $T$, by $\mu$-multiplicativity of $\mathfrak{B}$ and the Equation (2) we obtain $e_{k} \in \mathfrak{I}$.

Suppose now the assertion holds for each connection $\left\{j_{1}, \ldots, j_{2 h+1}\right\}$ from $i_{0}$ to any $r \in I$, and consider any connection $\left\{i_{1}, \ldots, i_{2 h+1}, i_{2 h+2}, i_{2 h+3}\right\}$ from $i_{0}$ to some $j \in I$. We know that for each $x \in U$, where $U:=\phi\left(\phi\left(\cdots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \cdots\right), i_{2 h}, i_{2 h+1}\right)$, the element

$$
\begin{equation*}
0 \neq e_{x} \in \mathfrak{I} \tag{3}
\end{equation*}
$$

Taking into account that the fact $k \in \phi\left(\phi\left(\cdots \phi\left(\left\{i_{1}\right\}, i_{2}, i_{3}\right) \ldots\right), i_{2 h+2}, i_{2 h+3}\right)$ implies

$$
k \in \phi\left(U, i_{2 h+2}, i_{2 h+3}\right)
$$

we have that $k \in \mu\left(x, i_{2 h+2}, i_{2 h+3}\right)$ for some $x \in U$. From here, the $\mu$-multiplicativity of $\mathfrak{B}$ and Equation (3) allow us to get $e_{k} \in \mathfrak{I}$ as desired.

Now, since given any $j \in I$ we know that $i_{0}$ is connected to $j$, we can assert by the above observation that $\mathbb{F} e_{j} \subset \mathfrak{I}$. We have shown

$$
T=\bigoplus_{j \in I} \mathbb{F} e_{j} \subset \mathfrak{I}
$$

and so $\mathfrak{I}=T$.
Theorem 3.2. Let $T$ be a triple system admitting a $\mu$-multiplicative basis $\mathfrak{B}$. Then $T$ is the orthogonal direct sum of the family of its minimal ideals

$$
T=\bigoplus_{k} \mathfrak{I}_{k}
$$

each one admitting a $\mu$-multiplicative basis inherited from $\mathfrak{B}$.
Proof. By Theorem 2.1 we have that $T=\bigoplus_{[i] \in I / \sim} T_{[i]}$ is the orthogonal direct sum of the ideals $T_{[i]}$, admitting each $T_{[i]}$ a multiplicative basis $\mathfrak{B}_{[i]}=\left\{e_{j}: j \in[i]\right\}$ inherited from $\mathfrak{B}$.

We wish to apply Theorem 3.1 to any $T_{[i]}$ so we are going to verify that the basis $\mathfrak{B}_{[i]}$ is a $\mu$-multiplicative basis and that $[i]$ has all of its elements [i]-connected (connected through connections contained in $[i] \dot{\cup}[i])$.

We clearly have that $T_{[i]}$ admits to $\mathfrak{B}_{[i]}$ as a $\mu$-multiplicative basis as consequence of having a basis inherited from $\mathfrak{B}$ and the fact $\left\langle T_{[i]}, T, T_{[j]}\right\rangle+\left\langle T, T_{[i]}, T_{[j]}\right\rangle+\left\langle T, T_{[j]}, T_{[i]}\right\rangle=$ 0 when $[i] \neq[j]$.

Finally, consider any connection from $i$ to $j$

$$
\begin{equation*}
\left\{i_{1}, i_{2}, \ldots, i_{2 n+1}\right\} \tag{4}
\end{equation*}
$$

Let us observe that any $k \in \phi\left(\{i\}, i_{2}, i_{3}\right)$ satisfies $k \in[i]$ through the connection $\left\{i, i_{2}, i_{3}\right\}$. Then we have two possibilities:

- If $i_{2}, i_{3} \in I$, we also have, see Remark 2.1, that $k \in \phi\left(\left\{i_{2}\right\}, i, i_{3}\right)$ and $k \in$ $\phi\left(\left\{i_{3}\right\}, i, i_{2}\right)$. From here, the sets $\left\{i_{2}, i, i_{3}\right\}$ and $\left\{i_{3}, i, i_{2}\right\}$ are connections from $i_{2}$ to $k$ and from $i_{3}$ to $k$ respectively. Hence $i_{2}, i_{3} \in[i]$.
- If $i_{2}, i_{3} \in \bar{I}$, by Lemma 2.1 we have $i \in \phi\left(\{k\}, \bar{i}_{2}, \bar{i}_{3}\right)$. By arguing as above we get $\bar{i}_{2}, \bar{i}_{3} \in[i]$ and so $i_{2}, i_{3} \in \overline{[i]}$.

By iterating this process we obtain that all of the elements in the connection (4) are contained in $[i] \dot{\cup} \overline{[i]}$. That is, $[i]$ has all of its elements $[i]$-connected. From the above, we can apply Theorem 3.1 to any $T_{[i]}$ so as to conclude $T_{[i]}$ is minimal.

It is clear that the decomposition $T=\bigoplus_{[i] \in I / \sim} T_{[i]}$ satisfies the assertions of the theorem.
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