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Abstract

This thesis reports on a Raman optical setup designed to implement
a scheme, called stimulated Raman adiabatic passage, into an experi-
ment with which ultracold NaK polar molecules in the rovibrational
ground state are intended to be created and studied. The laser wave-
lengths used to perform this Raman transfer from the Feshbach to
the ground state are 652.654nm and 486.995nm. For the Raman pro-
cess to be efficient, high frequency stability is required. In order to
achieve it, two external cavity diode lasers, one per wavelength, are
independently locked to a reference cavity using the Pound-Drever-
Hall technique. The cavity’s spacer is made of an ultra-low expan-
sion glass, which, if the cavity is kept at the zero-crossing tempera-
ture 9.4 ± 0.5�C, minimizes changes in the resonant mode frequencies
when a variation of the external temperature occurs. Furthermore,
this cavity is placed inside a temperature stabilized vacuum hous-
ing and has a spherical geometry, which makes its length insensitive
to vibrations. The cavity was found to have a finesse of 189950 for
l = 652nm and 33740 for l = 487nm. The l = 487nm laser, when
locked, has a line width of approximately 500Hz. Regarding the fre-
quency stability, oscillations with an amplitude of 1kHz and a period
of 1000s were observed on top of a drift of few Hz/s, which is still
within the transfer requirements. To be able to tune the frequen-
cies of the light in order to achieve the desired detunings, two other
lasers were built running at the same two wavelengths. While part
of the light of these lasers will be sent through optical fibers to the
experiment, each laser beam with the remaining light is overlapped
with the correspondent frequency stabilized laser beam. The resul-
tant beat signals are used to lock them with a frequency offset up to
6GHz, which corresponds to two free-spectral ranges of the cavity.
That offset can be defined through a computer, enabling high control
over the frequencies that are used in the Raman scheme.
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1 Introduction

The desire of the mankind to "see through matter" and to be able to understand
all intriguing phenomena is not recent. In solid state physics the study of mat-
ter is hampered by numerous parameters that are not tunable and others that
interrupt the periodic order of the system like surface effects and lattice defects.
In high energy physics the study of the constituents of matter and their interac-
tions is done "post-mortem", which comprehends the destruction of the particles.
Without quantum optics, we would lack the possibility to observe "in-vivo" the
particles while tuning their interactions.

After the first proposal in the 1970s on using radiation pressure of a laser
beam to slow sodium atoms down [1], the development of laser cooling and
trapping in 1980s (for an overview see [2]) allowed not only to observe the parti-
cles but also to trap them for long periods of time and control both the internal
degrees of freedom (electronic, fine and hyperfine states) and the external ones
(motion of the atoms in the lab). In 1995 [3, 4], by using dilute atomic vapors it
was possible to realize experimentally a theory proposed by Einstein [5] based
in Bose’s previous paper [6], a Bose-Einstein condensate was for the first time
observed. This phenomenon corresponds to a macroscopic occupation of the
ground state when the phase-space density is larger than a certain value, which
demands both low temperatures and high particle densities. This experimental
realization was a turning point in quantum optics, since several quantum many-
body effects were observed and accomplished afterwards: interference between
two overlapping Bose condensates [7], atom laser [8], quantum degenerate gas of
fermions [9], long-range phase coherence [10], superfluidity in BEC [11], BEC of
molecules formed by fermonic atoms [12, 13, 14], BEC-BCS crossover by tuning
the scattering length near a Feshbach resonance [15], Fermi superfluidity [16],
among others.

Another breakthrough in the study of ultracold atoms was the application
of optical lattices. These can be understood as crystalline structures, formed by
retro-reflected laser beams, similar to solid state systems which are addition-
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ally highly controllable, with diminished lattice defects and without unwanted
relaxation mechanisms like phonons. The atoms in the optical lattice can be re-
garded as electrons in the solids. However, the former ones have the advantage
of the possibility to change their interaction by tuning the scattering length in
the vicinity of a so-called Feshbach resonance. In 1963, Hubbard proposed a
theory [17] to explain the dynamics of electrons in a periodic potential, which
was later adapted to bosons [18]. Following a theoretical proposal based on
the bose-hubbard hamiltonian [19], it was possible to observe the superfluid to
Mott-insulator transition [20], by loading ultracold atomic bosons into an optical
lattice and by controlling the depth of the lattice. The frequency standards’ field
has also benefited from the development of optical lattices with the realization
of atomic clocks [21].

In contrast to atoms, with which all the work previously mentioned was
done, cold molecules have additional degrees of freedom, such as rotation and
vibration. This makes them richer and more complex systems to be studied
since new intriguing problems can be addressed such as new quantum phases.
Moreover, in the case of heteronuclear polar molecules in the ground state, there
are extra interaction capabilities and tunably parameters due to the existence of
a large tunable electric dipole moment under the influence of an external electric
field. For that reason, these molecules interact with each other via dipole-dipole
interaction (see figure 1.1). The effective potential for a polarized sample is the
following:

Ve f f (r) =
d2

r3 (1− 3 cos2 θ)− C6

r6 (1.1)

d

d

r
θ

Figure 1.1: Dipolar interaction between two molecules that have a permanent
electric dipole d, are polarized and which have their center of mass separated by
r. Their dipoles make an angle θ with the line that unites their center of mass.
This interaction is repulsive in the case the dipoles are positioned side-by-side
and attractive if head-to-tail.

Without any external electric field the average net dipole moment is zero
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and the molecules interact via Van der Waals interaction −C6/r6, due to in-
duced fluctuating dipole moments. However, when an electric field is applied,
a permanent dipole moment is induced and the molecules interact via dipole-
dipole interaction. This interaction is very strong, which allows the possibility
to observe its long-range character (falls off with 1/r3, which is long range in
3 dimensions) [22], as opposed to the contact interaction characteristic between
atoms. In addition, the potential is anisotropic, which means that it can be either
repulsive or attractive depending on the orientation of the dipoles with respect
to the internuclear axis - repulsive if the dipoles are located side-by-side and at-
tractive if they are head-to-tail. The degree of the polarization and the intensity
of the dipole moment depend on the magnitude of the electric field. For NaK
molecules, the molecular species that is intended to be created in this experi-
ment, the field strength needed for the complete polarization of the molecules is
approximately 8kV/cm.

With all these possibilities, cold molecules are of great interest and are at the
moment very explored by theorists. Hence, when experimentally reached, many
interesting concepts and phenomena may be developed and observed: quantum
computation [23], observation of superfluid, supersolid, Mott-insulator, checker-
board and collapse phases [24], lattice-spin models [25], self-assembled crystals
[26], observation of the extended Hubbard model phonon-mediated long-range
interaction if extra particles (atoms or molecules) are added to the self-assembled
polar molecules crystal [27], observation of Mott-insulators with fractional fill-
ings - devil’s staircase [28], not to mention many other theories. Some proposals
require that the molecules are loaded into an optical lattice.

However, the increased complexity of the internal structure of molecules, at
the same time that it makes them interesting, is a disadvantage with respect
to their cooling and trapping. So far, it was only possible to laser cool two
molecular species: SrF [29] and YO [30]; since in most molecules it is not possible
to have a closed transition cycle. Hence, the cooling of molecules has been done
through other ways, like direct cooling methods such as collisions with a buffer
gas [31] or Stark deceleration [32]. So far, only temperatures on the order of tens
to hundreds of mK and densities of (106 − 108) cm−3 could be achieved. More
recently, also an opto-electrical cooling scheme was implemented which made
possible to achieve temperatures around 1mK [33]. These schemes, despite of
the obvious advantage of allowing to cool several kinds of molecules and not
exclusively the alkaline-based ones, only attain phase space densities that are
too far away from quantum degeneracy (see figure 1.2).
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Figure 1.2: Several techniques used to produce cold molecules and the range of
density and temperatures that each can achieve. [34]

There are also other approaches to cool molecules that lead to higher den-
sities and lower temperatures: the indirect cooling methods. These explore the
large knowledge and expertise of laser cooling of atoms, creating molecules by
associating the atoms after cooling them separately. One of these alternatives
is to photoassociate the atoms using one or two photon transitions[35, 36, 37],
which leads to phase space densities still far away from quantum degeneracy (as
it is possible to observe in 1.2) and temperatures on the order of hundreds of µK.
Furthermore, as it relies on spontaneous decay, several levels get populated in
the end. There is another indirect method, in which the atoms are associated by
sweeping a magnetic field across a Feshbach resonance [38, 39, 40]. This results
in a phase space density as large as the atoms’ one since the process is adia-
batic and reversible. However, despite the molecules being translationally cold,
this technique leaves them in a weakly bound highly excited state for which the
dipole moment is much lower than the one in the ground state. Therefore, if
the molecules are left in that excited state, the choice of polar molecules for the
desired purpose would be in vain. Additionally, the inelastic collisions between
molecules in this excited state will lead to the quenching of the internal state
into a low-energetic one by rovibrational relaxation. If the energy released in
the process is larger than the trap depth there will be major losses, if not, it
will result in an undesirable heating of the sample. To avoid this situation, the
molecules must be transferred to the rovibrational ground-state, where they can
no longer decay and can have a large dipole moment in the presence of a DC
electric field. To achieve that, it is desirable a fully coherent process that leaves all
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the molecules in only one internal state: the process is called stimulated Raman
adiabatic passage (STIRAP) [41] and it is the main theme of this thesis. In this
two-photon Raman transfer, the molecules are left in the ground state while no
heating is produced. This has been achieved for heteronuclear molecules with
40K87Rb [42]. However, this molecules are reactive in the ground state, which
leads to their decay into the lower energy level formed by K2 and Rb2.

It is easy to understand the need for a two-photon process: the Feshbach
and the ground states have different electronic spin and the dipole transition
selection rules suppress this kind of transitions. Furthermore, as the Feshbach
molecules are so loosely bound, their inner turning point is much larger than the
equilibrium internuclear distance in the ground state and therefore the Franck-
Condon principle strongly suppresses the transition. With this is mind, there is
a clear necessity to use an excited state that has large Franck-Condon factors for
transitions to both states. However, the excited state is lossy as it can decay to
lower states. For that not to happen the coupling between the states through the
light field must assure that this excited state never gets populated: that is the
main advantage of implementing the STIRAP scheme.

Figure 1.3: Overall scheme of the experiment.

In the experiment which this thesis is a part of, 23Na and 40K or 39K were
chosen, which means that it is possible to obtain either fermionic (40K) or bosonic
(39K) molecules. These molecules in the ground state have a large permanent
dipole moment of about 2.8Debye [43] which allows the study of molecules that
interact via dipole-dipole interaction. Also, unlike KRb, in their ground states
these molecules are nonreactive and chemically stable since it is not energetically
favorable to exchange atoms nor to form of a trimer+atom [44]. This fact allows
the existence of long-lived dipolar molecules.
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Both the sodium atoms, after being slowed by the spin-flip Zeeman slower,
and the potassium ones, after being cooled in the 2D magneto-optical trap
(MOT), are cooled further in the dual species 3D MOT and loaded into a mag-
netic trap where they will be evaporatively cooled. Afterwards, both species are
transported in an optical dipole trap into the glass cell where the Feshbach coils
will associate the atoms into molecules. Only here will the STIRAP scheme trans-
fer the molecules into the ground state. All the experiments on the molecules
will be carried out inside this glass cell.

1.1 Outline

This thesis describes the development and characterization of the laser setup that
will be used to implement a STIRAP scheme, which will transfer the molecules
to their rovibrational ground state. This Raman process requires laser light with
two different wavelengths: 652.654(8)nm and 486.995(5)nm, calculated numer-
ically. As the uncertainty in the wavelengths is still too large for the desired
purpose, there will be the necessity of sweeping the frequency. To achieve that,
two lasers with the desired frequencies for the STIRAP scheme are locked to a
reference cavity. A second pair of lasers, which provide the light for the experi-
ment while beat locked to the frequency stabilized lasers, are swept in frequency
in order to find the ones for which the transfer efficiency is maximum.

The theoretical knowledge needed for the understanding of the transfer scheme
is presented in the second chapter, with an overview of molecular physics, par-
ticularities of the Feshbach molecules, a detailed explanation of the STIRAP
scheme and the requirements which it has.

The setup that will provide light for the STIRAP scheme is explained in the
third chapter where the optical setup will be thoroughly addressed, as well as
the previously referenced cavity and the method used for locking the master
laser to it.

The experimental results are shown in the fourth chapter where the charac-
terization of the setup is presented and explained, such as the electronic circuits
used, the line widths measured, the frequency drift of the cavity and its zero-
expansion temperature.

In the last chapter a small synopsis of what was done is exposed, as well
as what is still needed to be developed for the attainment of the goal of the
experiment.



2 Theoretical Background

2.1 Molecular physics

The laser light frequencies used in the STIRAP scheme were chosen according
to the selected electronically excited state, which has as a requisite large Franck-
Condon factors to both the Feshbach and the ground states, allowing, through
this intermediate level, the coupling between those states. In order to under-
stand how that excited state was chosen, a brief overview of molecular physics
phenomena interesting for this subject is here presented.

A B

Figure 2.1: Diatomic molecule with respective coordinate system: CM is the
position of the center of mass of the molecule, RA and RB are the position of
the nuclei and ri are the position of the n electrons with respect to the center of
mass.

For a free diatomic molecule with internuclear distance |R| = |RA| + |RB|,
with n electrons, assuming no spin interactions the time-independent Schrödinger
equation is the following:

ĤΨ =
[
T̂e + T̂N + V̂(R, r1, .., rn)

]
Ψ(R, r1, .., rn) = EΨ(R, r1, .., rn) (2.1)

where T̂e = − h̄2

2m ∑
i
∇2

ri
is the electronic kinetic energy operator, T̂N = − h̄2

2µ∇2
R

the nuclear one with µ being the nuclei reduced mass, and V(R, r1, .., rn) is the
potential interaction between nuclei, electrons and nuclei and electrons .

It is not possible to reach an exact solution for this hamiltonian and there-
fore approximations should be made. Some of which will be presented in this
section.
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2.1.1 Born-Oppenheimer approximation

The nuclei are much heavier than the electrons, which causes their time scales
to be significantly different. The Born-Oppenheimer approximation [45] states
that, as the electrons are extremely light in comparison with protons, they fol-
low the nuclei adiabatically and have no relaxation time. This legitimates the
ansatz where the electronic and nuclear part of the molecular wavefunction are
separated:

Ψ(R, r1, .., rn) = ∑
i

χi(R)φi(R, r1, .., rn) (2.2)

where the coefficients χi represent the nuclear motion at the electronic state
φi, which are the eigenfunctions of the electronic wave equation, assuming the
nuclei position fixed:

(
T̂e + V(R, r1, .., rn)

)
φi(R, r1, .., rn) = Ei(R, r1, .., rn)φi(R, r1, .., rn) (2.3)

Since the wavefunctions φi obey the orthonormality property 〈φi|φj〉 = δij, they
form a complete basis.

If (2.2) is inserted into equation (2.1) and projected it onto the electronic
functions, the following equation is reached:

∑
i
〈φj(R, r1, .., rn)|T̂e+T̂N + V̂(R, r1, .., rn)− Ĥ|χi(R)φi(R, r1, .., rn)〉 = 0 (2.4)

j = 1, 2, ...

When the orthonormality property and equation (2.3) are used, this follows:

∑
i
〈φj(R, r1, .., rn)|T̂N|χi(R)φi(R, r1, .., rn)〉+ (Ej(R)− E)χj(R) = 0 (2.5)

where T̂N|χi(R)φi(R, r1, .., rn)〉 = −
h̄2

2µ
[χi(R)(∇2

Rφi(R, r1, .., rn))

+ 2(∇Rχi(R).∇Rφi(R, r1, .., rn))

+ φi(R, r1, .., rn)(∇2
Rχi(R))] (2.6)

The nuclear part of the molecular wavefunction, as the nuclei is heavier than
the electrons, is much more localized spatially than the electronic one, which
allows the following approximation: ∇Rφi(R, r1, .., rn) � ∇Rχi(R), which, if
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inserted in (2.5) gives rise to the nuclear wave equation:

[
− h̄2

2µ
∇2

R + Ej(R)− E

]
χj(R) = 0 j = 1, 2, ... (2.7)

It is now clear that Ej(R) correspond to the energy of the frozen electronic
states and can be represented by the Born-Oppenheimer potentials (figure 2.2).
As it is possible to observe, this potential goes to infinity for very small inter-
nuclear distances, which can be explained by the Coulomb repulsion between
nuclei. Another characteristic of the potential is that, as the nuclei get further
apart, the energy tends to an asymptote that is the sum of the energy of the
independent atoms in the states that originate that electronic molecular state in
particular. For electronic states where the Born-Oppenheimer potential has a
minimum below the asymptote, there may exist molecular bound states.

R0

E
n
er
gy

Internuclear distance

EatomA + EatomB

Figure 2.2: Born-Oppenheimer potential with a minimum in energy for an inter-
nuclear distance of R0 and an energy’s asymptotic value for large internuclear
distances which corresponds to the sum of the individual atoms’ energy

This approximation requires that the difference between electronic states has
to be much larger than between vibrational and rotational states.

2.1.2 Rotation and Vibration

The nuclear function χi(R) for a particular electronic state i can in the rigid rotor
approximation be decomposed in a radial part ξ(R) and an angular one, which
corresponds to the spherical harmonics YJ,mJ (θ, Φ):

χi(R) =
ξi,v,J(R)YJ,mJ (θ, Φ)

R
(2.8)

Therefore, it exists a rotational energy associated with the orbital angular
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momentum J:

Er =
J2

2I0
= BJ(J + 1), J = 0, 1, ... (2.9)

where B = h̄2

2I0
is the rotational constant and I0 = µR2

0 is the moment of inertia.
It is possible to interpret this result by looking at the molecule as a rigid body
that rotates around an axis that passes in its center of mass and is perpendicular
to the internuclear axis, since the moment of inertia about the internuclear axis
is assumed zero.

By inserting (2.8) in (2.9) a radial equation is reached:

[
− h̄2

2µ

(
d2

dR2 −
J(J + 1)

R2

)
+ Ei(R)− Ei,v,J

]
ξi,v,J(R) = 0 (2.10)

Assuming that the nuclear motion occurs mainly near the minimum R0, it is
possible to expand (2.10) in a Taylor series:

Ei(R) ≈ Ei(R0) +
k
2
(R− R0)

2 (2.11)

If (2.9), (2.10) and (2.11) are combined, it is noticeable that the total energy is the
sum of the electronic, rotational and vibrational energies

Ei,v,J = Ei(R0) + Er + Ev (2.12)

provided that the vibrational energy is the eigenvalue of the harmonic oscillator
equation

[
− h̄2

2µ

d2

dR2 +
k
2
(R− R0)

2 − Ev

]
χv = 0 (2.13)

Therefore the vibrational spectrum is given by Ev = h̄ω0(v + 1/2) with h̄ω0 =

h̄
√

k/µ as the energy difference between consecutive levels. However, this is
only valid for small internuclear distances, and therefore for low vibrational
states. For higher ones in reality the distance between the levels decreases and
consequently more realistic models should be developed and applied.

At this point, it is evident that for each electronic state of the molecule, there
are several vibrational and rotational levels which have different energy scales.
A transition between two rotational states maintaining the vibrational and elec-
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tronic ones corresponds to the microwave or far infrared region of the spectrum.
The transition between two different vibrational states has a frequency in the
mid-infrared region and electronic transitions lie in the visible and the ultravio-
let range.

Furthermore, it has to be noted that a heteronuclear diatomic molecule is
not a simple rotator with a moment of inertia zero about its internuclear axis.
As there are electrons around it, the moment of inertia is small (due to the
small electrons’ mass in comparison to the nuclei’s one) but finite. Therefore
these molecules should be regarded as symmetric tops, for which the principal
moment of inertia about the internuclear axis is much smaller than the the other
two that are about perpendiculars to it (and that are equal one to the other).
However, the angular momentum associated to all of them can have the same
order of magnitude, since the electrons rotation is quantized.

The angular momentum vectors that exist in a symmetric top are shown in
the figure 2.3. In this picture J is the total angular momentum around which
the system rotates. The projection of the later onto a plane perpendicular to the
internuclear axis is N, which corresponds to the rotational angular momentum
of the nuclei. And Ω is the projection of the total angular momentum of the
electron onto the internuclear axis.

Figure 2.3: Vectorial scheme of a molecule that can be regarded as a symmetric
top rotating around the total angular momentum J

2.1.3 Hund’s cases

The molecules have a large number of angular momenta: electronic spin S, elec-
tronic orbital angular momentum L, rotational angular momentum N and to-
tal angular momentum of the molecule J. These angular momenta can couple
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among themselves in several ways. To obtain an approximate description of the
coupled system, a hierarchy of coupling strength can be determined. The several
orders of the hierarchy are called Hund’s cases. They are five, however only the
case a) and c) are of interest for the understanding of this thesis and therefore,
only those will be presented here.

Hund’s case a

This case is usually the one related to heteronuclear diatomic molecules with a
small internuclear distance.

In this case the electronic motion is strongly coupled to the internuclear axis:
L is, by electrostatic interaction, coupled to this axis and, by spin-orbit coupling,
S is coupled to L. This causes that the projection of L and S onto the internuclear
axis (Λ and Σ, respectively) to be good quantum numbers, as well as their sum
Ω = |Λ + Σ|, which constitutes a vector (Ω) that lies on the internuclear axis.
The sum of this vector with the rotational nuclear momentum N is the total an-
gular momentum J which has a constant direction and magnitude. Both Ω and
N rotate around it - nutation. The precession of L and S around the internuclear
axis is much faster than nutation. The good quantum numbers are Λ, Σ, Ω and
J.

Figure 2.4: Vectorial scheme of a molecule that obeys the Hund’s case a: the fast
rotation of ~L and ~S around the internuclear axis are represented by the dashed
ellipses and the solid ellipse represents the much slower nutation of ~N and ~Ω

A molecular electronic state with Λ, Σ, Ω and J is usually denoted in spec-
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troscopic notation by α2Σ+1Λ+/−
Ω . Here Λ = 0, 1, 2, ... corresponds to Σ, Π, ∆,...

The superscript signal +/− is associated to the reflection symmetry along any
plane that contains the internuclear axis. And moreover, as this is not enough to
completely define the states, there is an "energy counting label" α, which is X for
the rovibrational ground state and then, in the order of their energy, the states
are labeled by A,B,C,... in case they have the same multiplicity (2Σ + 1) of X or
a,b,c,... in case the multiplicity is different from the X’s one. For the electronic
excited states, this labeling is made with numbers.

Hund’s case c

Figure 2.5: Vectorial scheme of a molecule that obeys the Hund’s case c: the
fast precession of ~L and ~S around ~Ja and of this around the internuclear axis
are represented by the dashed ellipses and the solid ellipse represents the much
slower nutation of ~N and ~Ω

In the case of near-threshold states, where the internuclear distance is large,
L and S do not couple individually to the internuclear axis since the spin-orbit
coupling is much stronger and leads to the couple of one to the other: Ja = L+S.
Being Ω the projection onto the internuclear axis of Ja, and Ω the correspondent
vector along that axis: J = N+Ω. As in this case, Λ and Σ are not good quantum
numbers, the notation has to change: numbering starting from the lowest lying
energetic state followed by (Ω)+/−.
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2.1.4 Selection rules

The selection rules (explained in detail in [46]) are probabilities of a transition
to occur based on an evaluation of the elements that compose the electric dipole
moment matrix 〈Ψi|d̂|Ψj〉. The explanation below comprehends exclusively the
electric dipole radiation and only the selection rules that apply to the heteronu-
clear diatomic molecules.

If the molecules are considered symmetric tops and no electronic transitions
are concerned, the rotational and vibrational selection rules are the following:

Ω = 0 −→ ∆J = ±1 (2.14)

Ω 6= 0 −→ ∆J = 0,±1 (2.15)

∆v = 0,±1 (2.16)

where the harmonic oscillator approximation was used. The case ∆v = 0
only occurs in the the presence of a permanent dipole, which is the case for het-
eronuclear diatomic molecules, corresponding to a purely rotational transition.
As the molecular potential is not a perfect harmonic oscillator, ∆v > 1 transi-
tions can also happen, with the probability of the transition decreasing rapidly
with the increase in the vibrational number difference.

In the case of electronic molecular transitions, the general selection rules
comprise the following:

∆J = 0,±1, except for J = 0 −→ J′ = 0 (2.17)

(2.18)

Additionally, there are rules that apply to different Hund’s cases. The selection
rules that apply only to Hund’s case a are the undermentioned:

∆Λ = 0,±1 and therefore Σ = ∆ (2.19)

Σ+ ↔ Σ+ and Σ− ↔ Σ− are allowed but Σ− = Σ+ (2.20)

∆S = 0 (2.21)

∆Σ = 0 (2.22)

∆J 6= 0 for Λ = 0 −→ Λ′ = 0 (2.23)

In the case the coupling case that applies is c), the following selections rules
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exist:

∆Ω = 0,±1 (2.24)

0+ ↔0+ and 0− ↔ 0− are allowed but 0− = 0+ (2.25)

Whenever both coupling cases can be applied (one to each state), only the rules
that exist for both cases are applicable.

2.1.5 Franck-Condon Principle

When an electronic transition happens, there are no vibrational selection rules.
It will be shown that its strength depends on the Franck-Condon factors, which
correspond to the overlap between both vibrational wavefunctions.

Quantum mechanically, and assuming the derivation is valid for every com-
bination of rotation eigenvalues [46], this principle [47] can be explained based
on the calculation of the square of the electric moment, which is proportional to
the probability of transition from |χg

vφ
g
el〉 to |χe

vφe
el〉:

∣∣〈χg
vφ

g
el|d|χe

vφe
el〉
∣∣2

where the moment can be separated into a nuclear and an electronic part:

d = de + dN
∣∣〈χg

vφelg|de|χe
vφe

el〉+ 〈χ
g
v|dN|χe

v〉〈φelg|φe
el〉
∣∣2

in which it was assumed that the nuclear dipole moment doesn’t depend on the
electronic coordinates.

By the orthonormality property, 〈φg
el|φe

el〉 vanishes. Taking into account that
the variation of 〈φg

el|de|φe
el〉 (which corresponds to the probability of electronic

transition) is slow with the internuclear distance variable, it is possible to con-
sider this distance constant during a transition (Condon approximation), which
results in:

Probability of transition ∝
∣∣∣〈φg

el|de|φe
el〉〈χ

g
v|χe

v〉
∣∣∣
2
= de

2
f 2
v−v′ (2.26)

where fv−v′ is the Franck-Condon factor. For the vibrational levels v = 0 the
wavefunction is larger at the equilibrium internuclear distance, whereas for the
excited vibrational states it is near the classical turning points, where the velocity
is zero, that there is a maximum in the magnitude of the wavefunction.

It is also possible to construct a semi-classical picture for this principle; as
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it was presented previously, the nuclei move much more slowly than the elec-
trons, and therefore, it is possible to say that the electronic transitions occur
instantaneously when compared to the vibrations. After an electronic transi-
tion the nuclei is at practically the same position as before, and like that, these
transitions are represented by vertical lines in the Born-Oppenheimer diagrams.
This corresponds to the Franck-Condon principle, which requires that during
the transition the change in position and momentum of the nuclei are small, for
them to adjust quickly to the new electronic state.

(a) (b)

Figure 2.6: Molecular potentials showing the most probable transitions from
ν = 0 to a) ν′ = 0 and b) ν′ > 0 according to the Franck-Condon principle with
respective wavefunctions

Considering a molecule in a state ν = 0 (see figure 2.6) with a Born-Oppenheimer
potential minimum at an internuclear distance R0, a transition to an excited elec-
tronic state will be more likely to occur in two cases:
a) the excited state is ν′ = 0 and its Born-Oppenheimer potential has the mini-
mum at R0;
b) the excited state is ν′ > 0 and its Born-Oppenheimer potential has a turning
point at R0.
This can easily be explained by the fact that this cases maximize the overlap of
the wavefunction of the states involved in the transition, since ν = 0 vibrational
states have a maximum in the magnitude of their wavefunction at R0 and for the
excited vibrational states, that magnitude is larger at the turning points.
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2.2 Feshbach molecules

By using the Feshbach association it is possible to coherently pass from atoms
to molecules by changing the scattering length when a magnetic field is swept
through a resonance (for a review see [48, 49, 50]).

As the Van der Waals length is much smaller than the separation between
the atoms, the atoms almost don’t interact with each other and the probability
of the existence of three body collisions is small and thus can be neglected. As,
when the atoms are separated by a large distance , they can be considered free,
the ansatz for elastic scattering is valid, allowing the formulation of the scat-
tering wavefunction as the sum of the incoming plane-wave and an outcoming
spherical one:

ψ(r) ≈ eikz + fk(θ, φ)
eikr

r
, r −→ ∞ (2.27)

By switching to a partial waves basis φk,l,m =
uk,l(r)

r Ym
l (θ, φ) the time independent

Schrödinger equation for the collision of two particles with reduced mass µ gets:

[
− h̄2

2µ

d2

dr2 +
l(l + 1)h̄2

2µr2 + V(r)

]
uk,l(r) = Euk,l(r) (2.28)

where V(r) is the effective potential of the scattering and the second term is a
centrifugal barrier. In collisions with atoms near quantum degeneracy, the high
angular momentum partial waves can’t penetrate into this barrier which makes
the s-waves (l=0) the only ones with significance in the process. The s-wave
scattering properties are well described if the potential the atoms feel can be
considered a contact potential (4πh̄2

m δ(3)) [51].

In the following explanation only two states are considered, which is a valid
approximation in the vicinity of a resonance since the interaction is typically
dominated by the coupling of only two states.

Hyperfine states that have an asymptotic energy larger than the scattering
state energy are called closed channels, while if that asymptotic energy is smaller
they are called open channels. There is a Feshbach resonance when the kinetic
energy of the atoms that collide is equal to the bound state of the closed channel,
as it is possible to observe in figure 2.7.

An external magnetic field allows to tune by the Zeeman effect the bound
state energy of the closed channel and bring it in resonance with the open chan-
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Figure 2.7: Scheme of a Feshbach resonance, that occurs when the bound state’s
energy of the closed channel coincides with the kinetic energy from the atoms
that are involved in the collision.

nel, since the channels have different hyperfine states and hence magnetic mo-
ments.

In fact, open and closed channels are coupled by a spin-flip caused by the
overwhelming at short distances of the exchange Coulomb interaction over the
hyperfine interaction. When the superposition channel has a state passing by
the dissociation threshold, a Feshbach resonance occurs.

The Feshbach resonance can be described by an expression for the scattering
length as a function of the magnetic field applied:

a(b) = abg

(
1− ∆

B− B0

)
(2.29)

, where abg is the off-resonant scattering length, which is connected to the last
bound state in the open channel. B0 is the magnetic field for which the scattering
length diverges and ∆ is the width of the resonance.

The scattering length in this process diminishes always, as it is possible to see
in figure 2.8, until it diverges with the appearance of the bound state, the scat-
tering length becomes very large and the potential between the atoms repulsive,
making the energetically lower bound state favorable to populate. Therefore,
where initially existed a crossing in the energy between the molecule state and
the individual atoms state, exists an avoided crossing with the sweeping of the
magnetic field. However, if the sweeping is too fast the coupling between the
hyperfine states isn’t made and no molecules are formed.
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Figure 2.8: Variation of the scattering length and of the energy of the system in
the vicinity of a Feshbach resonance with the magnetic field.

In bosons this Feshbach association has major losses caused by either two
body processes, such as spin-exchange and magnetic dipole relaxation, or three-
body processes like molecular recombination, which doesn’t occur in fermions
due to the Pauli blocking. The Bose-Fermi mixture is in an intermediate case
since this blockade phenomenon only occurs if the collision of the molecule is
with a fermion. So, whereas the conversion efficiency for fermions depends
only on the ramp speed and it can be made very close to 1, for bosons the
magnetic field must be swept at a rate that is slow enough to enable the adiabatic
conversion of atoms into molecules but also fast enough to minimize inelastic
collisions. The transfer efficiency is given by 1 − exp(−β/Ḃ) where Ḃ is the
magnetic field sweep rate and β = αn∆abg, with abg as off-resonant scattering
length, n as the density of the atomic cloud, ∆ as the width of the resonance and
α as a fitting parameter. For the transfer to be adiabatic Ḃ� β [52].

To verify the presence of molecules the ramp can be reversed, because, as the
process is coherent, the molecule is dissociated into atoms.

2.3 Stimulated Raman adiabatic passage

As it was already mentioned in the previous section, by Feshbach association,
very weakly bound molecules are created. It is desirable to transfer the molecules
to the ground state, where they can no longer decay and release enough energy
to dissociate molecules and heat the gas. Therefore, one has to find a way of car-
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rying that binding energy (around 150THz) out of the gas. The transfer, which
ideally should be target selective and efficient, is the STIRAP - STImulated Ra-
man Adiabatic Passage [41]. This scheme was first realized in 1988 [53] between
vibrational molecular levels in molecular beams that pass sequentially through
two spatially displaced laser beams. The transfer between a Feshbach state of an
ultracold molecule and its rovibrational ground state was accomplished in 2008
[42]; this is the goal of the project of this thesis.

Figure 2.9: Scheme of the Born-Oppenheimer potentials of the states which par-
ticipate in Stirap. The pump laser has an energy that corresponds to the differ-
ence of energy between the excited and the Feshbach states and the dump laser
to the energy difference between the excited and the final ground state.

This scheme consists of a sequential interaction between the molecules and
two laser beams (see figure 2.9): the pump laser couples the Feshbach state
(|1〉) to the intermediate state (|2〉) and the dump laser couples the intermediate
state (|2〉) to the rovibrational ground state (|3〉). The Feshbach state can be
considered metastable since, as it is a high vibrational state, its Frank-Condon
factors to lower lying states is very small and the radiative decay is slow due to
the fact that the energy difference between levels is small. However, whereas the
initial and final states are stable against decays (at least in the time scale during
which the process occurs), the intermediate level is short-lived and lossy and,
when populated, the molecule immediately decays into other lower energy states
and get lost of the process. For that not to happen, in this scheme, a "counter-
intuitive" pulse sequence will be implemented, in which a dark eigenstate of the
system molecules+field, that doesn’t populate the intermediate lossy state, is
always adiabatically followed. Initially, when the molecules are in the Feshbach
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state, the dark state is the only eigenstate populated if the dump laser is turned
on and the pump off. At the end, when the molecules are in the ground state,
the dark state is the populated eigenstate of the system if the dump laser is off
and the pump one is on. This justifies the use of the STIRAP pulse sequence.

2.3.1 Three-level hamiltonian

Figure 2.10: Three-level system scheme - the explanation of the notation used is
in the text.

The hamiltonian of the 3-level system (for the derivations of the formulas
in the two following sections see [41]) in the rotating wave approximation, for
which the fast oscillation terms are neglected , is the following:

Ĥ(t) =
h̄
2




0 ΩP(t) 0
ΩP(t) 2∆− iγ ΩD(t)

0 ΩS(t) 2δ


 (2.30)

where ΩP = d1−2.|EP(t)|
h̄ and ΩD = d2−3.|ED(t)|

h̄ are the Rabi frequencies of the
pump and dump lasers, respectively, where di−j is the transition dipole moment
between the states i and j, |EP(t)| and |ED(t)| are the pump and dump lasers’
electric field amplitudes. ∆ = (E2 − E1)/h̄ − ωP is the one-photon detuning,
δ = (E1 − E3)/h̄− (ωD −ωP) the two-photon detuning and γ the decaying rate
of the intermediate level.

The transfer is very sensitive to δ and for it to be efficient, δ should satisfy the
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Raman resonant condition and therefore vanish. So, assuming this case (δ = 0),
by diagonalizing the hamiltonian (2.30), it is possible to realize that one of the
eigenstates is a linear superposition between the initial |1〉 and final states |3〉
and hasn’t any component of the leaky intermediate state, that is the reason for
it to be called dark state:

|ΨDS〉 = cos Θ|1〉 − sin Θ|3〉 (2.31)

in which the mixing angle is Θ = tan−1
(

ΩP(t)
ΩD(t)

)
. The correspondent eigenvalue

is ωDS = 0.

As the mixing angle is related to a ratio between Rabi frequencies, it is pos-
sible to control the lasers intensities in order for the state vector to follow adia-
batically the dark state, and, in this way, never populate the intermediate level
(which will happen if the state vector gets a component of either one of the two
other eigenstates).

As initially the state vector of the system is parallel to |1〉 and in the end it
is desirable for it to be in the state |3〉, it is wanted an adiabatic evolution of
the angle Θ from 0 to π/2. In this way, |Ψ〉 always accompanies |ΨDS〉, and
therefore both are always perpendicular to the state |2〉. This adiabatic change
of the mixing angle is done by initially having the dump laser turned on and the
pump laser off. During the transfer, the intensity of the dump laser is reduced in
a smooth way while the intensity of the pump laser is increased and in the end,
when all the molecules are in the rovibrational ground state, the ratio between
the pump and the dump lasers is infinite:

lim
t→−∞

Ωp(t)
ΩS(t)

= 0 =⇒ Θ(−∞) = 0 (2.32)

lim
t→+∞

Ωp(t)
ΩS(t)

= ∞ =⇒ Θ(+∞) =
π

2
(2.33)

2.3.2 Adiabacity conditions

In the case the Rabi frequencies are not high enough, the coupling will be poor.
This has the result that the state vector |Ψ〉 will not accompany the dark state
adiabatically, it will get components of the other eigenstates - bright states (|Ψ+

BS〉
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and |Ψ−BS〉)- and populate the lossy level which will afterwards decay:

|Ψ〉+BS = sin φ sin Θ|1〉+ cos φ|2〉+ sin φ cos Θ|3〉 (2.34)

|Ψ〉−BS = cos φ sin Θ|1〉 − sin φ|2〉+ cos φ cos Θ|3〉 (2.35)

where tan (2φ) =

√
Ω2

P+Ω2
D

∆ . These eigenstates have the eigenvalues:

ω+
BS = ∆ +

√
∆2 + Ω2

P + Ω2
D (2.36)

ω−BS = ∆−
√

∆2 + Ω2
P + Ω2

D (2.37)

The non adiabatic coupling can be considered small if the projection in the bright
states of the temporal derivative of the dark state is much smaller than the dif-
ference in energy between these states:

∣∣〈Ψ±BS|Ψ̇DS〉
∣∣�

∣∣ω±BS −ωDS
∣∣⇔

∣∣Θ̇
∣∣�

∣∣ω±BS −ωDS
∣∣ (2.38)

which corresponds to the following constraint assuming no one-photon detuning:
∣∣∣∣∣
Ω̇PΩD −ΩPΩ̇D

Ω2
e f f

∣∣∣∣∣� Ωe f f ,where Ωe f f =
√

Ω2
P + Ω2

D (2.39)

To maintain the adiabacity this condition has to be fulfilled at all times during
the transfer. However, it is possible to have a more general criterion for pulses
with smooth shapes, in which 〈Θ̇average〉 ∝ τ−1, being τ the transfer time which
corresponds to the time during which the pulses overlap. Numerical simulations
show that the pulse area is restricted as following:

Ωe f f τ � 10 (2.40)

The implementation of STIRAP can either be made by displacing the two
laser beams and make the molecules pass by with a certain velocity, or, in case
the molecules are stationary, have pulsed lasers with a certain delay in time. As
our molecules are stationary inside the glass cell only the latter can be imple-
mented in our setup.

2.3.3 Pulse Delay

Initially, for the projection of the dark state on the state vector |Ψ〉, which corre-
sponds to |1〉, be close to one, a large time delay between the lasers is desired.
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However, if this delay is too large the constraint (2.38) is not fulfilled and the
bright states get populated. Therefore, the transfer efficiency is maximum if
the mixing angle reaches π/4 when the the rms Rabi frequency Ωe f f reaches
its maximum value. In the case of Gaussian shaped laser beams, the optimum
pulse delay is equal to the pulse width [54].

2.3.4 One and two-photon detuning line width

As the dark state does not depend on the one-photon detuning in case of an
adiabatic transfer, the transfer efficiency is not influenced by it. However, the
pulse areas are finite, which means that the limit beyond the adiabaticity has to
be considered. And in this case, the transfer is not complete since the interme-
diate level gets populated in the process. As it will be seen in section 2.3.5 there
are cases when a one-photon detuning is favorable, which creates the neces-
sity of having a compromise between the minimization of the population in the
intermediate level by increasing the one-photon detuning ∆ and the maximiza-
tion of the adiabaticity by decreasing it. For the case of ∆ 6= 0, the adiabacity
condition[55] is given by:

|Θ̇| � Ωe f f
sin φ

cos2 φ
. (2.41)

Assuming that the pump and dump lasers have the same strength α, which
is proportional to the pulse area Ω.τ, and β ∝ ∆.τ, it is easy to realize that for
an α that is sufficiently large the condition (2.41) is fulfilled. It is convenient to
define β1/2 as the detuning for which half of the population is transferred into
the |3〉 state. In the case of a large fixed α (α � 1), if β1/2 ∼ α the adiabaticity
condition is immediately fulfilled. However, if β � α � 1, the right side of
condition (2.41) can be replaced by α2

β and then in order for the transfer to have
a large efficiency α2 � β and β1/2 = cα2. In [55] it was shown that for gaussian
shaped pulses the proportionality constant c depends only on the pulse delay
(t/τ) with a distorted gaussian dependance c(t/τ) = exp(−2t2/τ2)

a(t/τ)
. In general c

depends on the pulse shape and on the pulse delay.

In [56], the dependance of the transfer efficiency on the two-photon detuning
δ in the Ωe f f > |δ| case was determined. It was deduced that for the following

shape of pulses: ΩP = Ωe f f sin π(t+τ/2)
2τ and ΩD = Ωe f f cos π(t+τ/2)

2τ , − τ/2 <
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t < τ/2 the efficiency of the transfer is given by the exponential:

exp

(
− γτδ2

8Ω2
e f f

)
, γτ � 1, (2.42)

for which the two photon full width at half maximum is δFWHM =
4
√

2 ln 2Ωe f f√
γτ . In

the case γτ < 1 this line width approaches 1.3Ωe f f determined by the Landau-
Zener transitions [57].

It was also found in [56] that generally the non-adiabacity causes a shift of
the maximum of the transfer efficiency with respect to the one-photon detuning,
being that maximum proportional to ∆ up to the lowest of the two laser Rabi fre-
quencies. When both Rabi frequencies are increased, that shift becomes smaller
as a result of the more fulfillment of the adiabacity conditions.

Figure 2.11: Numerical calculation of the transfer efficiency of STIRAP for gaus-
sian shaped pulses with the one and two-photon detuning [58]

As it was seen, while the one-photon detuning transfer efficiency line width
is proportional to the square of the Rabi frequency, the two-photon detuning
has a transfer efficiency line width that grows linearly with it, which makes the
transfer much more sensitive to the later one (see figure 2.11).

2.3.5 Effect of a decaying intermediate state

In [59] it was considered the decaying from the intermediate level to states other
than |1〉 or |3〉 and vanishing two-photon detuning. For ∆ = 0, it was shown
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that the transfer efficiency is given by:

exp

(
− π2γ

2Ω2
e f f τ

)
for Ω2

e f f τ � πγ (2.43)

. In this way the line width of the transfer efficiency scales with Ω2
e f f τ, like in

the case of the one-photon detuning. It was also proven that for large enough
Ωe f f τ this value doesn’t depend much on the one-photon detuning.

In the case the decaying rate or the one-photon detuning are too large, Ω2
e f f �√

∆2 + γ2, the transfer efficiency fades out with a lorentzian power law: (
∫

ΩPΩDdt)2

(γ2+∆2)τ2

.

2.3.6 Effect of several intermediate levels on the transfer ef-

ficiency

As the hyperfine states are not known, also their energy spacing isn’t but clearly
several of this states take part in the transfer as intermediate levels. To assure
the transfer efficiency is high enough, it is convenient to know how large the
one-photon detuning should be, and where should be positioned: if resonant to
one of the states, between them or above/below all of them.

In [60], this was thoroughly studied. The hamiltonian considered was (see
figure 2.12):

Ĥ(t) =




0 ΩP,1 · · · ΩP,N 0
ΩP,1 ∆1 · · · 0 ΩD,1

...
... . . . ...

...
ΩP,N 0 · · · ∆N ΩD,N

0 ΩD,1 · · · ΩD,N 0




(2.44)

where Ψi and Ψ f are on two-photon resonance and each intermediate state Ψk

has a one-photon detuning ∆k. The couplings between the intermediate states
and the initial and final states, respectively, can be written as the following pro-
portionality relations:

ΩP,k(t) = αkΩP(t) ΩD,k(t) = βkΩD(t) (2.45)

where αk and βk are the relative strengths of the coupling and are related to
Clebsch-Gordan coefficients and Franck-Condon factors.
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Figure 2.12: Scheme of the STIRAP with multiple intermediate states - the ex-
planation of the notation used is in the text.

In the case there is an eigenvalue that is zero, a dark state exists only if the
couplings are proportional: αk

βk
= c for all k where c is a constant, independently

of the one-photon resonance. In this situation the system behaves as the single
Λ system in STIRAP. If this proportionality doesn’t occur, there is no dark state.
However, it may exist an adiabatic-transfer state (ΨAT) that couples the initial
and final states. During the transfer ΨAT populates transiently the intermediate
levels, which may decay and lead to a diminished transfer efficiency. If only one
intermediate level is on resonance there is always a ΨAT; and if more than one
state are on resonance, these have to fulfill the proportionality constraint for the
state to exist. When the transfer is off-resonant the following condition must be
obeyed for the existence of ΨAT:

Sα2Sβ2 > 0 where Sα2 =
N

∑
k=1

α2
k

∆k
and Sβ2 =

N

∑
k=1

β2
k

∆k
. (2.46)
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Figure 2.13: Population transferred to the final state as a function of the one-
photon detuning when there are two intermediate levels represented by the ver-
tical solid lines: Ψ1 with ∆1 = ∆ and Ψ2 with ∆2 = Ω0 + ∆. The region between
the dashed lines is the one for which the condition (2.46) doesn’t apply. The
curve that is thiner has a pulse area of 20 whereas the thicker one has a 80 pulse
area. The inset corresponds to the same variables but for a wider range of the
detuning [60].

In figure 2.13 it is possible to observe that within the interval where condition
(2.46) is not fulfilled, the population in the final state drops to zero, as it was
expected. Therefore, the one-photon detuning should be large. However, if this
is too large, as it is possible to observe in the inset, the efficiency decreases, as it
was already shown in 2.3.4, since the adiabacity condition weakens.

The figure 2.14, in which five intermediate states were considered, illustrates
that, when the pump and dump laser frequencies are swept across the inter-
mediate states’ energies, frequencies where Sα2Sβ2 = 0 are crossed. The system
passes from detunings for which the final population is maximum (that corre-
spond to the frequencies of the intermediate states) to those for which is zero
(frequencies between intermediate states). Like that, it is not known a priori if
the transfer will be efficient or not. With this in mind, it is preferable to detune
the laser frequencies just above or below all the intermediate states, as there ΨAT

always exists. Also, it is possible to notice in both figures 2.13 and 2.14 that in
this large ∆ region the adiabaticity is easier to reach and that the scheme is more
robust against laser intensity variations. Besides all that, in this paper [60] it was
also shown that the population in the intermediate states scales with ∆−2

k and
therefore the larger the detuning, the lesser the population in this states and the
drop in efficiency.
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Figure 2.14: Population transferred to the final state as a function of the one-
photon detuning when there are five intermediate levels: Ψk with ∆k = (k −
1)Ω0 + ∆, k = 1, 2, 3, 4, 5. The coupling strength αk and βk are random. The
curve that is thiner has a pulse area of 20 whereas the thicker one has a 80 pulse
area. The inset corresponds to the same variables but for a wider range of the
detuning [60].

2.3.7 Effect of noise on the transfer efficiency

The STIRAP scheme is very sensitive to the frequency and if the fields have a
phase that varies in time, there will occur variations in the frequency that affect
the transfer efficiency.
In [61] it was studied how the phase noise influences the transfer. Although
several kinds of correlations between the lasers were considered, only the uncor-
related fields is of interest for this experiment. Since, although both frequencies
are locked to the same cavity, in the time scale of the transfer there is no corre-
lation between them. Therefore, only noise due to the locking electronics have
to be considered, and the laser beams can be regarded as independent on from
the other. It was considered that the electric fields of the pump and dump laser
pulses have phases with stochastic time-derivatives (φ̇j(t) = ξ(t), j = D, P) and
therefore, correspond to noise sources. The correlation between the lasers is
parametrized by T: ξD(t) = ξP(t + T), and for the uncorrelated case this time
delay T has to be large in comparison to the duration of the atom-field interac-
tion and to the correlation time of the noise. The inverse of the auto-correlation
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time is G and D is the phase diffusion coefficient. Considering white noise,
G � D and D corresponds to its amplitude. It is shown in figure 2.15 that, for
uncorrelated fields, as D gets larger, the pulse area also has to increase for the
same transfer efficiency to be achieved. This is what was expected, since adding
more noise to both fields makes the two-photon detuning non-zero and as it
was seen in 2.3.4 the efficiency is very sensitive with this detuning. The total
efficiency is given by the product of the efficiency considering no noise with the
efficiency considering only the noise. The former one was already studied in the
previous subchapters, while the latter was demonstrated to have the following
expression for cosine pulses:

P(ξ) = exp

(
− DGτ(2G + γ)

4G2 + 2Gγ + Ω2
0

)
(2.47)

which in the case of white noise (G −→ ∞) has the form:

P(ξ) = exp
(
−Dτ

2

)
(2.48)

Figure 2.15: Population transferred to the final state as a function the pulse area
with vanishing one and two photon detuning for independent fields. In the left
Dτ = 2 and in the right Dτ = 10, while for both Gτ = 50. The circles represent
Monte Carlo simulation, the solid line represents the theory and in the dashed
one the noise is not considered[61].

Like this, in order for the population transfer be high, Dτ � 1, where D
is equivalent to the laser’s bandwidth, which has a large contribution given by
the Shawlow-Townes noise. This is the fundamental limit of of the efficiency of
the transfer which will always exist, which means it doesn’t improve with an
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increase in the pulse area (which is not true for a finite correlation time).

2.3.8 States for realization of STIRAP

The initial Feshbach molecular state accessible with reasonable magnetic fields
lies in the a3Σ+ ν = 19 manifold. In particular, a very broad resonance at 139.7G
[62] between the states |1, 1〉Na and |9/2,−5/2〉K exists. This weakly bound state
corresponds to the initial state |1〉 of the STIRAP scheme.

Figure 2.16: NaK molecular potentials [63, 64] where two scenarios where con-
sidered: one in which the intermediate level is the superposition of the state B
with c and another where it is the superposition of the D state and d - the latter
proposal is the chosen one.

The target state is the rovibrational ground state X1Σ+ ν = 0 J = 0. There-
fore, the intermediate level has to be chosen according to the transition dipole
moments (TDM) with both initial and final states. Furthermore, the frequency
difference with each of them should allow the usage of suitable laser frequencies
which are easily achieved.
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Figure 2.17: Square of the transition dipole moment of the Na40K from the ini-
tial state a(v = 19) to the intermediate state D/d - red - and from D/d to the
ground state X (v = 0)- blue. It is possible to see that for a binding energy of
-1700cm−1 the TDM for the triple character of the a → D/d has the same order
of magnitude of the TDM of the singlet character of the D/d → X, making the
D/d a suitable state for being the intermediate level [N.Bouloufa, O. Dulieu et
al, private communication].

Something one has to have in mind is that the initial state is a triplet (Σ = 1)
and the final state is a singlet (Σ = 0) and, as it was discussed in the section
2.1.4, by the electric dipole selection rules ∆Σ = 1 is forbidden. In the Born-
Oppenheimer potentials the kinetic energy and the spin-orbit effect are not con-
sidered, however if the latter is calculated, the coupling of the singlet and triplet
states is observed. In this case the Franck-Condon factors, depending on the
binding energy of the intermediate state, show the singlet or the triplet char-
acter. Therefore, the intermediate level has to have a double character. Two
scenarios were considered: one in which the intermediate level is D/d and an-
other in which is B/c. In both the TDM is large enough for the transfer - on the
order of 3× 10−2a.u. (for the D/d scenario see figure 2.17) - and is similar for the
initial and the final states. This is convenient since otherwise, the Rabi frequency
had to compensate this effect and, as it scales with the square of the intensity of
the laser, one laser had to be much more powerful than the other. The D/d state
was chosen as the intermediate level because the laser frequencies needed in this
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case were more suitable than in the other case. The frequency for the pump laser
was calculated to be 652.654(8)nm and for the dump laser 486.995(5)nm.

2.3.9 Adiabacity conditions in our setup

All the adiabacity conditions that were discussed in the previous sections have
to be fulfilled in our setup. We have approximately 10mW of optical power
available for each frequency which will be focused to an area of ≈ (100µm)2.
With this intensity, it is possible to calculate a minimum transfer time to get
high transfer efficiency.

The individual Rabi frequencies were calculated to be 11,1MHz which cor-
responds to a Ωe f f = 15.7MHz, in which the transition dipole moments used
were 0,03 a.u. (as it can be seen in figure 2.17).

The line width of the intermediate level was calculated to be 8,5MHz and its
radiative lifetime 18ns. This is a rough estimate as only the triplet state (which
has larger Franck-Condon factors and therefore is more likely to be populated)
was considered and a geometrical factor is missing in this calculation.

As it was seen in section 2.3.2, the general rule (2.40) (in which only the Rabi
frequency is taken into account) determines a minimal transfer time on the order
of a few µs.

In section 2.3.5, it was referred that when there are many intermediate hy-
perfine levels, as in our case the ideal solution is to set the one-photon detuning
to either above or below all states. In our case, it should be around 10 MHz de-
tuned from the furthest level (since the line width is 8.5MHz). For this case, as
discussed is section 2.3.4 the adiabacity condition (2.41) is immediately fulfilled,
whereas if this ∆ is increased the efficiency starts to drop.

In this way, if a transfer time of 1ms is chosen, the two-photon line width
is 313kHz according to (2.42) and the transfer efficiency due to the decaying
intermediate state is 0.9989 (2.43).
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3 Laser System

In the STIRAP scheme, the adiabacity condition, which assures a complete trans-
fer between states, demands that either the Rabi frequencies or the transfer time
(or both) are very large. However, it is not always easy or affordable to get
lasers with a high power for the desired wavelengths and also, a too high in-
tensity may cause higher order effects and allow transitions to states forbidden
by electric dipole selection rules. Therefore, it is desirable to increase the time
of the transfer. As it was shown in the last chapter, the STIRAP scheme is very
susceptible to the coherence in time between the two lasers frequencies, since
during the transfer the two-photon resonant condition has to be maintained.
But the noise caused by changes in the phase of the electric field can degrade
the dark state and populate the lossy one. Therefore, long coherence times in
the cross-correlation between the lasers are difficult to achieve and a compro-
mise between the power of the laser beams and the time of the transfer has to be
made. Furthermore, long-term stability is also desirable, to be able to reproduce
the experiment without having to scan the Raman lasers constantly. The setup
implemented will allow the required narrow line width for both laser beams and
a high control over them, in a relatively simple and effective way.

Another aspect to take into account is the tunability of the lasers: as we only
know the values for the wavelengths up to a few pm, we will need to be able to
sweep our lasers (not necessarily continuously) about tens or hundreds of GHz
to find the right intermediate state. Additionally, the lasers should have a large
mode-hop-free tuning (of a few GHz) during which the line width is narrow and
there is no necessity to re-lock the laser.

The setup, as shown in figure 3.1, consists of four lasers: two for each fre-
quency. The scheme is equal for both frequencies, and therefore, the summary
will only describe one.

One of the lasers is locked using the Pound-Drever-Hall technique to a refer-
ence cavity which is made of an ultra low expansion glass (ULE R©) to minimize
thermal drifts. This laser is called master laser and is locked at a frequency
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that corresponds to a resonance of the cavity that is a Fabry-Pérot with a free-
spectral range of 3GHz. The other laser, which we call slave laser, is made to
have a beat signal with the stabilized master laser beam. This signal is after-
wards mixed with another one coming from a signal generator. The output of
the mixer is then sent into a servo that will regulate the slave laser’s parameters
injection current and piezo-transducer (PZT). In this way it is possible to con-
trol the laser frequency that will go to the experiment by controlling the signal
generator. Both master lasers are locked to the same cavity, with mirrors coated
for both frequencies. This allows the reduction of noise in the two-photon line
width that comes from mechanical stability of the cavity, since if there is a length
change ∆L of the cavity, the frequency of the lasers will change in a correlated
way: ∆L

L = −∆ f
f =⇒ ∆ fred = fred

fblue
∆ fblue, where L is the length of the cavity, fblue

and fred are the frequencies of the blue and red lasers locked to the cavity with
respective changes ∆ fblue and ∆ fred.

Master Laser

Slave Laser

ULE R

Cavity

Experiment

Servo
Signal
Generator

Servo

Figure 3.1: Simplified scheme of the setup used for the stabilization of one of the
STIRAP laser frequencies and narrowing of the line width.

3.1 External cavity diode lasers

For the STIRAP setup, the laser diodes chosen have wavelengths of 652nm (SAL
1850-30, Sacher Lasertechnik) and 488nm (LD-0488-0150, Toptica). The frequen-
cies that this kind of laser emit depend essentially on the material they are made
of.

Typically this kind of diodes have a line width of several tens of MHz because
the two facets of the diode are very close to each other and act as a Fabry-Pérot
with very low Q [65], where the spontaneous emission amplified in the gain
medium plays a big role for the line width. Therefore, it is desirable to reduce
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the line width. That can be done if Q gets larger by extending the Fabry-Pérot
externally - these are the external cavity diode lasers (ECDL) [66].

Grating

Tube with
collimation lens

Temperature
controller

Current
controller

Laser
diode

AC modulation

DC modulation

Piezoelectric
transducer
controller

Piezoelectric
transducer

Peltier

Temperature
sensor

(a)

(b)

Figure 3.2: a) Rendering of a typical Littrow type diode lasers head as used in
my setup and b) simplified scheme the Littrow configuration.

As typically the laser output facet is rectangular (1µm× (1− 100)µm), ellip-
tical beams are created [67], which demands the use of anamorphic prism pairs
to make the shape of the beam the roundest possible, so the coupling with the
fibers is maximal. The fact that usually the size of these diodes is very small
and comparable to the wavelength of the emitted light causes strong diffraction
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and large divergence of the beam, which requires the use of a collimation lens.
This lens can also be used reversely (as its focal point is in the diode) to send
optical feedback into the laser diode. If this feedback has a narrow line width,
the lasing will occur only at that frequency. The Littrow configuration for an
external cavity diode laser [68] consists of a grating that reflects back the first
order of the diffracted beam, being this the necessary optical feedback for the
lasing (figure 3.2). The wavelength can then be tuned by changing slightly the
angle of the grating. This technique allows to narrow the line width in a single
mode operation. The piezoelectric transducer (PZT), that regulates the angle of
the grating, allows to tune the frequency in a large range, however, as the grating
is bulky, this takes time to act and therefore the changes in frequency are slower
than the noise of the setup. In this way, the PZT only maintains the peak at a
certain frequency and doesn’t diminish the line width of the laser. Thus, it is
desirable to have a way of changing the laser frequency fast enough to reduce
the noise, which can be done by varying the laser’s current, enabling tuning over
a smaller range than the PZT.

In the figure 3.2, the rendering of the laser head used in my setup can be
seen. The laser diode is connected to a circuit board which permits its good
protection (as an electrostatic discharge may destroy it) and alternating and di-
rect current modulation. As the alternating current doesn’t allow to modulate
around 0V to have zero injection current, only the direct current modulation will
be used in our scheme. This modulation will allow to achieve the desired one-
photon detuning and the Raman resonant condition, as by varying the current,
the frequency changes accordingly.

3.2 Reference cavity and vacuum chamber

The cavity (ATF-6301, Advanced Thin Films) with the gaussian modes to which the
master lasers will be locked to, is made of an ultralow-expansion glass (ULE R©,
Corning) which is a titania-doped silicate glass that suppresses the linear coef-
ficient of thermal expansion (αULE = 1

L
dL
dT ) at a particular temperature TC (typi-

cally at around the room temperature). This fact validates the Taylor expansion
around that temperature: αULE = α(T− Tc) + β(T− Tc)2. The relative frequency
change has therefore the following dependance with temperature:

∆ f
f

= −∆L
L
≈ −α

2
(T − TC)

2 − β

3
(T − TC)

3 (3.1)
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in which T is the temperature of the Fabry-Pérot cavity and L is its length. This
allows a minimization of the drift due to temperature if the cavity is placed in a
temperature controlled and stabilized environment at TC, since the length of the
ULE R© spacer has a minimum for this temperature.

Due to the finite temperature of the materials there will always exist thermal
motion and it was calculated that most (84%) of the thermal noise of the cavity
associated to that motion had its origin in the mirrors substrates [69]. Further-
more, it was shown that, if the ULE R© mirrors were replaced by fused silica ones
optically contacted to the ULE R© spacer, the thermal noise would be reduced by
a factor of three[70]. The mirrors have, in this way, low thermal and mechani-
cal noise at room temperature, but have large coefficient of thermal expansion
(CTE). This mismatch of CTE causes the bending of the mirrors which results
typically in a zero crossing temperature for the assembly below 0◦C. This tem-
perature is too low, since the further away from room temperature, the harder it
gets to stabilize the cavity’s temperature without creating temperature gradients
in it. It was shown [71] that ULE R© rings optically contacted to the back sur-
face of the FS mirrors reduce the mirror bending without affecting the thermal
noise and allow higher zero crossing temperatures, closer to the desired room
temperature.

Figure 3.3: Numerical calculation for the transmittance of the inner substrate
as a function of the wavelength for the coating for 487nm and for the one with
652nm (data calculated by the manufacturer Advanced Thin Films).

The specifications of the fused silica mirrors are: a diameter of 0.5” and a
thickness of 0.165”. Its inner surface substrate has a scratch-dig parameter of
10-5 with a transmission of 10-50 ppm with a finesse of F = FSR

δcav
> 30000,
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where δcav in the line width of the cavity resonance and FSR is the free-spectral
range given by c

2L . The outer surface substrate has a scratch-dig of 20-10 and a
reflectivity below 0.15%.

Furthermore, as mechanical vibrations are a serious problem for short-term
length stability since they constitute the majority of the noise at low frequen-
cies, it is desirable to have the cavity mounted in such a way that the coupling
between the cavity length and the mount is minimized. With that in mind, a
spherical geometry for the spacer [72] was developed, making the cavity insen-
sitive to vibrations and orientation due to its high symmetry. The maximum
relative variation of the cavity’s length with acceleration for this geometry was
reported to be 3× 10−10/g. Also, the angle (squeeze insensitive angle) at which
the length of the optical axis is insensitive to squeezing forces was calculated
(37.31◦ with respect to the normal of the optical axis), which corresponds to the
angle of the fork-shaped support of the cavity. The yoke screws used to hold the
cavity (and that were screwed by hand until the cavity didn’t move anymore)
are placed along the diameter of the cavity and assure a rigid mount of the it.
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Figure 3.4: Scheme of the half-symmetric resonator when the laser light is on
frequency with a TEM00 mode with respective transmission peak and reflection
drop.

The master lasers are locked to the gaussian modes (TEM00) of the cavity.
The optical resonator (see figure 3.4) consists of two highly reflective mirrors
separated by a spacer with length L. This kind of resonator is a Fabry-Pérot in-
terferometer for which the transmission is ideally one (in case of no losses and
of a gaussian beam) when the incident laser has a frequency equal to one of
the evenly spaced resonances of the cavity (separated by a free-spectral range
FSR = c/2L). A parameter called finesse measures the ratio between the sepa-
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ration between these resonances and their line width (F = FSR
δcav

). As the beam in
never truly gaussian (TEM00), there are also other cavity resonances: the trans-
verse electromagnetic (TEM) modes. Also for these modes there are transmission
peaks if they overlap with the driving field.

The spacer has a length of L = 5cm (free spectral range of c
2L ≈ 3GHz), one

of its mirrors is flat and the other has a radius of curvature of R = 50cm. This
means that the cavity is a half symmetric resonator with a gaussian mode waist
[73] of:

ω2
0 =

√
Lλ

π

√
R− L (3.2)

located at the flat mirror, which has the value of 0.15mm for the blue laser
and 0.18mm for the red. It is necessary that the other modes have frequencies
sufficiently far away from the chosen TEM00 mode, since otherwise, the lock
frequency can get shifted. For the particular case of a half-symmetric resonator
[73], these are:

fqnm =
c

2L


q + (n + m + 1)

atan
(

1√
L.(R−L)

)

π


 (3.3)

where q corresponds to the order of the longitudinal modes and m and n to the
order of the TEM ones. The separation in frequency of the longitudinal modes
is 3GHz and for consecutive transversal modes is 1.36GHz.

It is possible to observe in figure 3.5 that there aren’t transversal modes in the
vicinity of the TEM00 that could interfere with the locking. For the calculation
of the modes’ frequency, only the modes which have m, n ≤ 3 were considered,
because the beam is close enough to a gaussian making the higher order TEM
modes’ field amplitude very small, as it is shown in section 4.3.

The cavity is placed inside a vacuum chamber (vacuum housing 6300, Stable
Laser Systems) to avoid air pressure variations that cause changes in the refractive
index leading to a time-varying shifted cavity mode resonance. The vacuum is
also important for acoustic and temperature isolation. Furthermore, as at the
temperature TC water condensation already occurs, if the water molecules are
not removed, the lock is unfeasible. This vacuum housing is made of stainless
steel and it has one thermal shield which at the bottom has two thermistors
and a peltier, these are used to temperature stabilize the cavity (see figure 3.6a).
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Figure 3.5: Frequency of the transverse electromagnetic modes (TEM) within
the free-spectral range around TEM00. The y-axis corresponds to 1/(n + m + 1).
It is possible to observe degeneracies that correspond to modes with the same
(n + m) which are represented by q(n + m) on top of every mode frequency.
This data was calculated assuming the specifications of the cavity used in this
experiment: R = 0.5m and L = 0.05m.

However, as the cavity is only being supported in two points by the screws (see
figure 3.6b), it will thermalize radiatively, which takes several hours. Under
the cavity there is a metallic block that works as a heat sink. The electronic
feedthrough for the thermistors and peltier is made by means of a 9-pin D-sub
connector.

During the process of mounting the cavity inside the housing, it was taken
care that the orientation of the radiative shield matches the one of the cavity in
order to have a good optical access through the two windows (see figure 3.6c).
These windows are slightly tilted with respect to the optical axis to avoid back
reflections that may constitute additional unwanted interferometers. At the top
of the chamber there is a CF 16 tee flange to which a corner valve and an ion
pump are connected. Initially, through the valve, a turbo-molecular pump was
attached, which kept the pressure below 5× 10−10mBar after a bake-out at 80◦C
during several days to take the water vapor out. After that time, the valve was
closed, the turbo-molecular pump was removed and the 2l/s ion pump took
over, maintaining a pressure < 10−8mBar (it is not possible to measure it as
no pressure gauge was installed). Without the ion pump, the pressure would
increase due to outgassing and small leakages.



3.3 Feedback systems 43

(a) (b)

(c) (d)

Figure 3.6: In (a) the thermistors at the base of the thermal shield and the fork-
shaped support for the cavity can be seen. In (b) the spherical cavity is already
assembled supported by two silver soft screws. In (c) it is possible to see the good
optical access of the cavity through the windows. In (d) the cavity is already in
vacuum with the tee flange connected to a corner valve and to the 2l ion pump.

3.3 Feedback systems

As the peak frequency of the lasers must be very stable for the STIRAP to occur
with high efficiency, they have to be locked to a reference, in this case, to the
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TEM00 modes of the optical resonator. The locking also allows to reduce the
line width of the lasers. For the lock, a feedback loop with a servo system must
be implemented, which requires some knowledge on feedback systems (for a
brief review see [74]).

The servo has the function of maintaining the laser frequency at the same
value of the reference. The loop (see figure 3.7) consists of detecting the laser
light and comparing the frequency of the laser with a frequency reference. This
frequency difference has to be converted into a voltage so the electronics that
constitute the servo can amplify this signal and feed it back to the laser, adjusting
its frequency through the injection current and the PZT angle, and in this way
closing the loop. The PZT is used mainly to avoid slow frequency drifts, while
the main responsible for the line width reduction is the current adjustment.

Figure 3.7: Scheme of a feedback loop with open-loop gain in the Fourier do-
main G(ω): the laser output is compared with a frequency set point in the fre-
quency discriminator (FD) which also sums up all the noise (ξ(ω)) that can be
introduced in any part of the loop - from vibrations to electronic technical noise.
This frequency discriminator in the diagram is also interpreted as a converter of
the difference between the laser and set point frequencies into a voltage that is
amplified by the servo and feed to the laser to alter its frequency accordingly.

It is easy to calculate that the closed-loop gain is given by output(ω)
input(ω)

= G(ω)
1+G(ω)

,
which is the gain that keeps the laser locked to the set point even if this frequency
changes during time. Noise is introduced in every component of the feedback
loop and the frequency discriminator acts as a summation junction of all that
noise ξ. At the output of the laser the noise is ξ ′, corresponding to a noise
suppression given by ξ ′

ξ = 1
1+G(ω))

. Both to keep the laser at the same frequency
of the frequency set point and to suppress the noise is desirable a large gain. By
only taking into account these arguments, to have a narrow line width the gain
should be infinite
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However, it is needed to emphasize that this gain is complex and therefore,
as every component adds a phase shift in the signal, at a frequency sufficiently
high, due to delays the phase is shifted by 180◦. In this way, the feedback will
be positive, enhancing every deviation from the reference frequency, making the
system start to oscillate. To avoid this phenomenon the gain has to be smaller
than 1 (or 0dB) at the frequency where the phase is shifted by 180◦. The fre-
quency at which the gain is unity is called bandwidth and the phase stability
margin measures how far the phase is from 180◦ when the gain drops below
0dB.

After this considerations, it is clear that the loop must be kept stable (gain
below unity when phase is shifted 180◦) while made as large as possible. Fur-
thermore, the bandwidth should be much larger than the frequencies at which
most of the noise occur, which because of vibrations is at hundreds of Hz. The
Bode magnitude plot should have a negative slope with higher slope for lower
frequencies.

3.4 Pound-Drever-Hall frequency lock

In this scheme [75, 76], laser light is sent into a Fabry-Pérot cavity and, the
reflected light from it, is used to measure the laser’s frequency. The reflectivity
drop at a cavity resonance allows the implementation of the Pound-Drever-Hall
lock. The reflected field is the sum of both the prompt and the leakage fields,
being the prompt field the one immediately reflected from the first mirror of
the cavity (without ever entering it) and the leakage field, the part that leaks
from the cavity’s standing wave through the first mirror. As, at resonance, these
fields have the same amplitude and are completely out of phase, their sum is
zero (see figure 3.8). However, since the slope at the resonance is zero, a small
change in frequency produces no intensity changes. It is now worth mentioning
that the line shape intensity derivative (in frequency) has a finite slope around
the resonance which can be used to lock the laser, furthermore, it is zero at
resonance, meaning that it is not affected by laser power or other variables. If the
laser frequency is slightly dithered and the phase variation of the reflected light
with respect to the incident one is observed, it is possible to know the side of
the resonance in which the laser’s frequency is (as it changes from -180◦ to 180◦

by crossing the resonance - see figure 3.8) and make the necessary adjustments
to make it resonant once again.

To modulate the frequency of the laser, an electro-optic modulator (EOM -
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Figure 3.8: Reflection intensity and phase with respect to the incident field at a
resonance of the optical resonator - it is possible to observe the drop to zero of
the reflectance and the discontinuity of the phase - for the red laser the finesse
is 188000 and for the blue 30000 with a FSR = 3 GHz.

see appendix 5) driven by a signal generator is used. This modulates the phase:

Einc = E0ei[ωt+β sin(αt)] (3.4)

where ω is the frequency of the laser light, β is the modulation depth and α is
the modulation frequency. This phase modulation is expressed as a frequency
modulation: ω′ = ω + βα cos(αt).

By expanding (3.4) using Bessel functions and assuming a small β it is straight-
forward to reach an expression for the incident field:

Einc = E0

[
J0(β)eiωt + J1(β)ei(ω+α)t − J1(β)ei(ω−α)t

]
(3.5)

where it is clear that three frequencies are sent into the cavity: the carrier at
the laser frequency (with power |E0|2 J2

0(β) = P0 J2
0(β)) and two sidebands which
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have frequencies ω± α (each with a power of P0 J2
1(β)).

Figure 3.9: Scheme of the Pound-Drever-Hall lock: the laser light (with fre-
quency ω) gets rotated by the half-wave plate (λ/2) and, by passing through the
EOM driven by a signal generator, two sidebands with frequencies ω ± α are
created. The light goes to the cavity where part is promptly reflected and the
other builds a field inside the cavity if its frequency is correspondent to one of
the cavity’s resonances. The resultant reflected light is a superposition of the
promptly reflected beams and the part that leaks out of the cavity. After being
separated from the incident beams by a quarter-wave plate (λ/4) and a polar-
izing beamsplitter (PBS), an electronic signal is created when it is focused into
the photodiode. This signal is demodulated by a mixer with respect to the fre-
quency of the sidebands by phase-shifting the signal that comes from the signal
generator to assure the same phase delay in both paths. The resultant IF signal
is low-pass filtered and the DC signal kept is the error signal that is used by the
servo to feedback to the laser and hold it on resonance with the cavity.

A photodiode is used to measure the reflected light intensity, making desir-
able to know its power dependance with the modulation frequency. After some
calculations, the following expression is reached:

Pre f = P0

{
J2
0(β)|F(ω)|2 + J2

1(β)
[
|F(ω + α)|2 + |F(ω− α)|2

]

+2J0(β)J1(β){< [F(ω)F∗(ω + α)− F∗(ω)F(ω− α)] cos αt

+= [F(ω)F∗(ω + α)− F∗(ω)F(ω− α)] sin αt}
}

(3.6)

+(2α terms) (3.7)

where F(ω) corresponds to the reflection coefficient given by the ratio between
the reflected and the incident fields for a symmetric cavity with no losses:

F(ω) =
r
[
exp

(
i ω

FSR
)
− 1
]

1− r2 exp
(
i ω

FSR
) (3.8)

with r being the magnitude of the reflection coefficient of the mirrors.
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To the photodiode arrives a signal with a mean frequency value of ω in an
envelope that has frequency α. The sin αt and cos αt terms correspond to the
interference between the reflected carrier (which is the sum of the prompt and
leakage fields) and the sidebands that are phase-locked to the prompt field and
therefore, these interference terms are the ones that contain the phase informa-
tion on the laser and that should be kept for the error signal. If the modulation is
slow enough, only the cosine term exists, since F(ω)F∗(ω + α)− F∗(ω)F(ω− α)

is real. If the sidebands are sufficiently far from the resonance frequency, they
get completely reflected F(ω ± α) = −1 and that term is entirely imaginary,
making the sine the only component of the interference.

In our case we modulate the EOM with fast frequency (α) and to keep only
the sine term, the signal must be demodulated by using a mixer. This multiplies
the signals from the photodiode (α′) and from the signal generator that drives
the EOM (α): sin αt. sin α′t = cos(α−α′)t−cos(α+α′)t

2 , followed by a low-pass filter
to keep only the dc signal cos(α − α′)t. A phase shifter between the signal
generator and the mixer assures that both paths have the same phase delay, since
otherwise the signals may have a phase shift of 180◦ which results in a vanishing
dc signal: cos αt. sin α′t = sin(α′−α)t−sin(α′+α)t

2 , where only sin(α′ − α)t = 0 exists
after filtering, as α = α′.
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Figure 3.10: Error signal for the blue and red frequencies as a function of the
frequency of the lasers with respect to FSR, assuming a finesse for the blue laser
of 30000 and for the red 188000 and a modulation frequency around 800 and
6000 times the cavity’s resonance line width, respectively.
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As in our case, the modulation frequency α is much larger than the cavity
line width the voltage error signal is given by (see figure 3.10):

εv = 2RP0 J0(β)J1(β)= [F(ω)F∗(ω + α)− F∗(ω)F(ω− α)] (3.9)

where R is the responsivity of the photodiode.

The reflection coefficient in function of the laser frequency, in the case the
finesse is very high and assuming |r| ≈ 1, can be written as [77]:

F(ω) = − 2i(ω−ω0)/δcav

1 + 2i(ω−ω0)/δcav
(3.10)

where ω0 is the cavity resonance.

By substituting (3.10) into (3.9) and assuming a frequency of the laser similar
to the resonant one (ω − ω0 ≤ δcav), the following expression for the error is
reached:

εv =
8RP0 J0(β)J1(β)

δcav

ω−ω0

1 + 4
(

ω−ω0
δcav

)2 . (3.11)

This has a slope that can be calculated by its derivate with respect to the reso-
nance frequency ω0:

∂εv

∂ω0
= −8RP0 J0(β)J1(β)

δcav
. (3.12)

It is possible to observe that for small deviations (noise) the error signal is pro-
portional to the frequency difference between the laser and the resonance of the
cavity. This slope is shown [76] to be maximum when J0(β)J1(β) = 1.08 which
corresponds to a ratio between the power of the sidebands and the carrier of
0.42.

However, when the noise sidebands have a frequency which is far enough
from the carrier, they (that are phase locked to the carrier prompt field and
therefore to the laser field) will make a beat signal with the carrier reflected
field which has a component of the leakage field (that could not follow the
rapid phase fluctuations of the laser). And unlike the previously seen frequency
discriminator, the lock will act as an optical phase detector.

Assuming that the noise corresponds to a sinusoidal phase variation of the
laser electric field φ(t) = φ0 + χ sin(ωNt), this field is modulated twice, with
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large sidebands created by the EOM and narrower ones created by the noise:

Einc = E0

[
J0(β)eiωt +

J0(β)χ

2

(
ei(ω+ωN)t − ei(ω−ωN)t

)
+ J1(β)

(
ei(ω+α)t − ei(ω−α)t

)]

(3.13)

which was calculated as previously and where the terms α± ωN were not con-
sidered, as they are not important to the sign with α (which is what gives the
error signal).

The reflected field was calculated by assigning the correspondent reflection
coefficient to each sideband, by assuming that the laser is on resonance (F(ω) =

0 which makes F(ω +ωN) = F∗(ω−ωN)) and that α is large enough to consider
F(ω± α) = −1:

Er = iE0 J0(β)χeiωt=
{

eiωN tF(ω + ωN)
}
− 2iE0eiωt J1(β) sin(αt) (3.14)

To get the voltage error signal, the field is squared to get the power, and only
the terms that vary with sin(αt) are kept, due to the combined action of the
mixer and the low-pass filter:

εv ∝
2ωN/δcav√

1 + 4(ωN/δcav)2
χ cos(ωNt + φ) (3.15)

where [78]: φ = − atan
{< {F(ω + ωN)}
= {F(ω + ωN)}

}
= − atan

2ωN

δcav
(3.16)
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Figure 3.11: Amplitude (a) and phase (b) of the transfer function of the PDH
lock.

Therefore, the transfer function of this lock (that acts as a discriminator) is
G(ωN) =

1
1+2iωN/δcav

, which is similar to a low-pass filter (see figure 3.11) with a
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cut-off frequency of ωcut =
δcav

2 .

With noise frequencies that are below the corner frequency, the error signal
εv is proportional to ωN, but above it there is a phase lag of 90◦ and a gain
roll-off of 10dB/decade, which means that in the error signal the sensitivity is
reduced as 1/f.

The final electronic error signal is therefore measured in volts per hertz of
the frequency of the laser, up to the cut-off frequency.

The capture range of the lock is given by ω ± α and therefore, in principle,
the larger the frequency modulation the larger the range in which the lock can
keep the laser on resonance. However, as it can be seen in figure 3.10 the error
signal between the fringes on the sides and the central part diminishes with
an increase in the modulation frequency, noise in that region may cause zero
crossings that will turn the laser out of lock. In practice, the capture range is
only approximately a couple of line widths of the cavity.

3.5 Optical Setup

The optical setup for the implementation of STIRAP is constituted by two parts:
the Pound-Drever-Hall locking scheme, where both master lasers are frequency-
locked to a cavity’s resonance (represented in figure 3.15), and the locking of the
slave laser to the frequency-stabilized master (represented in figure 3.13).

For ECDLs, there is an optimal range of optical feedback: if the feedback is
too small, it is possible that the gain in only one frequency is not enough for
the "lasing" to happen; if the feedback is too large, the diode may get destroyed.
Typically that optimal range is between 20% and 30 %. To increase the resolution
of the grating (in order to feedback only one frequency), it is desirable that the
number of lines in which the beam strikes is maximized, and therefore the beams
should be horizontal (it is worth reminding - section 3.1 - that, as laser diodes
are used, the beam shapes are elliptic). However, in the case of the blue lasers,
the optical feedback of the grating (2400lines/mm - GH13-24U, Thorlabs) for
the vertical polarization that a horizontal beam has, is too low (around 6-7%).
That made necessary the placement of a half-wave plate between the collimation
lens and the grating, which increased the optical feedback to 30%, making the
"lasing" in a single mode possible. These half-wave plates had to be placed with
a tilt to avoid the formation of another Fabry-Pérot. For the red laser diodes, the
optical feedback given by the grating (1800l/mm - GH13-18V, Thorlabs), when
the diode is adjusted for the beam to be horizontal, is enough without a have
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plate (around 25%).

Figure 3.12: Photograph of an external cavity diode laser in a Littrow configura-
tion.

When the PZT’s angle is readjusted the beam’s angle also changes, and to
avoid the realignment of the whole setup every time that happens, mirrors (all
the mirrors in the setup are 1” broadband dielectric mirrors - BB1-E02, Thorlabs)
placed in kinematic mirror mounts were placed at the end of every acrylic box
that contains the ECDL. In this way, the alignment problem was solved, since all
it takes is to adjust that mirror.

It is possible to observe in the figure 3.12 that the laser beam created by these
kind of lasers has an elliptical form. For the fiber coupling to have a maximum
efficiency the beams should be round, therefore anamorphic prism pairs, that
magnify or diminish the beam in one direction (2.3 times for the wavelength
487nm and 5 times for the 652nm, Altechna) while maintaining its dimension in
the other direction, were also needed after the laser box.

As all optic components can cause back reflections and the laser diodes are
very sensitive to these, a good optical isolation is needed. It is known that the
polarizing beamsplitters are much more efficient in the transmission (in which
there is only 10−3− 10−4 of the wrong polarization) than in the reflection (where
the wrong polarization rises to 1 − 2%). Typically, as fibers have to be well
aligned with the optical path for the coupling to be efficient, they create back
reflections. To minimize that effect, the connectors for the fibers (P3-488PM-
FC-5, Thorlabs) used were angle-polished connectors (APC), which are polished
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at an angle of 8◦ with the normal of the optical axis. However, to be sure the
back reflections were suppressed, the lasers that may couple with the fibers
through the reflection from a polarizing beamsplitter, which are the slave lasers
(see figure 3.15), have a double stage optical isolator . The master laser with
wavelength 487nm has an optical isolation of 39,5dB (IO-3-488-HP, Thorlabs) and
the one for 652nm is a double stage isolator with isolation of 52,6dB (IOT-3-650-
LP, Thorlabs). For the slave lasers, as it was already mentioned, both isolators
are double stage: for the 487nm laser the isolation is of 56,5dB (IOT-3-488-LP,
Thorlabs) and for 652nm it is above 60dB (84501002000, Qioptiq). These isolation
is enough to suppress the undesired optical feedback.

As shown in the figure 3.15, after the optical isolator, the beam coming from
the master laser is split by the combination of a half-wave plate and a polarizing
beamsplitter, which allows to control the power ratio between both resultant
beams. Around 100µW are sent into the Pound-Drever-Hall setup. There are
several reasons for the separation of this locking scheme. As the PDH scheme
is extremely susceptible to alignment, in this way, the PDH becomes insensitive
to changes in the path if, for example, the PZT angle is adjusted. Also, the
cavity should be kept in a breadboard that damps the vibrations, minimizing
the coupling of the cavity to the environment. For the lasers, although they
should also be placed in a breadboard with some kind of damping (such as a
vibration damping rubber placed underneath the breadboard) the requirements
are not so strict. Therefore, the PDH setup is on top of a single-honeycomb
breadboard (PBH51502, Thorlabs), whereas the lasers were placed on aluminum
breadboards (MB3045/M, Thorlabs). Furthermore, as the spatial matching of the
laser beam with the optical resonator’s TEM00 mode is crucial for the coupling
to the cavity, and as the fiber couples more efficiently the TEM00 mode, the beam
that comes out of it is cleaner and in the desired mode, favoring the coupling
with the cavity. All this justifies the separation between the PDH setup and the
other where the lasers are.

The electro-optic modulators (appendix 5) are made of a birefringent material
and therefore, are very sensitive to the polarization. If the beams polarizations
are not perfectly aligned with the principal axis of the modulator (in this case
horizontally), the modulation will not only be in frequency but also in ampli-
tude, as there are half-wave plates placed after each EOM that will convert the
variation of the polarization created by the EOM in amplitude modulation. This
will deteriorate our Pound-Drever-Hall lock causing the lock point to be shifted
from the cavity resonance. To make sure the right polarization is sent into the
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(a) Scheme

(b) Real setup

Figure 3.13: Overview of the optical setup that corresponds to the Pound-Drever-
Hall lock of the master lasers of both frequencies to a cavity’s resonance.

EOM, a half wave plate followed by a Glan-Thompson polarizer is placed be-
fore each. Another factor that can lead to amplitude modulation is the change
of the polarization at the end of the fiber caused by bending of the fiber or by
thermal effects, since there is a half-wave plate after it. To avoid it, Panda fibers
were used. These fibers are polarization-maintaining due to their birefringence
caused by the existence of stress rods. If the laser light is sent into the fiber with
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a polarization aligned with the polarization axis of the fiber, it will go out at
a definite polarization and no amplitude modulation occurs after the half-wave
plate.

For a good mode-match with the cavity mode TEM00, and since its Rayleigh
length is so large (15cm), the collimation lenses (A414TM-A, Thorlabs) after the
fiber were chosen to assure that the size of the laser beam matches the cavity
mode’s one.

After the frequency modulation by the EOMs driven by a signal genera-
tor (SG386, Stanford Research Systems) at their respective resonance frequencies
(71,3MHz for the blue laser and 89,7 for the red), the beams with the two fre-
quencies are superimposed in a dichroic beamsplitter (DMLP567, Thorlabs) that
transmits the red light and reflects the blue one. As the light has horizontal
polarization, it is transmitted through the PBS (BPS0101, Casix) that is coated for
both wavelengths.

For a good alignment, which is necessary for the mode-matching, it is desir-
able to have two mirrors, prior to the cavity, which can be adjusted since they
are placed on kinematic mounts. When the alignment is complete, the reflection
of the beam that goes into the cavity hits the mirrors in the same point as the
incident laser beam. To help to find the right mode, a photodiode (DET10A/M,
Thorlabs) was placed after the cavity to look at the transmission which will have
maxima whenever the laser is resonant with the cavity’s resonances. To be able
to see them, the laser frequency is swept slowly through the PZT with a trian-
gular signal (see figure 3.14). To be sure that the right mode was found (TEM00)
it is convenient to look directly at the shape of the transmission, and see if it
corresponds to a single maximum gaussian. Furthermore, another characteris-
tic of this cavity, is that due to its high symmetry, when the cavity resonance is
scanned by the laser frequency through the PZT, the first order modes disappear
while the incident beam is even when aligned to the cavity, as they correspond
to anti-symmetric modes. A way to have a better mode-matching is to adjust
focus and to maximize the 0-order mode transmission peak while minimizing
the higher order modes by adjusting the mirrors in front of the cavity.

The light that is reflected from the cavity or that leaks out through the first
mirror passes through the quarter wave plate, becoming vertically polarized.
Afterwards, it will be picked out by the PBS, split by another dichroic mirror
and sent into each photodetector that only have to be as fast as the created
sidebands (for the red laser the photodiode used is DET10A/M, Thorlabs and for
the blue is S5973-02, Hamamatsu). These signals after amplified are mixed with
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(a)

(b) (c)

Figure 3.14: Transmitted resonant peaks and PZT voltage as a function of time
when the scan is: a) more than 2×FSR and the beam is aligned which sup-
presses the odd orders of TEM modes b) around the TEM00 with the aligned
beam c) around the TEM00 mode and the beam is misaligned, which enables the
visualization of the odd order TEM modes .

the output of the signal generator with the right phase, which is adjusted with
the length of the cables, and after low-pass filtered the resultant error signal is
sent into the servo, that will control the current of the laser and the PZT voltage
to hold the laser on resonance with the cavity’s mode.

The slave laser is the one that will send the light into the experiment by ad-
justing a half wave plate combined with a PBS placed after the optical isolator.
But for its frequency to be very stable (which, as discussed earlier, is a require-
ment for STIRAP) and tunnable, the beating between the master and the slave
lasers has to be locked to a reference, which will be controlled via computer.

The optical setup for this beat signal scheme is shown in figure 3.15. After
part of the light of the master laser being sent into the PDH setup and part of the
slave’s light into the experiment, the two beams, which are mode-matched by the
anamorphic prism pairs, are superimposed in a PBS. As they have orthogonal
polarizations, the polarizations have to be mixed for the interference to happen
and the beat signal seen. A quarter wave plate combined with a PBS allow a
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(a) Scheme

(b) Real setup

Figure 3.15: Overview of the optical setup of the beating between the laser beams
coming from the master and the slave lasers for one of the laser frequencies.

maximization of that interference and, subsequently, of the signal.

In this part of the setup, the photodetectors (818-BB-45, Newport) are required
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to have a large bandwidth, since the slave laser frequency may have to be scanned
through more than one FSR of the cavity for the desired detuning to be achieved
(it can’t be a scan of only one FSR, since there is a chance that the desired
frequency is at the frequency of the cavity mode, which would correspond to
a DC signal, that is hard to detect). These photodiodes have a very small area,
which makes necessary to the alignment two angle-adjustable mirrors, as well
as a focusing lens in a translating mount.

The beat signal (with frequency ∆ f - see figure 3.16) is later on sent into a
mixer to which is also sent the signal from the computer-controlled reference
( fx). These signals are kept at a difference of 50MHz, since in the digital phase
lock (DPL) the output of the mixer is compared to a local signal with 50MHz
created by a voltage-controlled oscillator. In the DPL the phases of these signals
are compared, and an appropriate error signal as a function of the phase differ-
ences is created, which is zero in case they have the same phase. Furthermore,
the error signal saturates for high values of phase difference. This signal is then
sent into the servo (similar to the one used for the PDH lock).

Figure 3.16: Overview of the electronic setup used to lock and control the slave
laser: the ∆ f is the frequency difference between the master and slave lasers’
frequencies and fx comes from a signal generator that is controlled via computer.



4 Experimental Results

4.1 Characterization of the lasers

A complete characterization of the external cavity diode lasers, which were dis-
cussed in section 3.1, is extremely important. Only by knowing how the laser
output reacts to changes in the PZT and the current, can we control the light that
goes into the experiment by adjusting these parameters.

As it was analyzed in section 2.3.9, to reach the desired Rabi frequencies the
laser light that is sent into the experiment should have around 10mW. Like that,
it is necessary to know which is the current intensity that the diode must be
fed with to reach that output power. In figure 4.1 it is possible to observe that
dependence, which is roughly linear.
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Figure 4.1: Output power for the red a) and blue b) lasers as a function of the
current’s intensity.

In addition, keeping the intensity constant, the power varies with the wave-
length, which can be adjusted through the refractive grating angle. The figure
4.2 shows that dependance for the red light.

The mode-hop-free tuning range for the blue lasers is around 20GHz and
for the red lasers is approximately 12GHz, which is enough for our purpose



60 4. EXPERIMENTAL RESULTS

7

7.5

8

8.5

9

9.5

0.5 1 1.5 2 2.5 3 3.5

P
o
u
tp
u
t
(m

W
)

Wavelength (nm+652nm)

Poutput(mW ) = 0.81(2)λ(nm) + 6.64(4)

Figure 4.2: Output power of the red laser as a function of the wavelength main-
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(as already discussed in chapter 3). Furthermore, by changing the angle of the
grating manually with the fine-thread screw, it is possible to scan over 1THz
with each laser, which is more than the needed few hundreds of GHz.

100n 100n

1k

2µ2

470µ 470µ

D
C

C
11

0,
FE

M
AL

E

D
TC

11
0,

M
AL

E
bl

ue
!

680

1k

1k

SMA-JACK

FD
LL

41
48

50
0R

1k

FDLL4148FDLL4148

FDLL4148 FDLL4148

BF245

C4 C5

R 2

COILCR AFT1008CS

C2 C3

C
1

C
2

C
3

C
6

C
5

C
4

LD_ANODE

LD_CATHODE

1
2
3
4
5
6
7
8
9

1
2
3
4
5
6
7
8
9

R 3

C3
C2
C1 R 4

R
5

P$1

P$2

D
3

D
5

TR
1

R 6

D1D6 D7 D8

Q1
D

SG

LDANODE

LDANODE

LDCATHODE

LDCATHODE

V-

V-

V-

V+

V+

V+

V_SE NSE

+ +

JP
2

1

SU
B-

D
9

1

SU
B-

D
9

U$1

CON

Thermistor

Peltier

DC branch

Laser diode

Omron G5-V1-12

DC-Mod.

470µ

C+

Figure 4.3: DC modulation and protection circuit used for the ECDLasers.
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In figure 4.3, it is represented the circuit designed to protect the laser diode
against voltage peaks - which may destroy them - and to enable DC-modulation
(to do the scanning necessary to find the right intermediate state and the detun-
ing that allows larger transfer efficiency).

It is possible to observe that in the DC-branch there is a low-pass filter con-
stituted by a capacitor and a coil. The DC-modulation is made through a FET
(field-effect-transistor) with which the current that passes through the diode is
regulated by the voltage that exists between the gate and the source of the FET.
There is also a protective part of the circuit, composed of several diodes that
don’t allow the voltage between the laser diode’s anode and cathode to be higher
that a certain value. A relay short-circuits the anode with the cathode when the
circuit is turned off to avoid electrostatic discharges. If the relay bounces in-
stead of immediately shorting, voltage peaks exist due to the filter coils in the
DC-branch which can destroy the laser diode. To prevent that, a capacitor was
placed in parallel with the relay.

This circuit together with the frequency response of the diodes to variations
of their own current intensity, result in the transfer functions that are represented
in figure 4.4. These plots show how much the laser frequency changes per volt of
the applied voltage as a function of the frequency of the sinusoidal oscillations
that modulate the laser through the DC-modulation input.

As the voltage output of the photodiode is proportional to the light power
and not to its frequency, it was necessary to build an electronic setup similar to
an asymmetric RF-Mach-Zender interferometer to get these transfer functions.
The beat signal between the master and slave lasers was sent into a photodiode,
the voltage signal that went out of the photodiode was split and while part was
sent to the spectrum analyzer, the other was sent into a mixer which multiplied
the signal with itself after passing through a 5m cable (delay of 25ns). The
resultant signal was afterwards low pass filtered. The output result of the Mach-
Zehnder is a voltage that depends sinusoidally on the frequency of the beating.
By checking with an oscilloscope the maximum amplitude of this voltage and at
the same time observing in the spectrum analyzer to which frequency difference
that oscillations corresponded, it was possible to determine the slope at the mean
value of the oscillation, which allowed to convert the voltage recorded by the
network analyzer into frequency, which was the property we wanted to measure.

It is possible to conclude that for the blue laser the frequency at which there
is 180◦ phase shift is approximately 4MHz whereas for the red laser it is 1MHz.
The gain for the blue laser is practically flat until 2MHz increasing 5dB before it
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Figure 4.4: Transfer function of the red and blue lasers, where in the y-axis it is
represented the variation of the laser frequency by volt applied to the DC-branch
and the x-axis represents the frequency of the oscillations that were applied in
that branch.

starts to roll off with 20dB/decade. Its phase is constant until 1MHz, after which
it starts to roll off. In the red laser transfer function, the gain doesn’t suffer many
variations until 200kHz, where a roll off of 30dB/decade occurs. At that same
frequency it is possible to observe a kink in the phase after which the phase roll
off is more evident. The units of the gain for the red laser are dB(V/V) because
no calibration was made.

4.2 Electronic circuits of the Pound-Drever-Hall

lock

The reflected light of the cavity is sent into photodiodes (S5973-02, Hamamatsu
for the 487nm and DET10A/M, Thorlabs for 652nm) that are 50Ω terminated. The
signal is afterwards amplified by two low-noise amplifiers (ZFL500-LN Minicir-
cuits) and multiplied in a mixer (ZRPD-1+, Minicircuits) with the signal from the
signal generator (SG386, Stanford Research Systems). The output of the mixer is
low-pass filtered (SLP-15+, Minicircuits) and sent into the phase lock circuit.

For the modulation of the EOMs, the signal coming of the signal generator
is split (ZX10-2-12-S+, Minicircuits) and while part is sent into the previously
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discussed mixer, the other part is attenuated by two attenuators (VAT-10+ and
VAT-6+, Minicircuits), amplified (LNA-1030, Minicircuits) and sent into the EOM.
The reason for using attenuators is that, while the signal has to be strong enough
to activate the mixer, it has to have the right intensity for the sidebands to have a
power ratio in relation to the carrier that maximizes the slope of the error signal
(as discussed in section 3.4).

Figure 4.5: Lock box circuit where there are two branches: for fast deviations
through the laser injection current and for slow through the PZT voltage.

The lock circuit is shown in figure 4.5. It has two branches: the upper which
controls the PZT voltage and lower part that is sent into the DC-modulation
branch of the laser.

In the PZT part there is a low-pass filter with a cut-off frequency of around
4kHz, this signal is amplified and sent into the piezo circuit, which will be dis-
cussed later. In the lower part the input signal passes through an operational
amplifier in the inverting amplifier configuration, with a tunable gain for low
frequencies. Afterwards, the signal is separated in two branches and by adjust-
ing two knobs the proportional and the differentiating part of the circuit can be
regulated, in order to have a stable lock performance.

As it was discussed in section 3.3, to suppress completely the noise, the gain
would have to be infinite, especially at low frequencies where most of the vi-
bration noise frequencies lie. In this way, integrators are required. Nevertheless,
each of these introduces a 90◦ phase shift which summed with the delays due to
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the length of the cables gives rapidly rise to a frequency where the phase shift
is 180◦ (negative feedback), which limits the bandwidth of the loop. The imple-
mentation of a derivative part extends that bandwidth, as it introduces a phase
advance of 90◦. After the proportional-derivative part the signal is amplified in
a non-inverting amplifier with gain 2 that can be switched on and off, activating
or deactivating the fast DC-modulation branch.

The PZT is only used to keep the laser on lock with slow drifts or other
very low frequency effects. The PZT circuit to which the signal is sent to, after
being amplified and low-pass filtered in the lock box, is represented in figure 4.6.
Mainly this signal has a large gain at low frequencies made though the action of
the integrators. In this branch the bandwidth is not so important because, after
a certain frequency of deviations, the gain of the injection current takes over (the
cutoff frequency is adjusted in the last integrator represented).

Figure 4.6: Part of the electronic circuit that constitutes the PZT branch of the
servo.

The transfer functions of the lock boxes for red laser and the blue one are
represented in the figure 4.7. The gain is fairly flat up to 3kHz where it starts
to decrease with 20dB/decade. At 0.2MHz the differentiating part takes over,
however, the differentiating gain of the red laser which increases the gain in
15dB is substantially larger than of the blue one, for which is almost flat. This
was done because the blue laser response, represented in figure 4.4, already has
the desired shape for the differentiating part.

For a power incident in the cavity of 50µW, the signal amplitude in the oscil-
loscope has a value of 30mV. Using equation (3.9) and the measured amplitude
of the signal, it was possible to determine the slope of the error signal to deter-
mine the conversion from volts to hertz.

This enables to get the overall gain of the feedback loop. To calculate it, the
gain of the lasers, of the lock and of the low-pass response of the cavity were
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Figure 4.7: Transfer function of the lock boxes used in the Pound-Drever-Hall
technique for the blue and red lasers.
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considered, as well as the conversion factor calculated through the error signal.

For both lasers, the gain as a function of frequency is the desired one, with a
slope of 20dB/decade. It is possible to see that the bandwidth of the blue laser
is 1.5MHz and the phase stability margin is 120◦. Despite not being possible
to know which is the bandwidth of the red laser since the calibration was not
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Figure 4.9: Gain and phase shift of the feedback loop for the blue and red fre-
quencies.

made, it is still possible to conclude that it is less than 2MHz, as at this frequency
the phase is shifted by 180◦.

4.3 Finesse of the cavity

Assuming that the steady-state intensity inside the cavity is Icav(0), if the input
laser field is rapidly turned off this intensity will decay as Icav(t) = Icav(0)e−

t
τcav

where τcav is the photon lifetime inside the cavity. The variation in the intensity
of the field inside the cavity (∆I) during one round trip is given by:

∆I
τround

=
Icav.2.(R− 1)

2L/c
where R is the reflectivity R = r2 (4.1)

dIcav

dt
≈ − Icav2πFSR

F where for high finesse cavity’s: F =
π

1− R
(4.2)

which allows to conclude that τcav = F
2πFSR = 1

2πδFWHM
. The mean number of

round trips of a photon in a Fabry-Pérot cavity (〈n〉) is given by:

〈n〉 = τcav

τround
=

τcav

2L/c
= τcav.FSR = τcav.F .δFWHM =

F
2π

(4.3)

F =
cπτcav

L
(4.4)
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A cavity ring-down measurement was made for each laser frequency, allowing
to know the cavity’s decay time and therefore the finesse.
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Figure 4.10: Cavity ring-down measurement to determine the cavity decay time
where the blue line corresponds to the fit of the exponential decay of the data
represented by the red line. In the a) measurement the signal was amplified
with a low noise voltage amplifier (SR560, Stanford Research Systems) prior to
its recording by the oscilloscope. In the b) measurement the data shows the
averaging of 64 triggers.

This method consists of driving with a laser source the optical resonator at
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the TEM00 longitudinal mode frequency, which will build a field inside the cav-
ity. If the input field (laser) that drives this build up is shut off shorter than
the cavity decay time (for example by using an AOM [79] which validates the
consideration that this field can be regarded as a step-function) and the decay
of the cavity field is recorded in time through the transmission, the cavity decay
time (τcav) can be determined by fitting an exponential to the data. However, it
was shown [80], that if the frequency of the laser is scanned across the longitu-
dinal mode frequency of the cavity, the laser light is resonant with that center
frequency only by a short time, which is equivalent to the AOM setup. The
scan speed regulates the intensity of the field that is build up inside the cavity
and it can be adjusted for the transmission to be large enough to enable the
data recording, but it has also to be fast enough to still mimic the step-function
characteristic. With this kind of external cavity diode laser it is simple to scan
across a frequency: through the PZT voltage the grating angle can be periodi-
cally changed by using a function generator.

The function generator was run at a frequency of 100Hz with an amplitude
of 80mV. The transmitted signal was detected with a photodiode (DET10A, Thor-
labs) 500Ω terminated, recorded using an oscilloscope (DSO7000, Agilent) with a
bandwidth of 20MHz, in the high resolution mode (which averages a couple of
samples) and triggered on the rising edged of the transmitted signal.

The finesses determined by fitting the data with exponentials (see figure 4.10)
are 189950± 80 for the wavelength 652nm and 33740± 80 for λ =487nm, which
results in (1− R) equal to 17ppm and to 93ppm, respectively. The line width of
the cavity is for the red laser 15kHz and for the blue one 89kHz. The oscillations
in amplitude occur due to the interference between the intracavity field and the
driving laser field.

For λ = 652nm, the relative powers of the different modes were determined:
68% in the 0-order mode, 20% in the 2nd order mode, 7% in the 4th order mode
and the other modes have 5%. It was also determined using the oscilloscope
that the modulation sidebands carry a power of 40% (which is the ratio corre-
spondent to the maximum slope of the error signal). For λ = 487nm the 0-order
mode also carries about 65% of the power distributed by the several modes. The
mode-matching can still be improved if lenses with a slightly larger focal length
are used after the fibers.

For λ = 487nm, for a coupled power of 10% of the incident (observed by
looking at the dip of the reflected power), 1% of the incident power is transmit-
ted. From the already calculated (1− R) = 93ppm, it is possible to conclude
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that the transmission is 9ppm (which is in accordance to the specifications given
- see figure ) and the losses are 84ppm.

4.4 Laser line width
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Figure 4.11: Line shape of the blue laser: it was possible to determine a sub-KHz
line width of 480± 50Hz.

In the hydrogen experiment, which is located in the same building where our
setup is, a laser was built with a line width of 1Hz and with a frequency similar
to our blue laser. This allowed to use part of the light of that laser to make a
beat signal with our laser. The output was sent into a photodiode (DET10A,
Thorlabs) and was observed in a spectrum analyzer. The line width recorded
with a spectrum analyzer can be considered all coming from our blue laser, as
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the other line width is much smaller. The blue laser line width is smaller than
1kHz - see figure 4.11. The line shape pedestal is about 4MHz wide which is
similar to the bandwidth of the lock. The root-mean square fluctuations of the
laser in a 10 seconds measurement is 200Hz. The power incident on the cavity
during the measurements of the line width was 50µW and for this power the
signal-to-noise ratio is 1.2 (measured with a bandwidth of 1GHz).

4.5 Stabilization of the cavity
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Figure 4.12: Thermalization of the cavity.

The beat signal frequency was recorded after a change in temperature 1 to
determine the thermalization time by fitting an exponential to the frequency in
function of time (see figure 4.12). The thermalization time found after measure-
ments being made for several temperatures was (6400± 450)s, which means that
after twelve hours the thermalization can be considered complete (around 1mK
to the asymptote).

As it was discussed in section 3.2, it is necessary to keep the cavity at the
zero-crossing temperature to minimize the drift due to temperature. To deter-
mine that temperature, the beat signal frequency was recorded for several tem-
peratures around a minimum of the beat signal frequency and a parabola was
fitted to these data. This minimum in the beat signal frequency corresponds to

1Both the cavity temperature and the current intensity and temperature of the lasers are
controlled through a modular platform PRO8000, Thorlabs - the module used to control the
cavity’s temperature is TED8000 and the ones to control the laser diodes are LDC8000.
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a maximum in the frequency of the laser since the 1Hz line width laser was at
a higher frequency than of our blue laser’s one, which means that at the zero-
crossing temperature the spacer dimensions are minimized.
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Figure 4.13: Determination of the zero crossing temperature by changing the
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after 12 hours.

A four-days measurement keeping the temperature constant was taken to
observe how the frequency changes in time.

0

100

200

300

400

500

600

700

1 2 3 4

F
re
q
u
en
cy

of
th
e
b
ea
t
si
gn

al
(k
H
z)

Time (days)

Frequency=
[−1.7021(14)× 10−3 + 646.8(2)

]
kHz

Figure 4.14: Frequency of the beat signal recorded during four days. The solid
line is a fit to the data which shows there is a constant drift at the fixed temper-
ature: 9.257◦C (within the range of the zero-crossing temperature)
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It is clear by looking at the four-days recording of the frequency beat signal
(although not during the whole time - figure 4.14), that there is a drift fairly
constant for a determined temperature. The drift rate was afterwards recorded
for several temperatures - see figure 4.15.
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Figure 4.15: Drift rate of the laser frequency as a function of the temperature of
the cavity.

The drift is minimized (rate 0Hz/s) for a temperature of (9.5± 0.6◦C), which
is within the range of the previously determined zero crossing temperature. The
fact that there is a drift which has a rate that varies with the temperature of the
cavity (see figure 4.15) didn’t allow to determine the zero-crossing temperature
more precisely. To check wether there is a correlation between room temperature
and cavity resonance frequency, the temperature and humidity were recorded at
the same time of the beat frequency, for several days.

As it is possible to observe in figure 4.16, there are frequency oscillations
with an amplitude 1kHz and a period of around 1000s. At the temperature
T=9.207◦C there is no visible drift apart from the oscillations. After the temper-
ature has changed to T=9.309◦C, a drift of 0.7 Hz/s is observed as well as the
same oscillations. The drift in the following day is approximately the same, but
between the measurements the beat signal frequency dropped, which means that
in the meanwhile a drift with opposite signal must have occurred (if there were
no discontinuities). In addition, the oscillations amplitude decreased slightly
to roughly 0,5kHz. The parameter humidity during the measurements suffered
some oscillations, but with a different period from the frequency ones. The tem-
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Figure 4.16: Recordings of the beat signal frequency, room temperature and hu-
midity for an incident power of 50µW in three different days: a) was recorded
three days before b), and c) one day after it, the cavity’s temperature was
changed after day 1 from T=9.207◦C to T=9.309◦C.
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Figure 4.17: Beat signal frequency as function of room temperature, for two
different temperatures of the cavity: 9.207◦C and 9.309◦C.

perature during a day-time measurement always increase, which may lead to
the drift that is seen. As it is possible to see in figure 4.16, from b) to c) the
temperature dropped 0,9◦, which is accompanied by the already discussed drop
in the frequency of 30kHz (similar to the predicted by looking at the derivative
of the parabola 4.13 at T=9.309◦C - which would be 39kHz for this change in
temperature).

In the figure 4.17, the beat signal frequency was shown as a function of tem-
perature, with which it is possible to conclude that for a change in the room
temperature, a change in the frequency of the laser occurs accordingly for the
fixed temperature of T=9.309◦C, as the slopes of the two linear fits are very simi-
lar. For T=9.309◦C, the frequency is fairly constant with the variation of the room
temperaure, which suggests that this is the zero-crossing temperature. It is clear
that the cavity temperature is not completely uncoupled from the exterior one,
which means that the lock parameters of the temperature controller have to be
improved. In addition, most likely the temperature of 9.207◦C is closer to the
zeeo-crossing one, as the drift is practically zero even with an increasing room
temperature.

When the EOM was heated, the beat signal frequency oscillated with a period
of 300s and an amplitude of 1kHz, which means that the EOM can be cause of
the oscillations. If so is confirmed, its temperature should be stabilized.

When the incident power on the cavity was changed from 20µW to 10µW,
the frequency of the beat signal changed 1KHz, and when the change was made
from 200µW to 100µW the change was of 8kHz. Which means that, in this case,
there is no obvious advantage on decreasing the power significantly.

The half wave plate in front of the fiber optic that sends light into the Pound-
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Drever-Hall setup was adjusted to minimize the power variation by looking at
the reflected power from the cavity while heating the fiber, but still 9% of power
fluctuation was observed. With 50µW, which is the power that was sent into
the cavity during the measurements shown in figure 4.16, this power fluctuation
corresponds to a frequency fluctuation of 450Hz, which is similar to the ampli-
tude of the fluctuations observed, and may be the origin of the oscillations. This
suggests that the lesser the power it is sent into the cavity, the lesser will the os-
cillations amplitude be. Power stabilization may be a solution if this conjecture
is proved.

4.6 Noise

While the blue laser was locked to the cavity, a trace of the error signal (u(t))
was recorded with the oscilloscope during 0.1s with sample intervals of 25ns.
Afterwards, the signal was fast Fourier transformed, squared and divided by
a bandwidth around each frequency f: |〈û(ω)〉|2

f . With this trace a frequency
resolution of 10Hz for a span of 40MHz was achieved.

The effect of the cavity response as a low pass filter (G(ω)) was subtracted
and the slope of the error signal (D) allowed to convert the voltage of the error
signal in the difference between the laser frequency and the cavity’s resonance

frequency: |〈û(ω)〉|2
D2|G(ω)|2 f = |〈 ˆ̇φ〉|2

f . This gives the spectral density of the time deriva-
tive of the phase which corresponds to the difference between the laser frequency
and the cavity resonance. It is needed to find a relation between the power and
this time derivative, as we want to know the power spectrum of the laser which
is given by the square of the electric field per bandwidth around f.

The electric field of the laser is given by E(t) = eiω0t+iφ(t) where φ(t) is the
phase, which varies in time, and ω0 is the cavity resonance frequency. Assuming
φ(t) � 1, the electric field can be written as E(ω) = eiωt + iφ(t)eiωt which after
Fourier transformed has the following expression Ê(ω) = (δ(ω−ω0) ∗ φ̂)(ω) +

δ(ω−ω0). Therefore the power of the error signal is given by

|〈φ̂〉|2 =
|〈 ˆ̇φ〉|2

ω2 (4.5)

in which the derivative of a Fourier transformation was applied.
The noise of the power spectrum represented in figure 4.18 was averaged

after a frequency of 10kHz. It is possible to see in the spectrum that a significant
part of the power is below 100Hz. After that frequency the power is significantly
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Figure 4.18: Power spectrum of the laser calculated through the noise in the
error signal

reduced. Also it is noticeable the servo bump at approximately 1MHz, which
was also possible to observe in the power spectrum recorded with the spectrum
analyzer.

After integrating the resultant power spectrum (figure 4.18) in the noise fre-
quency, it is possible to conclude that the assumption φ(t) � 1 is correct, since
|〈φ̂〉|2 = 0.097.

A lorentzian was fitted to the spectrum and the calculated line width is
34.8Hz which is much less than the expected 480Hz. However, it is needed
to have in mind that this power spectrum is calculated exclusively through the
error signal, which means that if there is thermal noise in the cavity, it won’t be
seen in this spectrum. Still, as the value is so much smaller than the recorded
with the spectrum analyzer, it is possible that the line width from the laser with
which we are beating the blue laser is increased by fiber noise, as the fiber used
to get the light to our experiment has 10m, and that our laser line width is
effectively smaller.



5 Conclusion and outlook

During the development of the project of this thesis an optical setup was as-
sembled for the implementation of a scheme called stimulated Raman adiabatic
passage. This setup will later be integrated into an experiment which is cur-
rently being built and aims to create ultracold polar molecules NaK. The STI-
RAP scheme is the last step towards the formation of those molecules: it will
transfer the molecules from a weakly bound state to the rovibrational ground
state where the dipole moment is large, allowing long-range interactions which
can be tuned in the presence of electric fields.

This transfer has very specific stability requirements since the two-photon
detuning must be zero during the whole transfer for the process to be adiabatic.
Effects like the existence of several intermediate states, the decaying of these
and noise were taken into account. The laser line width should be narrower
than 1kHz and its peak should be stable within a few kHz for the transfer to be
efficient.

To achieve the desired characteristics, two external cavity diode lasers in the
Littrow configuration were built for each wavelength: 652,654nm and 486,995nm.
One laser for each wavelength is locked using the Pound-Drever-Hall technique
to a transfer cavity to achieve the desired stability. The cavity spacer is made
of an ultra low expansion glass and the fused silica mirrors are coated for both
wavelengths. For the red laser the finesse was determined to be 189950 and for
the blue one 33740. Furthermore, the spacer of the cavity has a geometry that
makes its length insensitive to vibrations and it is placed inside a vacuum hous-
ing with a pressure lower than 10−8mBar, which has a temperature controlled
thermal shield. The temperature of the cavity is set to its zero-crossing tempera-
ture which was determined to be 9.4± 0.5◦C. The beams from other two lasers,
one per wavelength, are partly sent into the experiment, while the other part is
superimposed with the frequency stabilized laser beams, creating a beat signal
that is locked to a reference that can be controlled through a computer. The
maximum frequency offset of these lasers with respect to the frequency of the
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stabilized ones is 6GHz which is equivalent to two free-spectral ranges of the
cavity.

The whole optical setup was built, and the lasers, as well as the reference
optical cavity, were characterized. The lasers were locked to the cavity and a line
width of approximately 0.5kHz was reached for the blue laser. The line width
for the red laser was not measured as there was no stable reference with which
its light could be interfered. However, as the finesse of the cavity for the red
wavelength is roughly six times larger than for the blue and the overall gain of
the feedback loop has the same shape as of the blue laser, a sub-kHz line width
is expected as well. The error signal of the blue laser when locked was recorded
in time. This allowed to calculate a line width of 35Hz, which suggest that this
width may be smaller than the one recorded in the spectrum analyzer.

The root mean squared fluctuations of the laser frequency when recorded
during 10 seconds were measured to be 200Hz. Oscillations in the peak fre-
quency were observed with an amplitude of 1kHz and a period of approxi-
mately 1000s, which may be related to changes in power after the fiber or in
the polarization of the EOM. If the former is the cause of the oscillations, power
stabilization of the laser can be implemented if the power of the reflected light
is measured and an acousto-optic modulator used. If the cause is the latter, the
temperature of the EOM can be stabilized. Furthermore, a drift was observed
with a rate which has a signal that depends on the room temperature and which
has a magnitude that depends on the cavity’s temperature, which suggests that
the lock parameters of the temperature controller should be optimized. The
1kHz-amplitude oscillations are within the required width of 313kHz of the two-
photon detuning to get high transfer efficiencies. The present drift requires that
every couple of hours the zero two-photon detuning and the intermediate level
have to be found again. The lock between the two lasers with the same frequency
still has to be implemented.

To integrate this setup in the polar molecules experiment, acousto-optic mod-
ulators will be placed before the optical fibers that will send the m=1 diffracted
light beam into the experiment. In this way, the appropriate time sequence can
transfer efficiently the molecules into the rovibrational ground state, without
ever populating lossy intermediate states.
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Electro-optic modulator

Some crystals have the property of changing their index of refraction propor-
tionally to the amplitude of an external electric field to them applied - this is
called electro-optic effect. Assuming an x-polarized light, the variation of the

refractive index is given by [73]: ∆nx =
n3

0xrE
2 , where n0x is the unperturbed

refraction index in the x direction and r is the electro-optic coefficient. In this
experiment, the crystals chosen for the EOM’s were lithium niobate (LiNbO3)
since they have a high electro-optic coefficient.

The change in the index of refraction leads to a change of the optical path,
and therefore of the phase of the light that goes through the crystal. In the
transversal electro-optic modulator (figure 1), a pair of parallel electrodes on
the top and bottom of the crystal, separated by a distance d between which the
voltage is V, creates an electric field with an amplitude given by E = V/εrd
where εr is the dielectric constant of the crystal. This causes a refractive index
change along the polarization direction, which is chosen to be parallel to the
field, since for this case the refractive index change is larger. The change in phase

that the light experiences is given by the following expression: ∆φ =
πn3

0rVL
λεrd .

This EOM can be modulated like a capacitor. For a sinusoidal voltage V =

Vm sin(αt), the phase varies as φ = 2π
λ

[
n0 − n3

0rVmd sin(αt)
2

]
L. Which results in an

output electric field given by

E = E0

[
J0(

n3rEm

2
)eiωt + J1(

n3rEm

2
)ei(ω+α)t − J1(

n3rEm

2
)ei(ω−α)t

]
(1)

when applied the Jacobi-Anger expansion and truncated in the first order.

As the electro-optic coefficients are small, high electric fields are required
for the phase shift to be significative. As in our case, the modulation is sup-
posed to be at a particular fixed frequency, a resonant circuit was built. The
EOM crystal together with the electrodes form a capacitor, which in series with
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an inductor (coil) with low losses form a LC resonant circuit. This allows the
existence of a large electric field between then electrodes with a small applied
voltage, since the energy is stored in the circuit by going back and forth from
the capacitor to the inductor, only having some resistance due to the losses of
the circuit (especially of the inductor). The SMA connector used to establish
the driving voltage was impedance matched to the circuit (which maximizes the
transfer of power to the circuit) with the help of a network analyzer (E5061B,
Agilent) by looking at the reflected divided by the injected signal amplitude as
a function of the modulation frequency. In practice, we changed the position
of where the wire coming from the SMA connector was touching the coil, un-
til a dip in the reflected amplitude was observed in the network analyzer at a
particular frequency (the resonant frequency of the circuit). At this point the
match-impedance is achieved, which means that most of the power sent into the
circuit is there dissipated.

Figure 1: Scheme of a transversal electro-optic modulator, similar to the ones
used in the experiment. The light enters the box through a hole and travels
through the crystal with a length L in which there is en electric field perpendic-
ular to the direction of propagation caused by a voltage difference between the
electrodes that are on top and bottom of the crystal separated by d (the bottom
electrode is in this case the box where this crystal is in). A coil is connected in
series with the electrodes, constituting a resonant circuit. The SMA connector
(not represented), through which the voltage signal is applied to the circuit, is
soldered to a point in the coil while impedance matching (Zcircuit = Z∗source) is
assured.

The resonant frequencies ( fr) of the EOM’s built are 71,3MHz for the blue
light and 89,7MHz for the red one, with resonant lines that have full-width-half-
maximum values (∆ f ) of 0,8MHz and 1,3MHz, respectively (read through the
network analyzer). The quality factor (Q = 2π

Energy stored
Energy dissipated in one cycle ), which

for high values of Q has the following expression: Q = fr
∆ f , is 89 for the fr =

71, 3MHz and 69 for fr = 89, 7MHz.
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