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Just look up to the sky,
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Abstract

The financial markets are complex, dynamic, and strategic socio-economic systems in
which a great number of heterogeneous market participants interact by essentially buy-
ing and selling assets of different types. The financial markets such as stock markets
serve many functions. For instance, the financial markets help market participants and
companies in improving the capital allocation process. Additionally, the behavior of the
financial markets is assumed to be an important gauge for helping the understanding of
the current and future state of companies and, ultimately, of the whole economic and
financial system. However, the importance of the financial markets might be better
noticed when they do not fulfill their primary functions, specifically and most drama-
tically when the financial markets crash. On September 2008, for example, a series
of events threated the stability of the world’s financial system. Some gigantic finan-
cial services companies had unexpectedly failed and had to be rescued by governments
while others simply filled for bankruptcy. The world’s financial system came close to
a meltdown. Although disaster had somehow been averted due to a series of actions,
the Crash of 2008 had immediate, profound, vast and long-lasting consequences for the
world economy.

The true understanding of the financial markets are indeed quite difficult. Several hy-
potheses have been proposed to try to explain the behavior of the market participants
individually as well as the behavior of markets as a whole. On the one hand, tradi-
tional economic theories such as the Efficient Market Hypothesis tend to assume that
market participants are rational as well as that markets are efficient. However, beha-
vioral economics research has been providing extensive and vast evidence that market
participants have what is known as behavioral biases, i.e., deviations from the so-called
rational behavior. In addition to the behavioral economics evidence, disciplines such
as cognitive neuroscience and neuroeconomics have been clarifying the role of emotions
(e.g., happiness, unhappiness, surprise) for the human reasoning, memory system and
processes, and decision-making process. For instance, emotions play a very important
role in the memory processes of encoding and retrieving as well as are the basis of
a sort of learning system. On the other hand, recent theories such as the Adaptive
Market Hypothesis tries to reconciliate market efficiency with behavioral economics by
acknowledging the importance of emotions, the existence of behavioral biases, and the
occurrence of interesting phenomena and anomalies such as bubbles.
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The Crash of 2008 together with new evidence provided by different research areas
have been stressing the need for novel and interdisciplinary approaches for the study
of economic and financial systems and problems. One of these approaches is the use
of Agent-based Financial Markets. Agent-based Financial Markets allows researchers
to depart from classical assumptions in order to test different hypotheses, concepts,
ideas, etc, making it possible the design and realization of more realistic and behavioral
plausible experiments. This thesis is in line with this context. In this exploratory
work we aim to investigate which contributions the application of a cognitive modeling
approach might bring to the understanding of the financial markets, specifically to the
behavior of both market participants (individually) and the financial markets (globally).
The starting point is to empower artificial agents with mechanisms similar to or inspired
in those used by humans so that we have artificial cognitive agents, i.e., artificial agents
with different memory systems and processes, the capacity of recognizing, simulating
and expressing emotions, decision-making processes, the ability to receive and process
different kinds of information, and the ability to learn.

To this end, we first conceive a generic novel cognitive model of individual market
participants (human agents) named TribeCA (Trading and investing with behavioral-
emotional Cognitive Agents). TribeCA is based on the Belief-Desire Theory of Emo-
tions (BDTE), on the cognitive-psychoevolutionary model of surprise proposed by
Meyer and colleagues, and on the artificial surprise model proposed by Macedo and
Cardoso. Then we provide an implementation of the proposed model which is later
integrated into two tools used in the context of agent-based financial markets. The re-
sulting platform allows the design and realization of a variety of economic and financial
experiments with artificial cognitive agents. We carried out three agent and multi-
agent based experiments to address some fundamental aspects regarding the financial
markets such as efficiency and rationality. Additionally, we carried out two case studies
on comparing the traditional (economics and finance) perspective with the cognitive
science perspective on modeling and computing surprise in economics and finance.

This thesis provides contributions to the advance in the design and realization of in-
terdisciplinary approaches to the study of economic and financial systems or problems.
Our generic conceptual cognitive model and implementation might be used both to
explore other aspects of the financial markets in addition to those addressed in this
work and to other agent-based models. We consider this work opens up a set of novel
possibilities for investigations in the academia and in the industry. In the end, we



may have a better understanding of the behavior of market participants individually as
well as of the financial markets globally. It has the potential to result in, for instance,
the development of novel (potentially better and highly lucrative) financial services to
support the market participants’ decision-making process based on his/her emotions,
behavior, etc.

Keywords:

Computational cognitive modeling; Financial Markets; Emotions; Decision-making;
Agent-based Computational Economics; Cognitive Emotion Theories; Adaptive Market
Hypothesis; Behavioral Economics; Efficient Market Hypothesis





Resumo

Os mercados financeiros são sistemas socioeconómicos complexos, dinâmicos e estraté-
gicos nos quais um grande número de heterogéneos participantes interagem por meio
da compra e venda de diferentes tipos de ativos. Os mercados financeiros tais como os
mercados de ações possuem múltiplas funções. Por exemplo, os mercados financeiros
propiciam meios para que os participantes e as companhias façam um melhor processo
de alocação de capital. Para além disso, o comportamento dos mercados financeiros são
geralmente considerados como importantes medidas/sinais para a compreensão do es-
tado atual e futuro das companhias e, em última análise, de todo o sistema económico
e financeiro. Entretanto, a importância dos mercados financeiros poderá ser melhor
compreendida quando os mercados não cumprem suas funções primordias, mais espe-
cificamente e de forma dramática quando ocorre um crash nos mercados financeiros.

Em Setembro de 2008, por exemplo, uma série de eventos ameaçou a estabilidade do
sistema financeiro mundial. Gigantescas empresas dos mercados financeiros inesperada-
mente falharam e tiveram de ser resgatadas pelos seus respectivos governos, enquanto
que outras simplesmente entraram com pedido de falência. O sistema financeiro mun-
dial esteve próximo do colapso. Embora o desastre tenha, de certa forma, sido evitado,
o Crash de 2008 teve consequências imediatas, profundas, e duradouras para a economia
mundial. A verdadeira compreensão dos mercados financeiros é de fato difícil. Diferen-
tes hipóteses têm sido propostas para explicar o comportamento dos participantes dos
mercados financeiros de forma individual bem como o comportamento dos mercados
de forma global. Por um lado, teorias económicas tradicionais como, por exemplo, a
Hipótese do Mercado Eficiente, tendem a considerar que os participantes dos mercados
financeiros são racionais e que os mercados são eficientes. Entretanto, pesquisas na área
de economia comportamental têm fornecido extensa e vasta evidência que demonstra
que os participantes dos mercados financeiros possuem desvios comportamentais do
chamado comportamento racional. Para além das evidências da economia comporta-
mental, disciplinas tais como a neurociência cognitiva e a neuroeconomia têm clarificado
a função das emoções (e.g., felicidade, tristeza, surpresa) no processo de raciocínio e
tomada de decisão, aprendizado, bem como a importância das emoções no âmbito da
memória humana, particularmente para os processos de codificação e recuperação de
memórias. Por outro lado, teorias recentes como a Hipótese do Mercado Adaptativo
tentam reconciliar a ideia de mercados eficientes com a economia comportamental, ao
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reconhecer a importância das emoções, a existência de desvios comportamentais, e a
ocorrência de fenómenos e anomalias como as bolhas.

O Crash de 2008 conjuntamente com novas evidências fornecidas por diferentes áreas
têm salientado a necessidade de novas e interdisciplinares abordagens para o estudo
de sistemas e problemas económicos e financeiros. Uma destas abordagens é o uso de
Agent-based Financial Markets. Esta abordagem permite aos investigadores se distan-
ciarem das tradicionais crenças a fim de testar novas hipóteses, conceitos, ideias, etc,
tornando possível o projeto e realização de experimentos mais realistas e mais plausí-
veis em termos comportamentais. Esta tese está em linha com este contexto. Neste
trabalho exploratório, nosso objetivo é investigar quais contribuições a aplicação de
uma abordagem de modelação cognitiva pode trazer para a compreensão dos merca-
dos financeiros, especificamente para o comportamento dos participantes dos mercados
financeiros (individualmente) e dos mercados financeiros (globalmente). O ponto de
partida é a criação de agentes artificiais com mecanismos similares aos ou inspirados
nos usados pelos seres humanos de modo que seja possível conceber agentes artificiais
cognitivos, i.e., agentes artificiais com diferentes sistemas de memórias e processos, com
a capacidade de reconhecer, simular, e expressar emoções, diferentes processos de to-
mada de decisão, com a habilidade de receber e processar diferentes tipos de informação,
e com a habilidade de aprender.

Para este fim, nós primeiro concebemos um modelo cognitivo genérico individual dos
participantes dos mercados financeiros (agentes humanos) intitulado TribeCA (Tra-
ding and investing with behavioral-emotional Cognitive Agents). O modelo cognitivo
proposto é baseado na Belief-Desire Theory of Emotions (BDTE), no modelo cognitive-
psychoevolutionary de surpresa proposto por Myer e colegas, e no modelo de surpresa
artificial proposto por Macedo e Cardoso. De seguida nós fornecemos uma imple-
mentação do modelo proposto a qual foi posteriormente integrada a duas ferramentas
utilizadas no contexto dos agent-based financial markets. A plataforma resultante per-
mite o projeto e realização de uma variedade de experimentos económicos e financeiros
com agentes artificiais cognitivos. Nós realizamos neste trabalho três experimentos com
agentes e multi-agentes a fim de endereçar alguns aspectos fundamentais dos mercados
financeiros tais como eficiência e racionalidade. Adicionalmente, nós realizamos dois
estudos de casos a fim de comparar a perspectiva tradicional (económica e financeira)
com a perspectiva da ciência cognitiva na modelação e computação da surpresa na
economia e finança.



Esta tese fornece contribuições para o avanço no projeto e realização de abordagens
interdisciplinares para o estudo de sistemas ou problemas económicos e financeiros.
Nosso modelo cognitivo genérico e sua implementação podem ser utilizados a fim de
que sejam explorados outros aspectos dos mercados financeiros, para além dos que
foram endereçados neste trabalho, e em outros modelos baseados em agentes. Nós
consideramos que este trabalho abre um novo conjunto de possibilidades para investi-
gações quer na academia quer na indústria. Ao final, nós poderemos obter uma melhor
compreensão e entendimento sobre o comportamento dos participantes dos mercados
financeiros (individualmente) bem como dos mercados financeiros (globalmente). Estas
investigações poderão resultar, por exemplo, no desenvolvimento de novos (potencial-
mente melhores e altamente lucrativos) serviços financeiros para suportar o processo
de tomada de decisão dos participantes dos mercados financeiros baseados nas suas
emoções, comportamentos, etc.

Palavras-chave:

Modelação cognitiva computational; Mercados Financeiros; Emoções; Processo de to-
mada de decisão; Agent-based Computational Economics; Agent-based Financial Mar-
kets; Teorias Cognitivas de Emoções; Hipótese do Mercado Adaptativo; Economia Com-
portamental; Hipótese dos Mercados Eficientes
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Chapter 1

Introduction

The financial markets play a very important role in society. Perhaps the most prominent
example of the financial markets are the stock markets. The financial markets can
be defined as complex and dynamic socio-economic systems wherein a large number
of heterogeneous market participants interact by essentially buying or selling assets
of different types (Bodie et al., 2004; Graham, 1986). Market participants like retail
(individual) and institutional investors, investment banks are heterogeneous in the sense
that they have, for instance, different beliefs, goals, and investment or trading strategies.
Additionally, they can be either a human, artificial (e.g., fully automated), or hybrid
(e.g., semi-automated) participant (Treleaven et al., 2013). In the financial markets,
market participants need to cope with uncertainty as well as with a variety of different
types of risks, facing the inevitable risk-return trade-off. As a strategic environment,
the market in itself can be thought of as a superaggregator of beliefs, and prices result
from the interactions of all market participants. As a result, markets are generally
considered more accurate than the beliefs of any market participant individually, in a
sort of wisdom of the crowd.

The financial markets serve many functions. They help improving the capital alloca-
tion process and therefore contribute to economic growth (Frank, 2008; Wurgler, 2000).
In addition, they generate a feedback effect from market prices to the real economy,
affecting a series of variables, e.g., market prices affect consumer confidence that, in
turn, affects consumption that ultimately affects market prices. The behavior of the
financial markets is generally assumed to be an important gauge for helping the under-
standing of the current and future state of the whole economic and financial system.
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Perhaps the importance of the financial markets might be better noticed when they do
not fulfill their primary functions. More specifically, there are historical and empirical
evidence about the significant and dramatic consequences of the occurrence of crashes
in the financial markets.

As an example, a series of remarkable events threated the stability of the world’s finan-
cial system on September, 2008 (Brunnermeier, 2009; Farmer et al., 2012; Gorton, 2009;
Ivashina and Scharfstein, 2010; Lewis, 2011; Melvin and Taylor, 2009). To quote but a
few examples (Hall, 2010; Ohanian, 2010): the United States (US) Government stepped
in mortgage giants Fannie Mae and Freddie Mac by promising to bail out bad loans;
the financial services firm Lehman Brothers, a 158-year-old company, filed for Chap-
ter 11 bankruptcy protection, holding more than $600 billion in assets in the largest
bankruptcy filing in US history; the AIG, one of the world’s biggest insurers, was saved
by an $85 billion loan from the US Federal Reserve. These widespread failures resulted
in a worldwide large-scale crisis of confidence. Market participants were unwilling to
lend in the financial markets, unsure about the quality of the assets their counterparties
were holding. This crisis of confidence turned rapidly into global financial panic, where
uncertainty and fear reign in the financial markets. As a consequence, in an attempt
to try to avoid the effects of similar shocks that occurred in the past, like the financial
markets Crash of 1929 that lead later to the Great Depression (Bernanke, 1983), on Oc-
tober 2008 the US government approved the Troubled Asset Relief Program (TARP),
an act granted the Secretary of the Treasury authority to either purchase or insure up
to $700 billion in troubled assets owned by financial institutions. Additionally, on the
same month, central banks from Britain, US, EU, Canada and Switzerland took the
coordinated action of cutting interest rates to try to restore confidence. The world’s
financial system was on the brink of disaster, coming close to a financial meltdown.

The Crash of 2008 had immediate, profound, vast and long-lasting consequences for
the world economy (Reinhart and Rogoff, 2009b, 2014). To briefly illustrate the impact
on the US economy, where the crisis have originated, the Gross Domestic Product
(GDP) fell 1.97% in the fourth quarter of 2008, in the worst fall since 1947 and; from
September, 2008 to June, 2009 (the end of the recession period at least in formal terms)
the Unemployment Rate rose from 6.1% to 9.5%. It is not an overstatement to say that
the consequences has somewhat been felt to the present time, even almost eight years
after the unforgettable and remarkable events of 2008. Two months later on November,
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2008 during a briefing by academics on the turmoil on the financial markets Britain’s
Queen Elizabeth asked: “Why did no one see it coming?”.

The financial markets are indeed systems very difficult to be studied and truly un-
derstood. In this context, there are different perspectives and hypotheses that try
to explain how the financial markets work, both on micro (individual) and on macro
(global) perspective. On the one hand, traditional economic theories such as the Ef-
ficient Market Hypothesis (EMH) (Fama, 1970) tend to consider market participants
are rational, that is to say that they are able to form expectations rationally, and to
make optimal decisions, have stable and well-defined preferences. As a consequence,
markets are efficient in the sense that market prices fully and instantaneously incorpo-
rate all the available information and expectations of market participants. However,
behavioral economics (Kahneman and Tversky, 1979b; Shiller, 2003), a research field
resulted from the combination of the psychology and economics disciplines, has been
providing extensive experimental evidence that market participants decision-making
under uncertainty has deviations from the so-called rational behavior, what is known
as behavioral biases. Such deviations seem to be indissociable aspects of the human
nature. Furthermore, market participants (human beings) have bounded rationality,
meaning essentially that they do not always have enough time or the cognitive ability
to process all the related information with accuracy.

In addition to the behavioral economics findings, different disciplines such as cogni-
tive neuroscience and neuroeconomics (Camerer et al., 2005; Loewenstein et al., 2008;
Tom et al., 2007) have been clarifying, particularly over the last decade, the relevance
of emotions for the human reasoning and decision-making process. It is currently
well-accepted that emotions such as happiness, unhappiness, and surprise have been
generally considered the basis for a sort of learning system, and are essential to abil-
ities and mechanisms usually associated with basic rational and intelligent behavior.
Emotions also have influence on which and how memories are encoded, stored and also
on how memories are later retrieved (Dalgleish, 2004; Kensinger, 2009b). For instance,
memories associated with either positive or negative emotions appear to gain privileged
status in memory so that they tend to persist over years, decades and lifetime.

On the other hand, the Adaptive Market Hypothesis (AMH) (Lo, 2004, 2012), a rela-
tively recent and still under development hypothesis, reconciles market efficiency with
behavioral biases by applying the principles of evolution. The AMH acknowledges the
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importance of emotions, the existence of behavioral biases, and the occurrence of in-
teresting, though complicated, phenomena such as bubbles, cycles, panics, and trends.
It represents a shift of thinking from the physics to biological sciences.

Despite of novel hypotheses and relevant findings, considering the nature and com-
plexity of the financial markets together with the sophisticated and complex human
decision-making mechanism (which is influenced by a myriad of intertwined factors), it
can be claimed that we are all still far away from understanding the behavior of mar-
ket participants individually and, as a result, from understanding the behavior of the
financial markets globally. The failure of preventing, or at least predicting, the Crash
of 2008 had once again exposed the allegedly flaws of traditional economic thinking.
For instance, policymakers and regulators do not have sufficient tools to cope with the
complexity of the financial markets with its hidden causalities rooted in sophisticated
technological developments (Buchanan, 2009).

In the aftermath of the Crash of 2008 several transformations and improvements have
been proposed, specifically in terms of how complex economic and financial systems
can (should) be conceived and modeled. The crisis has been perceived by many as the
appropriate moment to carefully investigate and explore novel approaches and ideas
(Bouchaud, 2008; Caballero, 2010; Farmer and Foley, 2009; Gatti et al., 2010; Kirman,
2010; Shiller, 2013).

One of these novel approaches is given by the use of Agent-based Financial Markets,
a subfield of a broader research area known as Agent-based Computational Economics
(ACE) (Tesfatsion, 2002). Researchers in the context of Agent-based Financial Mar-
kets can depart from classical assumptions claimed by traditional economic theories
and hypotheses, and then test new hypotheses, assumptions, concepts, and ideas. Fur-
thermore, the agent-based models make possible the design, implementation, and real-
ization of a variety of different, novel and realistic experiments. It offers the possibility
of novel insights into the understanding of fundamental aspects of a wide range of dif-
ferent types of economic and financial systems, particularly the financial markets. From
the agent-based perspective, market participants are represented by artificial agents,
while the financial markets can be modeled from bottom up as well as be simulated as
a multi-agent system composed of a large number of heterogeneous, adaptive artificial
agents (Holland and Miller, 1991; Russell and Norvig, 2009; Wooldridge, 2002).
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1.1 Goals

The failures of the traditional economic thinking together with the complexity of the
human-decision making process have been stressing the difficulty of the problem. The
challenge of better understanding the behavior of market participants individually and,
ultimately, of truly understanding the financial markets as a whole requires the use of
novel interdisciplinary approaches (e.g., (Blume et al., 2015; Challet, 2016; Lo, 2016a)).
This work is in line with this context. We address the problem of understanding the
financial markets from the cognitive science perspective. We consider that the use of
relatively simple cognitive agents together with agent and multi-agent-based simulation,
case studies, and time series analysis, constitute powerful tools, presenting a rich and
novel set of possibilities for investigation, having the potential to shed a new light on
the behavior of market participants (human agents) in economic and financial contexts,
as detailed in the next sections.

The main goal of our exploratory work is to investigate which contributions the appli-
cation of a cognitive modeling approach, where artificial agents are empowered with
human-like characteristics, might bring to the understanding of the financial markets,
specifically to explain and understand the behavior of market participants (human
agents) in a micro (individual) perspective as well as the behavior of the financial
markets in a macro (global) perspective.

We aim to empower artificial agents with mechanisms similar to or inspired in those
used by humans so that ultimately we have cognitive agents. This empowerment in-
cludes, among other things, that an artificial agent must be equipped with the following
characteristics and capabilities: different memory systems (e.g., short-term memory
and long-term memory) as well as various memory processes (i.e., encoding, storage,
and retrieval); the capacity of recognizing, simulating and expressing emotions (e.g.,
surprise, happiness, unhappiness); several adjustable decision-making processes; the
ability to receive and process endogenous (internal) and exogenous (from the environ-
ment) information; and the ability to learn new knowledge, eventually reusing past
knowledge.

It is important to notice that our goal is neither to discover relevant relations (e.g.,
causality) between economic and financial variables with the purpose of developing
more profitable investment nor trading strategies nor we have the ambition of providing
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an exhaustive, complete, and final explanation of the behavior of human agents in the
financial markets.

1.2 Approach

In this work we are particularly influenced by the following three concepts which we
consider relevant toward the understanding of how human agents behave individually in
the financial markets and, ultimately, of how the financial markets work globally. First,
we consider that emotions are inherent and important aspects of the human decision-
making and reasoning processes as well as we acknowledge the fact that emotions have a
significant impact on the memory processes of encoding, storage, and retrieval. Second,
we consider that the findings from the behavioral economics research, particularly the
behavioral biases, must be taken into account. Third, we consider that the Adaptive
Markets Hypothesis (AMH) (Lo, 2012) is one of the best hypotheses to explain and
understand how the financial markets work by reconciling market efficiency with be-
havioral biases, acknowledging the importance of emotions, the existence of behavioral
biases, and the occurrence of interesting phenomena such as bubbles. These three con-
cepts offer a framework for the design and realization of more behaviorally plausible
and realistic investigations.

In this context, one of the main important issues in this work is the con-
struction of the cognitive model of individual market participants (hu-
man agents). To this end, we conceived the TribeCA (Trading and investing with
behavioral-emotional Cognitive Agents) model, which builds on the following three ma-
jor concepts: the cognitive emotion theory known as Belief-Desire Theory of Emotions
(BDTE) (Reisenzein, 2009), the cognitive-psychoevolutionary model of surprise pro-
posed by Meyer et al. (1997), and the artificial surprise model conceived by Macedo
et al. (2004).

The first concept is the cognitive emotion theory known as Belief-Desire Theory
of Emotions (BDTE) (Reisenzein, 2009). The BDTE consists of propositions, beliefs,
desires, new beliefs, and two hard-wired comparator mechanisms, namely the Belief-
Belief Comparator (BBC) and the Belief-Desire Comparator (BDC). The conceptual
framework of the BDTE is the same as the belief-desire theory of action which inspired
the BDI (Belief-Desire-Intention) (Bratman et al., 1988; Rao and Georgeff, 1995, 1998)
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approach to artificial agents. BDTE defines emotions as products or signals produced
by the BBC and BDC.

The second concept is the cognitive-psychoevolutionary model of surprise proposed
by Meyer et al. (1997). They claim surprise-eliciting events elicit a four-step sequence
of processes. The first step is the appraisal of an event as unexpected or schema-
discrepant. In the second step, surprise is experienced, ongoing mental process are
interrupted, and resources are reallocated towards the unexpected event. The third
step is the analysis and evaluation of the unexpected event. Finally, the fourth step is
the schema update. However, neither the BDTE nor the model of surprise proposed
by Meyer et al. (1997) detail how surprise can be computed.

The third concept is the artificial surprise model proposed by Macedo et al. (2004).
They carried out an empirical study with humans with the goal of investigating how
to compute the intensity of surprise in an artificial agent. They proposed several alter-
native functions for computing the surprise intensity based on the assumption that the
surprise “felt” by an agent elicited by an event Eg is proportional to the degree of unex-
pectedness of the event Eg. Their study suggests that the intensity of surprise about an
event Eg, from a set of mutually exclusive events E1, E2, ..., Em, is a nonlinear function
of the difference, or contrast, between its probability/belief and the probability/belief
of the highest expected event (Eh) in the set of mutually exclusive events E1, E2, ...,
Em.

With the cognitive-psychoevolutionary model of surprise proposed by Meyer et al.
(1997) as well as with the artificial surprise model proposed by Macedo et al. (2004),
core components of the TribeCA, we carried out two case studies on comparing the
traditional (economics and finance) perspective with the cognitive science perspective
on modeling surprise in economics and finance. The first case study is in the context
of the so-called market consensus (Baccan et al., 2014b), while the second is in the
context of risk management (Baccan et al., 2015).

We subsequently integrated the implementation of the proposed cognitive model of
individual human agents (TribeCA) into two sophisticated tools known as Java Auction
Simulator API (JASA) (Phelps, 2007) and Java Agent-Based Modeling (JABM) toolkit
(Phelps, 2012) used in the field of Agent-based Financial Markets. We carried out three
agent and multi-agent-based simulation experiments (Baccan and Macedo, 2013b) with
the proposed cognitive model in the El Farol bar problem, revisiting some fundamental
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issues regarding the understanding of the financial markets such as efficiency (Baccan
and Macedo, 2013a) and rationality (Baccan et al., 2014a). The El Farol bar problem
is a relatively simple but powerful model that can be used as a good starting point for
modeling and understanding the financial markets both individually and globally.

1.3 Contributions

The main contribution of our work is the cognitive model of human agents developed
and applied to the context of economics and finance, particularly to the financial mar-
kets. This encompassed several steps, each giving rise to an important contribution.
Thus, we can list the following contributions of our work:

• An interdisciplinary work that is in line with a broader context that has been
stressing the need of new, particularly multidisciplinary, approaches for the study
of economic and financial complex systems, such as the financial markets, in the
light of the Crash of 2008 as well as empirical evidence.

• A generic, novel cognitive model of human agents (TribeCA) based on the follo-
wing three pillars: the cognitive emotion theory known as the Belief-Desire
Theory of Emotions (BDTE), the cognitive-psychoevolutionary model of surprise
proposed by Meyer et al. (1997), and the artificial surprise model proposed by
Macedo et al. (2004).

• The presentation of two case studies that demonstrate how the cognitive-psychoevolutionary
model of surprise proposed by Meyer et al. (1997) and the artificial surprise model
proposed by Macedo et al. (2004), two core components of the TribeCA, can be
applied to compute artificial surprise in economic and financial contexts.

• A generic implementation of the proposed cognitive model of human agents
(TribeCA) and integration of this implementation into two sophisticated tools
used in the field of Agent-based Financial Markets known as Java Auction Si-
mulator API (JASA) and Java Agent-Based Modelling (JABM), allowing the
realization of a wide variety of different and new experiments in the context of
economics and finance, taking into account the cognitive science perspective.
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• Considerations and conclusions, some of them non trivial and counter intuitive,
resulted from the realization of three different multi-agent-based experiments with
our artificial cognitive agents in the El Farol bar problem (Baccan and Macedo,
2013b) regarding some fundamental questions to the understanding of the fi-
nancial markets such as efficiency (Baccan and Macedo, 2013a) and rationality
(Baccan et al., 2014a).

We would like to add that part of the work presented in this thesis has also been pub-
lished in several scientific papers, presented and/or published in national and interna-
tional venues, such as MABS (Multi-Agent-Based Simulation) workshop at AAMAS
(Autonomous Agents and Multi-Agent Systems), STAIRS (Starting AI Researcher
Symposium) at ECAI (European Conference on Artificial Intelligence), EPIA (Por-
tuguese Conference on Artificial Intelligence), and SMC (IEEE International Confe-
rence on Systems, Man, and Cybernetics) as well as in international workshops, such
as WEHIA (Annual Workshop on the Economic Science with Heterogeneous Interact-
ing Agents), and CCFEA (Centre for Computational Finance and Economic Agents)
Workshop.

1.4 Thesis structure

In this first chapter we introduced the problem addressed and the main contributions
of the thesis. The rest of this thesis is organized as follows.

Chapter 2 presents background on the Computational Cognitive Modeling, Financial
Markets, and Agent-based Financial Markets, three major areas related to this work.
Some of the addressed topics include computational cognitive modeling and computa-
tion of emotions, different financial market hypotheses ranging from traditional eco-
nomic theories to recent and novel theories, and agent-based modeling and simulation
of the financial markets. We conclude this Chapter by presenting a brief survey of the
most representative related work, stressing the main differences and similarities to our
work.

Chapter 3 presents our conceptual cognitive model (TribeCA), the agent architec-
ture and its main modules, namely Sensors, Reasoning, Goals, Memory, and Actions.
Additionally, we present a cognitive modeling approach to the El Farol bar problem
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using the TribeCA and an implementation of our proposal that make it possible the
realization of the agent-based experimental evaluation with artificial cognitive agents.

Chapter 4 presents two different perspectives on computing surprise in economics and
finance, namely the traditional (economic and financial) perspective and the cognitive
perspective. To this end, we carried out two case studies. In the first case study we
compare the computation of surprise from the perspective of economics and finance to
the perspective of cognitive science in respect to the idea of market consensus. In the
second case study we compute the cognitive surprise “felt” by an artificial agent relying
on a popular risk management tool known as Value-at-Risk (VaR) historical under two
different market scenarios, specifically a Crash period and a Calm period.

Chapter 5 presents the agent-based experimental evaluation we carried out with the
implementation of our conceptual cognitive model in the context of the El Farol bar
problem, an agent-based model for studying the financial markets. In the first exper-
iment, we present the initial exploration to observe how the artificial cognitive agents
we modeled behave. In the second experiment, we focus on the impact of rationality
on market efficiency. In the third experiment, we investigate the impact of the memory
size of the artificial cognitive agents on market efficiency.

Chapter 6 concludes the thesis and proposes topics for future research directions by
pointing out and detailing some possible future works.
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Background Concepts

This thesis is essentially build on ideas, concepts, definitions, and assumptions provided
by the following three major areas: Computational Cognitive Modeling, Financial Mar-
kets, and Agent-based Financial Markets.

First, we present in Section 2.1 the major concepts on computational cognitive mode-
ling, in particular, how emotions (including surprise) can be defined as well as quali-
tatively and quantitatively computed in the context of cognitive emotion theories. We
give particular attention to the surprise emotion by presenting the surprise process pro-
posed by Meyer and colleagues and the artificial surprise model proposed by Macedo
and colleagues. We then illustrate how these concepts may be applied to cognitive
modeling the coin tossing game, a familiar and well-known game.

Second, we overview in Section 2.2 the general concepts regarding the financial markets,
and present some traditional and non-traditional hypotheses that try to explain how
the financial markets work. We also present some findings from behavioral economics
research as well as survey on how the term surprise has been used in economics and
finance, particularly in the context of the financial markets.

Third, we present in Section 2.3 a relatively recent field of research known as Agent-
based Financial Markets that make it possible the design, implementation, and exe-
cution of different and novel experiments with artificial agent and multi-agent-based
simulations in the context of economics and finance, especially the financial markets.
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Finally, in Section 2.4 we survey the most representative related work, make a com-
parison of our work to those representative studies by stressing the main differences
and similarities.

2.1 Computational Cognitive Modeling

In this section we start by presenting some definitions of what emotions are and how
they can be represented. We then illustrate the importance of emotions by presenting
how emotions influence the human decision-making process as well as the relationship
between emotions and memories, especially how emotions influence the processes of
encoding, storage and retrieval of memories. Subsequently, we present a cognitive
emotion theory named Belief-Desire Theory of Emotions (BDTE). Finally, we focus
on research regarding the surprise emotion, present the surprise process proposed by
Meyer and colleagues, and conclude with the presentation and discussion of the artificial
model of surprise proposed by Macedo and colleagues.

2.1.1 Emotions: definition, representation and functions

Firstly, it is important to take into account that there is no universal definition of
what emotions are (for examples of different forms of defining emotions see (Boehner
et al., 2007; Frijda et al., 2000; James, 1884; Reisenzein, 2007; Scherer, 2005)). Addi-
tionally, emotions are not a human being peculiarity, actually it is believed that other
animals also possess emotions. For example, Darwin (1872) pointed out resemblances
between the expressions of the emotions in humans and animals.

Three concepts usually related to emotions are emotional state, emotional expression,
and emotional experience (Mauss and Robinson, 2009). Emotional states consists in
the mental and physical state of the one who felt the emotion. It means that emotions
essentially take place within and therefore cannot be directly observed. However, emo-
tions can be expressed voluntarily or involuntary to others through mechanisms such
as facial expressions (Ekman and Friesen, 1971) as well as by means of physiological
changes that generally modify the physical state such as a growth in breathing, sweat-
ing, and heart rate. Based on the signals provided, others try to infer which emotions
one felt. Last but not least, emotional experience refers to everything that the one
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who felt the emotion consciously perceives of the felt emotional state and is believed
to be a human being peculiarity (Damasio, 1999).

The lack of agreement about what exactly emotions are, results in a different number of
emotions attributed to humans. For instance, resulting from the work on how emotions
are expressed through facial muscular patterns, Ekman and colleagues (Ekman, 1992;
Ekman and Rosenberg, 1998) claims that humans possess six “basic emotions” namely
anger, disgust, fear, happiness, sadness, and surprise. Others researchers (e.g., see
(Lazarus, 1991; Ortony and Turner, 1990)), and even Ekman in a later review (Ekman,
1999), present a more sophisticated list of emotions in addition to the six “basic” ones.

Representing emotions

Regardless of how many emotions we have, there is considerably acceptance on repre-
senting the emotional state in terms of two orthogonal dimensions namely valence and
arousal (Mauss and Robinson, 2009; Russell, 1980; Russell and Barrett, 1999; Russell
et al., 1989). The valence dimension contrasts states of pleasure (positive) with states
of displeasure (negative) with neutral often considered an intermediate value. The
arousal dimension contrasts states of low arousal (calm) with states of high arousal
(excitement). We illustrate in Figure 2.1 how these two orthogonal dimensions accom-
modate different emotions. As an example of how the arousal and valence dimensions
accommodate different emotions, consider the case of happiness, sadness, and surprise.
Happiness has positive valence, while sadness has negative valence. In both cases the
level of arousal varies depending on how desirable or undesirable the consequences of
the event that elicited the emotion are. Surprise, in turn, has neither positive nor neg-
ative valence (it has neutral valence), what actually is positive or negative is the event
that elicits it. Surprise has also a high level of arousal.
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Figure 2.1: Schematic representation of the valence and arousal model (extracted
from Russell and Barrett (1999)).

Some functions of emotions: emotions and decision-making, and emotions
and memories

Emotions serve humans in many functions. From an evolutionary perspective (Dar-
win, 1859; Plutchik, 1980, 1982) it is believed that emotions have been of fundamental
importance by contributing to maintain our physical well-being, and essentially helping
us to preserve the survival (Lazarus, 1991). For example, consider the function of sur-
prise, fear, and happiness. When one is confronted with a stimulus that is evaluated as
representing a threat to survival, the first emotion that may be elicited is probably sur-
prise so that her/his attention is immediately shifted to that stimulus. Subsequently,
anger may be elicited and her/his capabilities are temporarily enhanced, preparing
her/him to execute a possible set of actions in response to that threat, a kind of res-
ponse known as “fight-or-flight”. Finally, if the threat is successfully eliminated, she/he
can feel happiness as a result of the accomplishment of a goal or fulfillment of task.

14



Background Concepts

Emotions and decision-making

Different disciplines such as cognitive neuroscience and neuroeconomics (Brand et al.,
2006; Camerer et al., 2005; Fehr and Rangel, 2011; Gigerenzer and Gaissmaier, 2011;
Glimcher and Fehr, 2013; Krajbich et al., 2014; Loewenstein et al., 2008; Mellers et al.,
1998; Ochsner and Gross, 2005; Sanfey et al., 2006; Sherry and Schacter, 1987; Tom
et al., 2007) have been clarifying the relevance of emotions for the human reason-
ing and decision-making process. It is currently well-accepted that, in opposition
to the popular idea, emotions are essential to abilities and mechanisms we tend to
associate with basic rational and intelligent behavior. Emotions have been generally
considered the basis for a sort of learning mechanism known as the reward-
and-punishment system (e.g., (Peterson, 2007; Quartz, 2009)). We constantly re-
ceive feedback of different modalities resulting from our interaction both with other
humans and with the environment. Interactions that elicit positive feedback or reward
(e.g., pleasure or happiness) tend to be repeated in the future, whereas interactions
that elicit negative feedback or punishment (e.g., pain or sadness) tend to be avoided.
Additionally, the reward-and-punishment system provides humans with a sort of “cost-
benefit analysis” (Lo, 2004) which contributes to the selection of advantageous behavior
when we are confronted with a set of possible actions. Human decision-making is be-
lieved to depend on different areas of the brain related to emotions (e.g., amygdala,
prefrontal cortex) and memory (e.g., hippocampus). Such different areas provide hu-
mans with the neural and structural basis so that emotions can effectively serve in a
sort of a reward-and-punishment system of learning.

An influential conceptualization of how emotions affect decision-making is the idea
of the Somatic Marker Hypothesis (SMH) provided by Damásio, Bechara and
colleagues (Bechara and Damasio, 2005; Bechara and Reimann, 2010; Damasio, 1994,
1996; Damasio et al., 1991). The SMH originated as a response to observations that
patients with brain damage, especially in a region known as prefrontal cortex, demon-
strated severe impairments in personal and social decision-making. For instance, pa-
tients make financial decisions that generally lead them to financial losses. The SMH
states that “marker” signals, which are somatic in the sense that they are related to
body-state structure and regulation, i.e., homeostasis, help to make advantageous deci-
sions in real-life situations. When one needs to make decisions under circumstances of
complexity and uncertainty, and whose outcomes could be either positive or negative,
somatic signals (e.g., heart rate) are used to mark the whole experience, including both
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the chosen decision and the outcome. When a situation that is similar to a previously
experienced situation occurs, information concerning the possible courses of action and
their likely outcomes are “reactivated” so that it serves as a signal that tells she/he to
either accept or reject some particular action.

Empirical studies of the SMH generally involve the use of a specific task known as the
Iowa Gambling Task (IGT) (Bechara, 2004). The IGT was designed to simulate
real life scenarios by confronting participants with situations in which they must make
decisions under conditions involving reward, punishment, and uncertainty. Participants
need to select one from four card decks namely A, B, C, and D. Two decks, A and B,
yield high gains and high losses, whereas the other two decks, C and D, yield small
gains and small losses. It has been demonstrated that, in accordance with the SMH,
damage in the prefrontal cortex impairs decision-making. Assuming that the task
is continuously applied to participants, on the one hand, healthy participants tend
to realize and correctly learn that card decks A and B are disadvantageous in the
long run, in contrast to card decks C and D that are advantageous. On the other
hand, patients with brain damage tend to continuously select more cards from decks
A and B. Regardless of some critics about the SMH (e.g., see (Dunn et al., 2006; Maia
and McClelland, 2004, 2005)), the IGT is a well-accepted and valid way of measuring
decision-making under uncertainty. The IGT has been widely used in a range of studies
with patient groups such as amnesic patients (Gupta et al., 2009) and pathological
gambling patients (Cavedini et al., 2002).

Similar to the prefrontal cortex, the amygdala also plays an important role in decision-
making (e.g., (De Martino et al., 2010; Gupta et al., 2011; Loewenstein et al., 2001;
Phelps, 2006; Werner et al., 2009)). The most prominent function of the amygdala
consists in affective processing, by detecting uncertainty in the environment and in
triggering arousal and vigilance. Specifically, the amygdala has been recognized as an
important component of the system involved in the acquisition, storage, and expression
of fear (Clark et al., 2014; Davis and Whalen, 2001; LeDoux, 2000; Whalen, 2007). It
has been extensively demonstrated that patients with amygdala damage do not have the
ability to generate autonomic responses to reward and punishment, and consequently,
cannot utilize “somatic marker” type cues to help and guide them in similar future
decision-making situations.
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Emotions and Memories

Human memory is a highly sophisticated, complex and dynamic mechanism that is
composed of different memory systems and processes that is used for a great number of
functions. Here we provide a brief and concise overview of the human memory, though
sufficient in the context of this work (for an extensive review see (Baddeley et al., 2009;
Cohen and Conway, 2008; Collins and Loftus, 1975; Eysenck, 2001; Kahana et al., 2008;
Phelps, 2006; Squire, 2004, 2009)). Human beings have essentially three main types of
memory systems namely sensory memory, short-term memory and long-term memory
(e.g., (Cowan, 2008b)).

Sensory memory (Cowan, 2008a) is the first stage of memory. It acts as a buffer
for all stimuli received through the senses, most of them received essentially by vision
and hearing, retaining a copy (snapshot) of what is seen and/or heard for just very
few seconds (maybe milliseconds). Each sensory channel has its own sensory memory.
Attention mechanisms operate in sensory memory in order to emphasize what must be
transferred to short-term memory for a further examination.

Short-term memory (also known as working memory) is an intermediary stage
between the sensory memory and the long-term memory. It provides a system for
temporarily storing and recalling information under process (e.g., (Cowan, 2001)). The
short-term memory differs from the sensory memory once the information in short-term
memory is already encoded as well as it does not fade away so quickly.

Information is transferred from short-term memory to long-term memory by a con-
tinuous exposure of such information in a mechanism of reinforcement or consolida-
tion. Long-term memory allows information to be “permanently” stored, managed
(e.g., “deleted” or “forgotten”), and recalled for later use. It is a dynamic system in
which new information is associated with the existing ones. In addition, long-term me-
mory is a complex mechanism generally assumed to be divided into two types namely
nondeclarative (procedural) memory, and declarative memory.

Nondeclarative memory (also known as procedural memory) is the long-term
memory of skills that an organism possesses and procedures which the organism is able
to perform. It consists in a sort of “how to” do things, a sort of pairs of action/reac-
tion or stimulus/response. Riding a bike is a typical example of procedural memory.
Procedural memories are unconscious, generally difficult to verbalize, and very durable
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over a long period of time, even in elders with some kinds of brain disease such as the
Alzheimer’s disease.

Declarative memory is the memory for storing knowledge/facts which are consciously
available. It is divided into two types namely episodic memory, and semantic memory
(e.g., (Squire, 2004, 2009)). There are fundamental differences between episodic me-
mory and semantic memory especially in terms of the type of information represented,
type of organization in memory, source of information, and focus (Binder and Desai,
2011). Episodic memories represent information referring to specific events, objects,
and people (Conway, 2009; Tulving, 1972, 1983, 2002). They are chronologically or spa-
tially organized in memory, focus on subjective reality namely the self, and the main
source of information comes from personal experience. Semantic memory refers to
generalized knowledge about the external world such as facts, meanings, and under-
standings. It is assumed to be represented in memory through knowledge structures
known as schemas (Bartlett, 1932). A schema is a well-integrated chunk of knowledge
or sets of beliefs related to actions and their consequences (Schank and Abelson, 1977),
events, objects (Minsky, 1974), and situations. It represents all kinds of generic know-
ledge varying from simple to complex knowledge. The knowledge available in semantic
memory derives from the episodic memory. Indeed, the interaction both with the en-
vironment and others might result in similar episodes. As those episodes accumulate,
over time specific features (micro-details) of the episodic memory are generally lost,
resulting in a fragment of generalized, semantic memory.

Different memory systems and memory processes serve species in many functions. Hu-
man beings rely on memory to retrieve previous knowledge in order to make plans and
solve problems in the present, and to predict future events, by guiding thought and be-
havior (Beaman et al., 2007; Bluck and Alea, 2009; Gupta et al., 2009). Additionally,
memory is important in supporting the development of the self and identify (Conway,
2005; Conway and Pleydell-Pearce, 2000) as well as helps humans in developing, main-
taining, and strengthening social relationships, facilitating social interaction in general
(Baron and Bluck, 2009; Kihlstrom, 2009; Thomsen, 2009).

Human memory systems, particularly the memory processes, seem to be
significantly influenced by emotions (James, 1890). It has been suggested that
emotions have influence on which and how memories are encoded, stored (including
forgetting (Hardt et al., 2013; Schacter, 2002; Wixted, 2004)), and also on how me-
mories are later retrieved (e.g., (Thomson and Tulving, 1970; Tulving and Osler, 1968;
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Tulving and Thomson, 1973)). Memories associated with either positive or negative
emotions appear to gain privileged status in memory so that they tend to persist over
years, decades and lifetime (Buchanan, 2007; Dalgleish, 2004; Dalgleish and Power,
1999; Kensinger, 2009a,b; Kensinger et al., 2005; Levine et al., 2009; McGaugh, 2015;
Yonelinas and Ritchey, 2015). Additionally, surprise seems to play an important role
as memories in how are encoded and later retrieved (e.g., (Axmacher et al., 2010)). As
an example, consider the particular case of flashbulb memories (FBM) (Brown and
Kulik, 1977). FBM refer to detailed, long-lasting and vivid memories of the circum-
stances in which one first learned of a very surprising, consequential and emotionally
arousing event. Details of the circumstances include not only information about the
event in itself but also contextual information such as who told one about the event,
where one was, and what was one doing at that time, and so forth. FBM generally oc-
curs with public events such as the terrorist attack of 11 September 2001 (Conway et al.,
2009) (for a detailed list of events used in FBM studies see (Holland and Kensinger,
2010)).

Further evidence of the relationship between emotions and memories come from the
study of context-dependent memory, i.e., the finding that memory benefits when the
spatio-temporal, physiological, mood, or cognitive context at retrieval matches that
present at encoding. There are at least four types of context-dependent memory namely
state-dependent memory, mood-congruent and mood-dependent memory, environmen-
tal context-dependent memory, and cognitive context-dependent memory (Baddeley
et al., 2009). We consider that the state-dependent memory, mood-congruent and
mood-dependent memory are more related to our work so that we briefly describe
them below.

State-dependent memory refers to the finding that information encoded in one
particular physiological state tends to be better remembered in the same state. Expe-
riments generally involve the induction of some physiological state (e.g., excited, calm)
and then the encoding of information which needs to be later retrieved either on the
same or another physiological state (Eich, 1980). For instance, Miles and Hardman
(1998) examined how aerobic exercise might produce state-dependent memory. Parti-
cipants learned a list of words in two different physiological states namely at rest and
while exercising aerobically on an ergometric bicycle. Afterwards, participants were
asked to recall the words in either the same or alternative state (i.e., rest or exercis-
ing) in which the list of words was encoded. In general, participants whose encoded
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and recalled states were the same had a better performance. Cavenett and Nixon
(2006) carried out a similar experiment in the context of skydiving. They demon-
strated preferential encoding of relevant information rather than irrelevant information
once skydivers recalled significantly less irrelevant material than delayed controls. Re-
sults of similar experiments carried out with other physiological state inductors such
as alcohol (Goodwin et al., 1969; White, 2003), caffeine (Kelemen and Creeley, 2003),
cigars (Peters and McGee, 1982) and marijuana (Eich, 1980), have also demonstrated
the state-dependent memory effect.

Mood-dependent memory is a particular form of the context-dependency effect
by which information encoded in one particular mood whether positive, neutral, or
negative tends to be better remembered in the same mood (Bower, 1981; Eich, 1995;
Eich and Macaulay, 2000; Lewis and Critchley, 2003). Similarly, the mood-congruent
memory effect states that the current mood makes memories that match the same emo-
tional material more easily available (Mayer et al., 1995). Therefore, negative mood
makes negative memories more easily available than positive memories, and vice versa.
However, in contrast to mood-dependent memory, mood-congruent memory does not
affect the recall of neutral memories (Baddeley et al., 2009; Lewis et al., 2005). Perhaps
one of the best evidence of the mood-congruent effect is the observation of patients di-
agnosed with depression. When one is depressed memories associated with negative
emotions are more easily available for retrieving so that the remembered memory be-
come a sort of trigger to remember another memory associated with a negative emotion,
and so on.

2.1.2 Cognitive Emotion Theories

Cognitive emotion theories (Frijda, 1986; Frijda et al., 2000; Lazarus, 1991; Ortony
et al., 1998; Reisenzein, 2009; Scherer et al., 2001) rely on the assumption that emotions
are mental states elicited as a result of the evaluation or appraisal of stimuli of all
kinds (e.g., actions, events, interactions, sensations) and can be computed in terms of
cognitions (beliefs) and motives (desires). Beliefs are mental states in which one holds a
particular proposition to be true, whereas desires represent the motives or future states
that one wants to accomplish.
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Belief-Desire Theory of Emotions (BDTE)

The Belief-Desire Theory of Emotions (BDTE) (Reisenzein, 2009) is a cognitive emotion
theory that assumes that emotions are the product of beliefs and desires. The concep-
tual framework of the BDTE is the same as the belief-desire theory of action which
inspired the Belief-Desire-Intention (BDI) (Bratman et al., 1988; Rao and Georgeff,
1995, 1998) approach to artificial agents. BDI describes essentially autonomous agents
in terms of beliefs, desires (goals), and intentions (the goals that the rational agent
has committed to) (Bratman, 1987). Additionally, the central assumption incorpo-
rated in BDI agents is that actions are generated by a process of practical reasoning
that comprises in the first step, the selection of a set of desires (goals), and in the
second step, the determination of how these goals can be achieved by means of the
available actions or plans (Macedo, 2006; Reisenzein et al., 2013). BDI has been one
of the most frequently used software architectures for autonomous intelligent agents
(Reisenzein et al., 2013). BDTE consists of propositions, beliefs, desires, new beliefs,
and two hard-wired comparator mechanisms namely Belief-Belief Comparator (BBC)
and Belief-Desire Comparator (BDC).

A proposition p is represented as a tuple hS,B,Di where S is the mental language
expressing the proposition p, B and D are quantities representing, respectively, the
agent’s degree of belief and desire regarding proposition p.

The strength of a belief in a proposition p at time t, defined as belief(p,t), is a
value 2 [0.0, 1.0], where 1.0 denotes certainty that p, 0.5 maximal uncertainty, and 0.0
certainty that not p.

Similarly, the strength of a desire about a proposition p at time t, defined as
desire(p,t), might be a value, for instance, 2 [�100,+100]. Positive values denote
desire in favor of p, negative values denote desire against p, and 0 denotes indifference.

A new belief is the belief or fact that agents receive basically through its sensors.
It is defined as a tuple hS,B, ⇤i, where S means the mental language expressing the
proposition p, B is the belief about the proposition p, and * denotes that the desire is
irrelevant for new beliefs.

The Belief-Belief Comparator (BBC) compares each newly acquired belief with
all pre-existing beliefs, looking for match versus mismatch. A match means that a
pre-existing belief was confirmed by the newly acquired belief, whereas a mismatch
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means that a pre-existing belief was disconfirmed. As a result, BBC yields either a
belief-confirmation signal or belief-disconfirmation signal.

Similarly, the Belief-Desire Comparator (BDC) compares each newly acquired
belief with all pre-existing desires, looking for match versus mismatch. A match means
that a desire was “fulfilled”, whereas a mismatch means that a desire was “frustrated”.
As a result, BDC yields either a desire-fulfillment signal or desire-frustration signal.

Figure 2.2 shows a schematic representation of the BBC and BDC comparators. BDTE
defines emotions as products or signals produced by the BBC and BDC. The
computation of non-neutral emotions (e.g., happiness, sadness) depends on the direction
of the desire (i.e., positive or negative) of agents regarding p, whereas the computation
of neutral emotions (e.g., surprise) depends only on the belief the agent has in p prior
to receiving a new belief corresponding to p.

Figure 2.2: Schematic representation of the BBC (Belief-Belief Comparator) and
the BDC (Belief-Desire Comparator) (adapted from Reisenzein (2009)).
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Table 2.1: Belief-desire theory of emotions, qualitative formulation (adapted from
(Reisenzein, 2009)). Notation: Bel(p, t) believes p at time t; Certain(p, t) firmly
believes p at time t; Uncertain(p, t) ⌘ Bel(p, t) ^ ¬ Certain(p, t) ^ ¬ Certain(¬p, t);
Desire(p, t) desires p at time t; Desire(¬p, t) desires not-p at t (⇡ is aversive against

p at time t).

Emotion if Belief at t Desire at t Belief at t-1
happy(p, t) Certain(p, t) Desire(p, t)
unhappy(p, t) Certain(p, t) Desire(¬p, t)
hopes(p, t) Uncertain(p, t) Desire(p, t)
fears(p, t) Uncertain(p, t) Desire(¬p, t)
surprised(p, t) Certain(p, t) - (irrelevant) Bel(¬p, t-1)

Table 2.2: Belief-desire theory of emotions, quantitative formulation (adapted from
(Reisenzein, 2009)). Notation: b(p, t) represents the strength of belief in p at time t,
with 1.0 denoting certainty that p, 0.5 maximal uncertainty, and 0.0 certainty that
not-p; d(p, t) represents the direction and strength of the desire for p at time t, with
values > 0 denoting positive desire in favor of p, 0 indifference, and values < 0 aversion

against p.

Emotion Intensity = function of d
and/or b

for domain subset (else emo-
tion intensity = 0)

Happiness(p, t) = �ha [d(p, t)] b(p, t) = 1 ^ d(p, t) > 0
Unhappiness(p, t) = �uh [d(p, t)] b(p, t) = 1 ^ d(p, t) < 0
Hope(p, t) = �ho [b(p, t) ⇥

d(p, t)]
0 < b(p, t) < 1 ^ d(p, t) > 0

Fear(p, t) = �f e [b(p, t) ⇥
d(p, t)]

0 < b(p, t) < 1 ^ d(p, t) < 0

Surprise(p, t) = �su [b(p, t-1)] b(p, t) = 0 ^ b(p, t-1) > 0

We present in Tables 2.1 and 2.2 the qualitative and quantitative formulations, respecti-
vely, of some emotions relevant to our work.

2.1.3 Surprise: definition, functions and process

In the complex and dynamic environment that surround us, humans are continuously,
either voluntarily or involuntarily, receiving a vast amount of different types of infor-
mation. A significant part of this information became available through vision and
hearing. Such incoming information often contradicts previous beliefs or expectations.
For example, during the financial crisis of 2008 (e.g., (Geithner, 2012; Gorton, 2009,
2008)), for the surprise and shock of possibly the majority of market parti-
cipants, financial companies that many believed to be in good financial health have
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ended up having to be rescued by governments (i.e., “too big to fail” companies like the
AIG (Sorkin, 2010)) while others unexpectedly have failed (i.e., the bankruptcy of the
investment bank Lehman Brothers1). The experience of living in such an environment
has provided humans with, at least in part, a general and intuitive idea of what surprise
is. For instance, verbal expressions like “... caught by surprise ...” or “... what a good
surprise” are generally used to manifest surprise about something.

From the cognitive science perspective (e.g., (Miller, 2003)), there is no consensus
on whether surprise has either no valence or negative valence. For instance, Miceli and
Castelfranchi (2015), have recently claimed that rather than being neutral, surprise is
negatively valenced, since it represents an interference and, according to their view,
interference is in general unpleasant and in conflict with the desire for predictability
and structure (Noordewier and Breugelmans, 2013). Nevertheless, we follow (Macedo
et al., 2009; Meyer et al., 1997; Reisenzein, 2009) by considering that surprise can be
thought of as a neutral valence emotion, what actually is either positive or negative is
the resulting event that elicited surprise. As a result, surprise can be defined as
the peculiar state of mind, usually of brief duration, caused by unexpected
events, or proximally the detection of a contradiction or conflict between
newly acquired and pre-existing beliefs. Beliefs are assumed to be stored in our
semantic memory, presented in Section 2.1.1. Semantic memory, our general knowledge
and concepts about the world, is accepted to be represented in memory through know-
ledge structures known as schemas, which represent sets of beliefs related to actions
and their consequences, events, objects, and situations. From the perspective of the
BDTE, presented in Section 2.1.2, surprise can be thought of as mismatch or a belief-
disconfirmation signal yielded by the BBC (Belief-Belief Comparator) as a result of the
comparison between a newly acquired belief and a pre-existing belief or, in other words,
the detection of a schema-discrepancy.

Surprise has many functions. It has been suggested that, among other functions, sur-
prise is related to adaptation, attention (Ortony and Partridge, 1987; Ranganath and
Rainer, 2003), creativity (Boden, 1995), and learning (Wasserman and Castro, 2005),
playing an important role with respect to survival in a rapidly changing environment.

1
http://www.nytimes.com/2008/09/15/business/15lehman.html [Accessed: July 2017]
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Surprise process

One of the most accepted models of surprise is the cognitive-psychoevolutionary model
proposed by Meyer et al. (1997). Meyer and colleagues proposed a cognitive-psychoevolutionary
model of surprise. They claim surprise-eliciting events elicit a four-step sequence
of processes. Figure 2.3 shows a schematic representation of this process.

Figure 2.3: Schematic representation of the cognitive-evolutionary model of surprise
process proposed by Meyer and colleagues (adapted from Macedo et al. (2009)).

The first step is the appraisal of an event as unexpected or schema-discrepant (Schutz-
wohl, 1998; Schutzwohl and Reisenzein, 1999). For instance, this appraisal is carried

25



Chapter 2

out by the Belief-Belief Comparator (BBC) in the case of the Belief-Desire Theory of
Emotions (BDTE), as mentioned earlier in this Section.

If the degree of unexpectedness or schema-discrepancy exceeds a certain threshold then,
in the second step, surprise is experienced, ongoing mental process are interrupted,
and resources such as attention are reallocated towards the unexpected event.

The third step is the analysis and evaluation of the unexpected event. This step ge-
nerally includes a set of subprocesses namely the verification of the schema discrepancy
(e.g., is this information correct?), the analysis of the causes of the unexpected event
(e.g., why did it happened?), the evaluation of the unexpected event’s significance for
well-being (e.g., is the event good or bad?), and the assessment of the event’s relevance
for ongoing action (e.g., can one ignore the event or does one need to respond to it?).
It is assumed that some aspects of the analysis concerning the unexpected event (e.g.,
causes and relevances) are stored as part of the schema for this event so that in the
future analysis of similar events can be significantly reduced both in terms of time and
cognitive effort.

The fourth step is the schema update (Friedman and Halpern, 1997; Gardenfors,
1978, 1992, 1994). It involves producing the immediate reactions to the unexpected
event (if it is the case), and/or operations such as the update, extension, or revision
of the schema or sets of beliefs that gave rise to the discrepancy. The schema change
(belief update process) ideally enables one to some extent to predict and control future
occurrences of the schema-discrepant event and, if possible, to avoid the event if it is
negative and uncontrollable, or to ignore the event if it is irrelevant for current action.

2.1.4 Artificial Surprise

The research on artificial surprise can be thought of as a natural extension of the
broader field of affective computing (Picard, 1997, 2003; Picard et al., 2002). The main
motivation of both fields is essentially the assumption that artificial agents empowered
with emotional mechanisms similar to or inspired in those used by humans may take
advantage in several dimensions possibly including intelligence (Martinho and Paiva,
2006).

In the context of artificial surprise for artificial agents two models can be stressed: the
model proposed by Macedo and colleagues (Macedo, 2006; Macedo and Cardoso, 2001,
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2004; Macedo et al., 2004) and the model proposed by Lorini and Castelfranchi (2006,
2007). Both models were mainly inspired by the cognitive-psychoevolutionary model of
surprise proposed by Meyer et al. (1997), presented in Section 2.1.3, and have influence
of the analysis of the cognitive causes of surprise from a cognitive science perspective
proposed by Ortony and Partridge (1987). For a detailed description of the similarities
and differences of the models, written by Macedo, Cardoso, Reisenzein, Lorini, and
Castelfranchi, please see (Macedo et al., 2009).

Other computational approaches of artificial surprise have been proposed for other
context rather than artificial agents. For instance, Baldi and Itti (Baldi and Itti, 2010;
Itti and Baldi, 2009) define surprise as a measure of how data affects an observer by
specifically computing the difference between the posterior and prior beliefs about the
world. Like the artificial surprise model proposed by Macedo and colleagues, the Baldi
and Itti model rely on the Bayesian or subjectivist framework of probability theory in
which the degrees of belief are associated with different hypotheses or outcomes.

The empirical tests we performed provide evidence in favor of using the model proposed
by Macedo and colleagues in our work.

Artificial surprise model proposed by Macedo and colleagues

Macedo and colleagues carried out an empirical study (Macedo et al., 2004) with the
goal of investigating how to compute the intensity of surprise in an artificial agent.
Their model can be considered as an extension of the BDTE or at least in line with
the BDTE, particularly with respect to the computation of the surprise intensity.

They proposed, consistent with probability theory, several alternative functions for
computing the surprise intensity based on the assumption that the surprise “felt” by
an agent elicited by an event Eg is proportional to the degree of unexpectedness of
the event Eg. They examined the functions by carrying out a two-step experiment. In
the first step, they collected ratings of probability and surprise intensity provided by
human participants in two domains namely political elections and sports games. Then,
in the second step, they empowered artificial agents with the alternative functions as
well as with the ratings of probability provided by human participants so that the
artificial agents were able to compute the surprise intensity values. Finally, the values
obtained by the artificial agents were compared with the actual surprise intensity given
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by human participants. Their study suggests that the intensity of surprise about an
event Eg, from a set of mutually exclusive and exhaustive n events, {E1, E2, ..., En}, is a
nonlinear function of the difference, or contrast, between its probability/belief and the
probability/belief of the highest expected event (Eh) in the set of mutually exclusive
events {E1, E2, ..., En}.

Formally, let (⌦, A, P ) be a probability space where ⌦ is the sample space (i.e., the
set of possible outcomes of the event), A = {A1, A2, ..., Am}, is a �-field of subsets
of ⌦ (also called the event space, i.e., all the possible events), and P a probability
measure which assigns a real number P (F ) to every member F of the �-field A. Let
E = {E1, E2, ..., En}, Ei 2 A, be a set of mutually exclusive events in that probability
space with probabilities P (Ei) � 0, such that

nP
i=1

P (Ei) = 1. Let Eh be the highest

expected event from E. The intensity of surprise about an event Eg, defined as
S(Eg), is calculated as

S(Eg) = log2(1 + P (Eh)� P (Eg)) (2.1)

where Eh is the event with the highest probability in the set (Macedo et al., 2006;
Teigen and Keren, 2003). In each set of mutually exclusive events, there is always at
least one event whose occurrence is unsurprising, namely Eh.

Although the model of Macedo and colleagues was first used in artificial agents whose
central function was to explore unknown environments, Macedo has been extending his
ideas to other fields such as intelligent transportation system (Macedo, 2010), working
specifically on how their model of surprise can be used as a component/dimension of a
selective attention mechanism (Macedo, 2013).

Figure 2.4 shows the surprise intensity about event Eg as a function of the difference
between P(Eh) and P(Eg).
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Figure 2.4: Surprise as a function of the difference between P(Eh) and P(Eg), i.e.,
Equation 2.1 that is S(Eg) = log2(1 + P (Eh)� P (Eg)) (Macedo et al., 2004).

2.1.5 Computational cognitive modeling of the coin tossing game

To illustrate how previous concepts presented so far throughout Section 2.1, speci-
fically the BDTE concepts and the artificial surprise model proposed by Macedo and
colleagues, can be used to model and compute the happiness, unhappiness, and surprise
emotions, consider the scenario provided by the familiar and well-known coin tossing
game. A coin tossing game generally consists in a two-player game and two different
moments of playing. In a first moment one player chooses one of the two faces of a
coin, heads or tails, so that the other face is automatically assigned to the other player.
Then, the coin is flipped, possibly thrown into the air such that it rotates several times,
until it is caught in the air and inverted, or allowed to land on the ground, depending
on the rules agreed by the players in advance. When the coin comes to rest (or is
intentionally stopped), the toss is complete and the player who picked or was assigned
to the face-up side is declared the winner. Let us assume in this example, for the sake
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of the illustration, a fair game (equally likely outcomes) and that the loser needs to pay
e10 to the winner. In the coin tossing game there will be always a winner and a loser.

Based on the BDTE, coin tossing game players, in this case Agent A and Agent B,
might be cognitive modeled as follows. A proposition p can be defined as “I have picked
the right coin face therefore I will win e10”. The strength of a belief in proposition p
at time t can be defined as b(p, t) = 0.5, possibly meaning that the player is “rational”
in the sense that she/he is assuming the mathematical probability of the outcomes as
her/his subjective belief, i.e., there is no bias such as optimism or pessimism. Similarly,
the strength of a desire about proposition p at time t, can be defined as d(p, t) = +100

(with counter domain �100), meaning that players have a strong desire in favor of p,
i.e., they strongly desire to win e10. Agent A and Agent B share the same b(p, t) and
d(p, t) values.

After flipping the coin, agents receive a new belief regarding proposition p, i.e., the face-
up side is either heads or tails. Assume that Agent A has beforehand picked heads,
Agent B was assigned to tails, and the face-up side outcome is also heads. In this case,
Agent A will be declared winner, whereas Agent B will be declared loser.

The Belief-Belief Comparator (BBC) compares the newly acquired belief (face-
up side is heads) with all pre-existing beliefs. Considering the artificial surprise model
proposed by Macedo and colleagues, the two mutually exclusive and exhaustive possible
outcomes can be defined as Eg (heads) and Eh (tails) both with P(Eh) and P(Eg)
equal to 0.5. Therefore, in this case there is no surprise (surprise with 0 intensity)
regardless of the outcome, i.e., S(Eg) = log2(1+0.5�0.5) or S(Eh) = log2(1+0.5�0.5)
equal 0. As a result, BBC yields a belief-confirmation signal. Neither Agent A nor
Agent B would “feel” surprise, given the fact that there is no difference between P(Ei)
of all outcomes.

Similarly, the Belief-Desire Comparator (BDC) compares the newly acquired be-
lief with all pre-existing desires. At this moment, Agents A and B are aware of which
outcome actually happened (either heads or tails). On the one hand, Agent A’s BDC de-
tects a match between a newly acquired belief (face-up side is heads) and its pre-existing
desire (heads) so that it yields a desire-fulfillment signal. From a quantitative perspec-
tive, presented in Table 2.2, Agent A had d(p,t) = +100, b(p, t) = 1 and d(p, t) > 0 and
therefore the desire-fulfillment signal is the happiness emotion with intensity of 100, i.e.,
Happiness(p, t) = �ha[d(p, t)]. On the other hand, Agent B’s BDC detects a mismatch
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between a newly acquired belief (face-up side is heads) and its pre-existing desire (tails)
so that it yields a desire-frustration signal. Similar to Agent A, Agent B had d(p,t)
= +100, b(p, t) = 1 and ^ d(p, t) > 0 and therefore the desire-frustation signal is the
unhappiness emotion with intensity of 100, i.e., Unhappiness(p, t) = �uh[d(p, t)].

2.2 Financial Markets

We start by presenting in Section 2.2.1 some basic definitions in the context of the
financial markets. Then we briefly describe some statistical features, known as stylized
facts, found in a series of different financial markets. We also describe three investment
strategies commonly used by market participants in Section 2.2.2.

We then present different and somewhat opposing perspectives on how the financial
markets work. First, we describe in Section 2.2.3 the Efficient Markets Hypothesis
(EMH) as an example of how the traditional economic theories tend to consider the
behavior of market participants as rational and markets as efficient. Subsequently, we
show in Section 2.2.4 the main findings from behavioral economics research, stressing
how the deviations from the so-called rational behavior, known as behavioral biases,
contrast with the idea of rationality and efficiency claimed by the traditional economic
theories. Furthermore, we present how three behavioral biases namely herding, over-
reaction and loss aversion help in explaining and better understanding the behavior
of market participants. Third, we present in Section 2.2.5 the Adaptive Markets Hy-
pothesis (AMH), a relatively recent and interesting hypothesis that reconciles market
efficiency with behavioral biases, by applying the principles of evolution and consider-
ing recent findings from other disciplines (e.g., cognitive neuroscience) on how market
participants actually make decisions.

We conclude by presenting in Section 2.2.6 how the word surprise has been used in
the context of economics and finance, particularly in financial markets. We include
empirical observations and real world examples in this presentation.

2.2.1 Stock Markets

The most prominent and popular example of the financial markets is possibly stock
markets. Stock markets play a very important role in societies by helping in improving
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the capital allocation process and therefore contributing to economic growth. Broadly
speaking, for companies, stock markets are a relatively cheap and good way of raising
money, especially when compared to other classical ways such as bank lending (Frank,
2005, 2008; Graham, 1986). Similarly, for market participants, stock markets offer
opportunities for investing in a wide range of companies as well as the possibility of
participating in company earnings (e.g., dividends) (Bodie et al., 2004). For further
works on the role of the financial markets, including the stock markets, see (Fischer
and Merton, 1984; Greenwood and Smith, 1997; Wurgler, 2000).

The stock markets can be defined as a complex and dynamic socio-economic
system in which a very large number of heterogeneous market participants like retail
(individual) and institutional investors, investment banks, banks, and hedge funds, etc,
negotiate a variety of different types of financial products such as stocks and derivatives
(Blanchard and Johnson, 2012; Dopfer et al., 2004; Foster, 2005; Gao and Schmidt, 2005;
Hull, 2005; Sornette, 2014). Participants are heterogeneous in the sense that they have,
for instance, different beliefs, expectations, goals, budgets constraints, time horizons,
and investment or trading strategies. Additionally, they can be either a human, artificial
(e.g., fully automated), or hybrid (e.g., semi-automated) participant.

The negotiations among buyers and sellers are typically mediated by officially autho-
rized institutions (e.g., brokers) so that the identities of the negotiating parts are un-
known to each other. Buyers and sellers interact by submitting bids or asks, orders for
buying or selling assets, respectively, in such a way that higher bids and lower asks are
aligned at the top of the order book (Easley and O’Hara, 1995; Treleaven et al., 2013).
A negotiation occurs when a bid matches an ask, i.e., a buyer accepts purchasing some-
thing for a price a seller is willing to receive. The underlying mechanism that regulates
negotiations and price formation is known as continuous double auction mechanism
(Biais et al., 2005; Madhavan, 2000). In a double-auction market, multiple buyers
and sellers continuously interact in order to determine prices (Chang, 2012; Keynes,
1936). When multiple buyers compete against each other prices rise (Phelps, 2007),
whereas when multiple sellers compete against each other prices fall, in a mechanics
and rationale that is similar somehow to the law of supply and demand (Mas-Colell
et al., 1995). As a strategic system, the output is the result of the aggregation of the
individual decisions of all market participants interacting within this rich and diverse
market “ecology” (Farmer, 2002).
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In the uncertain environment of a stock market, market participants need to
constantly analyze and revise their beliefs, expectations, and investment
strategies in the light of the massive amount of information available. Such
exogenous information include a wide variety of facts related not only to valuation and
price formation mechanisms (e.g., earnings announcements) but also economic and fi-
nancial indicators of different types (e.g., Gross Domestic Product (GDP) (Landefeld
et al., 2008; Struzik, 2003), Unemployment Rate) (Warneryd, 2001). Besides, as we ex-
plain in Section 2.2.4, endogenous information by itself, i.e., the history of asset prices,
dividends and trading volume, also plays an important role in general market dynamics.
Another fundamental aspect of a stock market is that its participants need to interact
in an environment that poses a set of different types of risks such as regulatory changes,
terrorist attacks, global economy-wide shocks, insolvency rumors (Artzner et al., 1999;
Fama and French, 1993; Friedman and Savage, 1948; Knight, 1921; Meder et al., 2013;
Rumsfeld, 2002; Taleb, 2007, 2014). To cope with these risks, market participants use
different tools (e.g., Value-at-Risk (VaR), presented in Section 4.2) to assess, subjec-
tively (qualitatively) or objectively (quantitatively), the probability of a wide range of
events which may have either a positive or negative influence on asset prices (Bloom,
2009; Kahneman, 2009; Lo and Mueller, 2010; Lo, 1999; Markowitz, 1952). Never-
theless, market participants interact based on the risk-return trade-off, meaning that
while lower levels of risk are associated with low levels of potential returns, higher levels
of risk are associated with higher levels of potential returns (Sharpe, 1994).

The behavior, evolution, and dynamics of the major financial markets, es-
pecially of the major stock market indexes (Lo, 2016b), has been extensively observed
and investigated. Indeed, major stock market indexes, such as the S&P500 index2, i.e.,
an index created by Standard & Poor’s, based on the market capitalizations of the 500
largest companies which are publicly held on either the NYSE (The New York Stock
Exchange)3 or NASDAQ4 stock exchanges, possibly the most important stock market
index in the world, are constantly monitored since they are generally assumed to be
important gauges for helping the understanding of the current and future state of the
whole economic and financial system (e.g., (Aruoba et al., 2009; Beber et al., 2011;
Stock and Watson, 2003)). To illustrate a typical stock market dynamics, we present

2
http://us.spindices.com/indices/equity/sp-500 [Accessed: July 2017]

3
https://www.nyse.com [Accessed: July 2017]

4
http://www.nasdaq.com/ [Accessed: July 2017]
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in Figures 2.5 and 2.6, respectively, the daily evolution and volatility (i.e., in this case
the rate of change) of the S&P500 index from October 2005 to January 2015.

Figure 2.5: Daily evolution of the S&P500 index from October 2005 to January
2015. Figure generated with the Economic Research Federal Reserve Bank of St.
Louis tool - http://research.stlouisfed.org/ - and then adapted by us. The shaded

area indicates a period of recession in the U.S. economy.

Figure 2.6: Daily volatility of the S&P500 from October 2005 to January 2015.
Figure generated with the Economic Research Federal Reserve Bank of St. Louis tool
- http://research.stlouisfed.org/ - and then adapted by us. The shaded area indicates

a period of recession in the U.S. economy.

The stock markets generate a feedback effect from market prices to the real economy,
affecting a series of other variables (Apergis et al., 2015; Bond et al., 2011; Cochrane,
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2005). In this kind of situation, however, it is very difficult (perhaps impossible) to
establish a cause and effect relationship between such different types of variables, e.g.,
how market prices affect consumer confidence/expectations that, in turn, affect con-
sumption that ultimately affects market prices (Chen, 2011). Nevertheless, there are
historical and empirical evidence that when a stock market crash occurs, as happened
in 1929 (e.g., (Bernanke, 1983)), 1987 (e.g., (Shiller, 1987)) and more recently in 2008
(e.g., (Farmer, 2012)), it might have significant and dramatic consequences for the real
economy, including even the life of those who do not know what a stock market is (e.g.,
(Barro, 1990; Kindleberger et al., 2005; Lewis, 2011; Reinhart and Rogoff, 2009a)).
For instance, we illustrate in Figure 2.7 the relationship between the S&P500 index,
the U.S. Real Gross Domestic Product (GDP)5, and the U.S. Civilian Unemployment
Rate6. As we can observe, there seems to exist an inverse relation between the first
two (the S&P500 index and the GDP) and the third (unemployment rate). This kind
of inverse relation between different variables are commonly found in economics and
finance and is in line with micro (Frank, 2005; Mas-Colell et al., 1995) and macroeco-
nomics theory (Blanchard and Johnson, 2012; Mankiw, 2014). In this particular case,
for instance, during the recession period (shaded grey area), while the S&P500 index
and the GDP fell by almost 40%, the unemployment rate rose by almost 100%.

5
https://fred.stlouisfed.org/series/GDPC1 [Accessed: July 2017]

6
https://fred.stlouisfed.org/series/UNRATE [Accessed: July 2017]
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Figure 2.7: Evolution of the S&P500 index, U.S. Real Gross Domestic Product
(GDP), and U.S. Civilian Unemployment Rate, from October 2005 to January 2015.
Figure generated with the Economic Research Federal Reserve Bank of St. Louis tool
- http://research.stlouisfed.org/ - and then adapted by us. The shaded area indicates

a period of recession in the U.S. economy.

Stylized Facts

Empirical studies of the time series of stock returns have been documenting the pre-
sence of a series of non trivial statistical features or regularities across a wide range
of different sorts of instruments, markets and time periods (Campbell et al., 1996; Pa-
gan, 1996). Such statistical properties are known as “stylized facts” (Bouchaud
et al., 2002; Chakraborti et al., 2011a; Challet et al., 2001b; Cont, 2001; Cutler et al.,
1991; Schinckus, 2014) and their presence seems to be ubiquitous in all sorts of financial
markets. The identification of these stylized facts is important because the ability of
reproducing at least some the stylized facts is one of the criteria that has been used
by researchers to claim that a given financial market model is effectively able to pro-
duce realistic results. Let us briefly present the following five stylized facts (for a
complete and detailed list of stylized facts see (Cont, 2001)):

• Heavy/fat tails: in a normal distribution, considering the mean (µ) and the
standard deviation (�), about 68% of values are within µ ± 1�; about 95% of
values are within µ±2�; and about 99.7% are within µ±3�. This fact is known as
the 3-sigma rule. Additionally, statistically speaking, a normal distribution has a
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skewness (a measure of the asymmetry of the distribution) approximately equal to
0 and kurtosis (a measure of the “peakedness” of the distribution) approximately
equal to 3. The human being heights, weights and IQ scores are typical examples
of values that follow a normal distribution. Unlike the normal distribution, in a
heavy/fat tail distribution returns are not normally distributed.

• Aggregational Gaussianity: the shape of the distribution is not the same
at different time scales. As one increases the time scale over which returns are
calculated, their distribution looks increasingly like a Normal distribution.

• Gain/loss asymmetry: returns display large drawdowns in values but not
equally large upward movements.

• Volatility clustering: different measures of volatility display a positive auto-
correlation over several days, i.e., high-volatility events tend to cluster in time.
In other words, “large changes tend to be followed by large changes, of either
sign, and small changes tend to be followed by small changes” (Mandelbrot, 1963,
1997). Volatility clustering resembles the concept of entropy used in a variety of
areas such as information and communication theory.

• Volume/volatility correlation: volume is correlated with all measures of vo-
latility. Volume is typically considered as a valuable indicator containing infor-
mation regarding the quality and arrival of information which is not contained in
prices.

2.2.2 Investment Strategies

The investment or trading strategies commonly used by market participants in the
financial markets can be classified in the following three great categories (not necessarily
mutually exclusive): fundamental analysis, technical analysis, and what is known as
noise behavior or zero intelligence. It is important to bear in mind that our objective
in this Section is simply to briefly present some mechanisms widely used by market
participants in the context of a financial market and not to provide evidence in favor
of or against one or another rationale. The debate, though interesting, is beyond the
scope of this work.
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Fundamental analysis

Fundamental analysis (Bodie et al., 2004; Hagstrom, 2005; Lynch, 1994) is concerned
with the estimation of the intrinsic (also referred to as fundamental or fair)
price of an asset now or in a given point in future. It begins with the estimation
of the intrinsic value of a company through the use of different valuation models and
techniques (e.g., discounted cash flow model). This estimation includes not only tangi-
ble assets but also intangible assets such as information regarding the management, the
profile of its owner, her/his ambitions, goals, and plans with respect to the company.
This work also involves the analysis of a wide range of factors like the understanding
of the current macroeconomics scenario as well as the forecasting of possible scenarios.
Additionally, it requires a close examination of financial information regarding the com-
pany such as cash flow, earnings, and investment plans. Finally, fundamental analysis is
interested in identifying the internal and external risks which may affect the company.
With the intrinsic value of a company calculated, the fair asset price is calculated by
dividing the intrinsic value by the total number of shares of that company. The under-
lying assumption of fundamental analysis is that price always returns to its fair value
at some point in time. Therefore, one interested in buying a given asset should look
for assets whose current price is under the fair price, i.e., undervalued.

The work of fundamental analysis often results in a variety of ratios which are used
to estimate whether a current asset price deviates from its fair price (e.g., (Campbell
and Shiller, 1988a,b; Fama and French, 1988)). For instance, one ratio widely used
is the P/E ratio, i.e., price-to-earnings ratio or simply “multiple”. The P/E ratio is
calculated by dividing the price per share by the annual earnings per share. So, if a
current asset price is $70 and the earnings per share for the most recent 12 month
period is $7, then the asset has a P/E ratio of 10 (70/7). The P/E is generally used
in the process of identifying undervalued (lower P/E ratios) or overvalued (higher P/E
ratios) companies. However, decisions of buying or selling should not be based only
on the P/E. Examples of other indicators are the EV/EBITDA ratio (i.e., Enterprise
Value/Earnings Before Interest, Taxes, Depreciation and Amortization), and the DY
ratio (i.e., annual dividends per share/price per share).

The process for estimating the intrinsic value of a company is essentially of subjective
nature so that professionals (e.g., analysts) often diverge in estimating the intrinsic
value of a same company. One of the problems with fundamental analysis relies on
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the fact that fundamentals are not totally observable (Akerlof, 1970; Timmermann and
Granger, 2004). Therefore, the success of an investment strategy based on fundamental
analysis resides essentially in the estimation accuracy regarding the fair price.

Technical analysis

Technical analysis (also referred to as graphical analysis) (Edwards and Magee, 2010;
Lo et al., 2000; Murphy, 1999) make use of a myriad of statistical and mathematical
indicators derived from and build upon stocks data together with graphical patterns
and tools to understand stock prices behavior, identify trends (Lempérière et al., 2014)
and ultimately to discover and explore profit opportunities. The underlying assumption
is that prices incorporate all relevant information and both past behavior and returns
are rich in information concerning future behavior so that they can be used to some
extent to predict or indicate future movements, i.e., history repeats itself. Finally,
considering that all that matters is incorporated in asset prices, one does not need
to be concerned with exogenous information, i.e., anything that happens outside the
market in itself. In the strict sense of the definition, one may claim that questions such
as those addressed by fundamental analysis can be “ignored”.

For instance, the MA (Moving Average) indicator is widely used to identify how prices
evolve over a certain period of time. There are essentially two types of moving average
the SMA (Simple Moving Average), in which all previous periods have the same weight,
and the EMA (Exponential Moving Average), in which the most recent periods have a
higher weight. MAs are often used in a variety of ways. For example, longer MA or
EMA (e.g., 52, 200 periods) are generally used to identify long-term price references.
Conversely, shorter MA or EMA (e.g., 5, 13 periods) are understood as reflecting short-
term movements and/or opinions of market participants about a given asset. Examples
of other technical indicators are the Bollinger Bands (two standard deviations away from
a certain SMA), MACD (Moving Average Convergence/Divergence), OBV (On Balance
Volume), and the RSI (Relative Strength Index). Some indicators such as “bottom and
top”, “support and resistance”, and “top historical asset price” are assumed to be a
sort of “psychological” barriers for both asset prices and market participants. Similarly,
“ascending or descending bottoms and tops” are assumed to characterize “channels” or
trends so that as long as prices oscillate inside the channel the trend defined by a given
number of market participants is still valid.
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Despite of its long history, there are those who claim that technical analysis is inconsis-
tent with the Efficient Markets Hypothesis (EMH) (e.g., (Fama, 1965; Jen, 1970)), de-
scribed in Section 2.2.3, and that technical analysis resembles more “alchemy” (Malkiel,
2016) than a truly scientific tool. Nevertheless, there are evidence from a great num-
ber of works with a significant diversity in terms of markets, historical periods, and
methods, which suggest that the use of technical analysis is useful in finding profit
opportunities (e.g., (Antoniou et al., 1997; Bessembinder and Chan, 1995; Blume et al.,
1994; Brock et al., 1992; Chicaroli and Valls Pereira, 2015; Cochrane, 2008, 2011; Daniel
and Titman, 1999; Edwards and Magee, 2010; Kwon and Kish, 2002; LeBaron, 1999;
Lee et al., 2013; Lo et al., 2000; Menkhoff et al., 2012; Neely and Weller, 1999; Oberlech-
ner, 2001)). Perhaps part of the success of technical analysis results from a phenomena
known as self-fulfilling prophecy (Azariadis, 1981; Jordan; Merton, 1948). When a
large number of market participants believe in a similar “prophecy”, they might behave
in a way that their actions collectively contribute to turn the prophecy into reality.
For example, if a significant number of market participants believe in the “prophecy”
of “when price approximates a certain price region it will reverse”, i.e., as a result of
the fact that some market participants might be using a similar MA (moving average)
configuration, and when they are confronted with the scenario in which the price re-
ally approximates that price region, they might start buying the asset therefore raising
the price and ultimately fulfilling the prophecy. The debate about technical analysis
remains, and perhaps will be for a long time, active as those interested in obtaining
concrete arguments need to cope with intrinsic difficulties such as the task of testing
the EMH.

Noise or zero intelligence

Some market participants, known as “noise traders” (Black, 1986), do not employ
any “rational” mechanism, tend to form incorrect beliefs and expectations
as well as base their actions on what they consider to be worth information
but actually is simple noise. We may also refer to such market participants as
zero intelligence traders. The concept of zero intelligence was introduced by Gode
and Sunder (1993) to describe a particular kind of market participant that has no
strategy (behave at random), no intelligence, does not seek or maximize profits, does
not have the ability to observe, remember, or learn. For a review of the zero intelligence
methodology see (Ladley, 2012).
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The idea of noise traders as well as the zero intelligence concept has been studied in
several ways. Such studies include the general impact of noise traders in the financial
markets (e.g., (Farmer et al., 2005; Kelly, 1997; Serrano-Padial, 2012)) as well as the
comparison of the profitability of a random strategy with other strategies (e.g., (Biondo
et al., 2013)). For instance, De Long and colleagues (DeLong, 1991; DeLong et al., 1990)
demonstrated that noise traders can take disproportionate amount of risk that even-
tually lead them to earn higher expected return compared to the returns of “rational”
investors (Palomino, 1996). Nevertheless, noise traders generally cause markets to be
to some extent less efficient and perhaps their behavior can be used to understand the
profit opportunities that tend to appear as well as the deviations in asset prices that
occasionally occur (Hirshleifer and Luo, 2001; Shleifer and Summers, 1990).

2.2.3 Efficient Markets Hypothesis

Perhaps the most iconic example of how traditional economic theories tend to
consider market participants individually and of how the financial markets
work is illustrated by the Efficient Markets Hypothesis (EMH) (Fama, 1970, 1991)
proposed by Fama (2011). The EMH relies on the assumption that market partici-
pants have stable and well-defined preferences (Simon, 1955). Additionally, it assumes
that when participants are confronted with decisions that involve risk, they are able
to correctly form their probabilistic assessments according to the laws of probability,
calculating which of the alternative courses of action maximize their Expected Utility
(EU ) over n uncertain outcomes, defined as

EU =
nX

i

piUi (2.2)

where pi and Ui are, respectively, the probability and the utility of outcome i (Chiodo
et al., 2003; Hirshleifer, 2001; Loewenstein et al., 2008; Rabin, 1998, 2002; Smith, 1991;
Smith et al., 1988).

The EMH assumes that market prices fully and instantaneously incorporate
the information and expectations of all market participants. There are essen-
tially two types of information, endogenous and exogenous information. Endogenous
information compromises, for instance, the history of asset prices, possibly dividends
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and other variables related to asset prices such as the trading volume. Exogenous infor-
mation correspond to any sort of information, facts, etc, that market participants com-
monly receive in the context of the financial markets such as earnings announcements,
mergers and acquisitions. The underlying assumption is that market participants form
expectations rationally and are able to make optimal decisions (Lo, 2005). Therefore,
the majority of market participants are efficient in reflecting new information accu-
rately (Black, 1986; Fama, 1965; Malkiel, 2003). Last but not least, the EMH assumes
that market participants have no cost in acquiring and analyzing information (Tsang,
2009).

A market in which prices always “fully reflect” available information is called
“efficient” (Fama, 1970). More formally, a market is efficient with respect to informa-
tion set ⌦t if it is impossible to any market participant to make profits by trading on
the basis of information set ⌦t (Jensen, 1978). There are three forms of market effi-
ciency based on the set of variables contained in information set ⌦t, namely weak form,
semi-strong-form, and strong form. In the weak form efficiency, ⌦t includes the his-
tory of asset prices, possibly dividends and other variables related to asset prices (e.g.,
trading volume). In the semi-strong form, ⌦t includes information contained in the
weak form plus all information known to all market participants, i.e., publicly available
information. Similarly, in the strong form efficiency, ⌦t includes information contained
in the semi-strong form plus all information known to any market participant, both
public and private information (Vega, 2006). Despite its apparent simplicity, the EMH
is difficult to test in practice. Weak-form tests are concerned with how well historical
asset prices and past returns can be used by market participants to predict future re-
turns. Semi-strong-form tests are concerned with whether prices efficiently adjust to
information that is obviously publicly available to all market participants at the same
time, such as announcements of earnings, mergers and acquisitions. Strong-form tests
are concerned with whether an individual or a group of market participants have priv-
ileged access to any information relevant for price formation, such as a forthcoming
acquisition, so that such private information is not fully reflected in asset prices.

Additionally, according to the EMH, neither arbitrage opportunities exist nor an invest-
ment strategy would allow a market participant to earn above-average returns without
accepting above-average risk. For example, Graham (1976) demonstrated doubts about
the benefits of expending extensive active efforts in attempts to outperform the market.
Furthermore, Barber et al. (2009) demonstrated how much individual investors lose by
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trading. Similarly, Warren Buffet, perhaps one of the greatest investors of all time, at
least in terms of absolute returns, claimed that for most investors, including both in-
stitutional and individual investors, the best way of investing is through an index fund
that charges minimal fees so that investors following this strategy are certainly those
that will beat the great majority of investment professionals (Buffet, 1996). Consistent
with Buffet’s ideas, Malkiel (2005) demonstrated that professional investment managers
do not outperform their index benchmarks indexes (e.g., see (Foster and Warren, 2015,
2016) for other works). In an efficient market, however, “noise” behavior, presented in
Section 2.2.2, and periods of market stress, might occasionally lead market participants
to value assets in such a way that prices do not reflect the underlying fundamentals.
Nevertheless, such significant deviations do not tend to last “too long” or become “too
big” because market participants tend to correct them (Timmermann and Granger,
2004).

The idea of market efficiency has been always receiving critics (e.g., (Hellwig,
1980; Summers, 1986)). For instance, Grossman (1976) and Grossman and Stiglitz
(1980) argue that perfectly informationally efficient markets are an impossibility. The
basic argument to support this strong statement is essentially that if markets are per-
fectly efficient that would be no profit opportunities and therefore no incentives for
market participating in gathering information as well as in spending efforts in the price
discovery process/mechanism, i.e., the process of determining the price of an asset, as
explained earlier in Section 2.2.2. Conversely, they claim that markets need to have
sufficient profit opportunities (inefficiencies) to compensate information gathering and
price discovery, two pillars of the gigantic financial services industry.

2.2.4 Behavioral Economics

Behavioral economics is an alternative perspective to the understanding of hu-
man behavior in economic and financial contexts, including financial mar-
kets. It has emerged, at least in part, in response to the difficulties faced by researchers
in explaining some financial phenomena, anomalies, and empirical observations of asset
price dynamics, by using only the assumptions, models, and theoretical background
provided by the traditional economic theories, such as the EMH. Such evidence range
from ordinary and relatively simple decisions (e.g., see (Ariely, 2010; Frank, 2008;
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Thaler and Sunstein, 2008) for interesting examples) to complex aggregated behavior
(e.g., the occurrence of bubbles (Akerlof and Shiller, 2009; Shiller, 2002a)).

Behavioral economics (e.g., (Barberis and Thaler, 2002; Camerer, 1995, 2014; Camerer
et al., 2003; Kahneman and Tversky, 1979b; Martino et al., 2006; Mullainathan and
Thaler, 2000; Shiller, 2003; Thaler, 2016)), also referred to in the literature as beha-
vioral finance (Hirshleifer, 2015), can be defined as the result of the combination
of psychology and economics disciplines that aims to understand human judg-
ment and decision-making under uncertainty, specifically in order to identify the ways
in which behavior differ from the standard models, as well as how this behavior mat-
ters in economic and financial contexts. Behavioral economics is particularly useful
when humans are confronted with decisions that are complex and in which optimality
is difficult to achieve.

Psychology has indeed been playing a significant role to the development of behavioral
economics. For instance, the “The Sveriges Riksbank Prize in Economic Sciences in
Memory of Alfred Nobel”, the so-called Nobel prize in Economics, was awarded in
2002 to Vernon L. Smith (an economist) and to Daniel Kahneman (a psychologist).
Vernon L. Smith was awarded “for having established laboratory experiments as a tool in
empirical economic analysis, especially in the study of alternative market mechanisms”
(The Nobel Prize Foundation, 2002) (for a summary of Vernon L. Smith contributions
see (Caginalp et al., 2003; Chapman, 2003)). Daniel Kahneman was awarded “for
having integrated insights from psychological research into economic science, especially
concerning human judgment and decision-making under uncertainty” (The Nobel Prize
Foundation, 2002). Daniel Kahneman did a significant part of the work that lead
him to win a Nobel prize in Economics with Amos Tversky, a fellow psychologist (for a
summary of their contributions see (Shefrin and Statman, 2003)). Sadly, Amos Tversky
died in 1996, otherwise he would probably have shared the prize with Daniel Kahneman
and Vernon L. Smith.

Behavioral economics researchers have been indeed providing extensive experimen-
tal evidence, the majority resulted from laboratory experiments with human subjects,
that humans have deviations from the so-called rational behavior (Barberis and Thaler,
2002; Gigerenzer and Gaissmaier, 2011; Mullainathan and Thaler, 2000; Summerfield
and Tsetsos, 2015). Such deviations are known as behavioral biases, and they
are believed to be ubiquitous to humans, and several of them are clearly
counterproductive from the economics and financial perspective. Examples of
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behavioral biases are herding (Chen, 2013; Eguiluz and Zimmermann, 2000; Prechter,
2001; Raafat et al., 2009), hyperbolic discounting (Laibson, 1997), loss aversion (Kah-
neman and Tversky, 1979b), miscalibration of probabilities (Lichtenstein et al., 1982),
overconfidence (Barber et al., 2009; Barber and Odean, 2001; Benos, 1998; Gervais and
Odean, 2001; Hirshleifer and Luo, 2001), overreaction (De Bondt and Thaler, 1985),
psychological accounting (Tversky and Kahneman, 1981), and regret (Bell, 1983; Clarke
et al., 1994). To illustrate how the behavioral biases affect human decision-making as
well as how they help in better understanding the behavior of market participants,
we explain later in this Section three of them, namely herding, overreaction and loss
aversion.

Although the behavioral economics perspective might be seen, in principle, in conflict
with the traditional economic perspective, the behavioral economics findings dot not
necessarily imply a total rejection of the assumptions (e.g., utility maximization, and
efficiency) claimed by traditional economic theories (Sommer, 2013), such as the EMH.
For example, as a concrete example of how these two different perspectives can be seen
as alternative and complementary, interestingly, the so-called Nobel prize in Economics
was awarded in 2013 to Eugene F. Fama, the proponent of the EMH (presented in
Section 2.2.3), Lars Peter Hansen, and Robert J. Shiller, the latter being one of the
first and more important researchers in the field of behavioral economics, “for their
empirical analysis of asset prices” (The Nobel Prize Foundation, 2013).

Regardless of some critics (e.g., (Fama, 1998, 2014; Frankfurter and McGoun, 2000)),
some important conclusions can be drawn from the behavioral economics
research. Specifically, humans (and therefore market participants) do not always have
enough time or the cognitive ability to process all the related information with accuracy,
i.e., they have what is widely known as bounded rationality (Newell, 2005). Rather than
maximizing the expected utility, being able to make optimal decisions, market partici-
pants maximize the perceived expected utility, based not on actual probabilities but on
their beliefs about those probabilities (Oaksford and Chater, 2001). Additionally, they
tend to exhibit behavioral biases that can lead them to economic ruin. Perhaps the
most important conclusion is that market participants are not fully rational, as well
as that the human behavior might be better understood by considering evidence from
other disciplines, particularly from psychology, leading to the creation of novel, more
behaviorally plausible and realistic scenarios. The behavioral economics research
has been helping in better understanding the true nature of human judgment and
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decision-making under uncertainty, particularly in economic and financial contexts, as
well as in revealing the high level of sophistication and complexity of such system, spe-
cifically by shedding light on how a myriad of intertwined factors interact, affect and
influence judgments and decisions.

Herding

Herding is an influential and well-documented feature of the human behavior. Herding
can be defined as a form of convergence or alignment of thoughts, behavior
and actions of individuals in a group (herd). It generally takes places through
local interaction and without centralized coordination (Bikhchandani et al., 1992). For
a review of some theoretical frameworks for describing herding see (Raafat et al., 2009).

Herding behavior has been extensively documented in a number of diverse domains,
particularly in economics and finance from different perspectives. The most relevant
works in the context of this work include evidence on how herding may be used as a tool
to explain the occurrence of bubbles (e.g., see the work of Shiller and colleagues (Akerlof
and Shiller, 2009; Shiller, 2000, 2002b)), and an extensive and vast number of works that
focus on investigating different aspects of herding in stock markets (Andersson et al.,
2014; Chen, 2013; Eguiluz and Zimmermann, 2000; Hirshleifer and Hong Teoh, 2003;
Phelps and Ng, 2014; Prechter, 2001; Yang et al., 2012). For a detailed review of the
theory and evidence regarding herd behavior in the financial markets see (Hirshleifer
and Hong Teoh, 2003).

For an economic and financial context, the basic rational of the herding
effect can be defined as follows: a market participant thinks that other market
participants (the herd, the market as a whole) possess (perhaps better) information
that she/he does not possess regarding a given asset and, therefore, following them by
imitating their actions seems the best action to take. So if prices are falling (rising) it
should be better do sell (buy). In this illustration, for the sake of the understanding,
we are only taking into account the voluntary actions of a market participant under
normal circumstances and not actions that a market participant may be compelled
to execute (e.g., an action resulting from a significant margin call). Interestingly, the
herding effect can occur only in the presence of endogenous information, stressing again
the complexity of economic and financial systems. We may also compare this basic
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rationale with the beauty contest perspective presented by John Maynard Keynes
(e.g., (Chambers and Dimson, 2013; Skidelsky, 2010)):

“ ... professional investment may be likened to those newspaper competi-
tions in which the competitors have to pick out the six prettiest faces from a
hundred photographs, the prize being awarded to the competitor whose choice
most nearly corresponds to the average preferences of the competitors as a
whole; so that each competitor has to pick, not those faces which he himself
finds prettiest, but those which he thinks likeliest to catch the fancy of the
other competitors, all of whom are looking at the problem from the same
point of view. It is not a case of choosing those which, to the best of one’s
judgment, are really the prettiest, nor even those which average opinion
genuinely thinks the prettiest. We have reached the third degree where we
devote our intelligences to anticipating what average opinion expects the av-
erage opinion to be. And there are some, I believe, who practice the fourth,
fifth and higher degrees.” (Keynes, 1936).

Overreaction

Tversky and Kahneman (1974) reported that when people need to assess the probability
of uncertain events, they rely on three heuristics (Gigerenzer and Gaissmaier, 2011)
namely representativeness, availability, adjustment and anchoring to assess probabilities
and to predict values. Representativeness is a rule of thumb by which people judge the
probability or frequency of an event by considering how much the event resembles the
available data (Kahneman and Tversky, 1972). Availability is a phenomenon by which
people assess the frequency of a class or the probability of an event based on how easily
instances or occurrences can be retrieve from memory. Adjustment and anchoring refers
to a tendency of people to make estimates by starting from an initial value or familiar
position, referred to as “anchor”, that is adjusted to yield the final value. Tversky
and Kahneman also state that statistical principles are not learned from everyday
experience because the relevant instances are not coded appropriately both by naive
and sophisticated subjects. Therefore, the probability is actually subjective in the sense
that different individuals are allowed to have different probabilities for the same event
(Gilboa et al., 2008). Although the heuristics are economical and usually effective, they
lead to severe systematic errors. For example, adjustments are typically insufficient,
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and people think they see patterns in truly random sequences (Bar-Eli et al., 2006;
Bar-Hillel and Wagenaar, 1991; Gilovich et al., 1985; Taleb, 2008; Wolford et al., 2004).
Furthermore, it has been suggested that such biases contribute to yield overreaction.

Kahneman and Tversky (1979a) point out that in revising their beliefs, people tend
to overweight recent information and underweight prior information, while
Griffin and Tversky (1992) reported that people update their beliefs based on the
“strength” and the “weight” of new evidence, where strength refers to aspects such as
the salience and extremity, and weight refers to statistical informativeness such as the
sample size. According to Griffin and Tversky, people pay too much attention to the
strength of the evidence they are presented with and too little attention to its statistical
weight.

Motivated by a variety of psychological evidence, especially by the idea of Griffin and
Tversky (1992), Barberis et al. (1998) presented a model of investor sentiment on
how investors form expectations of future earnings. They define overreaction
as the fact that the average return, following a series of announcements of good news
(e.g., higher than expected earnings), is lower than the average return following a series
of bad news announcements. Subsequent news announcements are likely to contradict
this optimism, leading to lower returns. The underlying idea is that after a series of
announcements of good (bad) news, investors become overly optimistic (pessimistic)
that future news announcements will also be good (bad) and, as a result, they overreact,
sending the stock price to unduly high (low) levels. In other words, it leads to the
prediction that stock prices overreact to consistent patterns of good or bad news.

The findings provided by Griffin and Tversky can be used, in conjunction with other
theoretical background, to explain some highly unexpected market movements such as
the October 19, 1987 stock market crash (also known as Black Monday), i.e., a drop of
22.6% in the Dow Jones Industrial Average (DJIA) (Shiller, 1987), and the May 6, 2010
stock market crash (what turned out to be known as Flash Crash), i.e., a drop of almost
9% in the course of about 36 minutes and a rebound with extraordinary velocity (U.S.
Commodity Futures Trading Commission and U.S. Securities & Exchange Commission,
2010). The overreaction of market participants might be caused, among other
things, due to high-strength, low-weight news event, in spite of neither changes in the
underlying fundamentals nor the occurrence of a highly unexpected event (Cutler et al.,
1989).
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Finally, De Bondt and Thaler (1985, 1987) investigated whether market participants
of the U.S. stock market tend to “overreact”, i.e., they overweight recent information
and underweight base rate data, to unexpected and dramatic news events, regardless
of whether the events are positive or negative. Their study provided experimental
and survey evidence indicating that market participants overreaction leads prices to
temporarily depart from their underlying fundamental value (rationality), with prices
initially biased by either excessive optimism or pessimism in response to the arrival
of new information. Specifically, they tested whether the subsequent price reversal of
assets that have experienced either extreme gains or losses are pronounced. Consistent
with the overreaction hypothesis, portfolios of prior losers assets outperformed prior
winners assets, meaning that prior losers would be more attractive investments than
prior winners.

Loss Aversion

The work of Kahneman and Tversky (1979b), known as prospect theory (Tversky
and Kahneman, 1992), is considered one of the seminal works in the field of behavioral
economics. Kahneman and Tversky identified, among other findings, what turned out
to be known as loss aversion, i.e., the notion that losses are weighted more heavily
than gains. Furthermore, they found that people are concerned with the changes in
their wealth rather than with its final state so that they tend to be more sensitive to
decreases in their wealth than to increases (Barberis et al., 2001; Schmidt and Zank,
2005; Zhang and Semmler, 2009). It leads to a tendency of people to exhibit “risk
aversion” behavior in choices that involve gains and “risk seeking” behavior in choices
that involve losses (Benartzi and Thaler, 1995; Studer et al., 2015; Zhang et al., 2014).
Some effects, especially the certainty effect (Tversky and Kahneman, 1981), i.e., the
fact that people tend to underweight outcomes that are merely probable in comparison
with outcomes that are obtained with certainty, contributes to loss aversion.

For instance, consider the following example (extracted from (Lo, 2004) with minor
adjustments). Suppose one needs to choose between two “investment opportunities” A
and B: A yields a sure profit of $240000; B yields $1 million with 25% probability and
$0 with 75% probability. Investment A has an expected value of $240000 (i.e., 240000
x 1.0), whereas investment B has an expected value of $250000 (i.e., 1 million x 0.25),
which represents a higher return of investing in A, though, one will receive either $1
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million or $0. When confronted with this kind of choice, there is no right or wrong
choice since it is a matter of personal preference (Beckmann et al., 2008; Chui et al.,
2010). Nevertheless, most subjects prefer investment A over B, a kind of behavior
characterized as “risk aversion” . Likewise, suppose one needs to choose between two
“investment opportunities” C and D: C yields a sure loss of $750000; D yields a loss of
$1 million with 75% probability and $0 with 25% probability. Although this kind of
scenario may seem, in principle, not plausible, many economic and financial situations
might obligate market participants to face choosing between “the lesser of two evils”.
When confronted with this kind of choice, most subjects prefer investment D over C, a
kind of behavior characterized as “risk seeking” .

The identification of this kind of behavior made it possible a better under-
standing of how market participants deal with gains and losses. When a
market participant buys an asset that she/he believes will have certain expected return
possibly within certain time horizon, two possible scenarios she/he will face is one in
which the asset appreciates and another in which the asset depreciates. Analysis of
trading records have provided evidence that market participants realize their profitable
positions more readily than their unprofitable ones (Odean, 1998), and thus exhibited
what is known as the disposition effect (Shefrin and Statman, 1985), i.e., a tendency to
hold losing investments for too long and, on the other hand, to sell winning investments
too soon. Although the prospect theory was proposed in late 1970’s, the research con-
cerning the application of the concepts of loss aversion to the financial markets is still
very active (e.g., see (Barberis et al., 2001; Grune and Semmler, 2008; Schmidt and
Traub, 2002; Zhang and Semmler, 2009)).

2.2.5 Adaptive Markets Hypothesis

The Adaptive Markets Hypothesis (AMH) (Lo, 2004, 2005, 2012) is a relatively re-
cent and still under development hypothesis that tries to bring together the EMH
with behavioral biases by applying the evolutionary principles of innova-
tion, adaptation, competition, and natural selection to economic interac-
tions. Additionally, AMH is based on recent research in the cognitive neuroscience of
decision-making as well as is heavily influenced by recent advances in the discipline of
evolutionary psychology (e.g., (Cosmides and Tooby, 2013)). AMH represents a shift
of thinking in financial economics from the physics to biological sciences (Farmer, 2002;
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Farmer and Lo, 1999; Lo and Mueller, 2010), offering a more complete explanation of
the behavior of the financial markets and their participants (Brennan and Lo, 2011,
2012).

The AMH consists of six assumptions. The first assumption, the only that is
shared with the EMH, is that market participants are selfish, i.e., they act in their own
self-interest. Second, market participants are neither perfectly rational nor completely
irrational but are intelligent, forward-looking, competitive investors who frequently
make mistakes (Hayek, 1945); third, they are capable of learning from their mistakes
and adapt their expectations and behavior to new economic realities and market condi-
tions though. Fourth, competition drives adaptation and innovation and; fifth, natural
selection shapes market ecology (Blume and Easley, 1992). Adaptation results from
the interactions among market participants, which are governed by natural selection,
i.e., survival of the fittest. Therefore, market participants constantly need to innovate
in order to discover new profit opportunities. Additionally, current market condition
is a product of this selection process. Sixth, the sum of all the previous assumptions
is that evolution, i.e., selfish market participants, innovation, adaptation, competition,
and natural selection, determines market dynamics.

Lo (2005) points out some concrete implications of the AHM. The first impli-
cation is that the relation between risk and reward is unlikely to be stable over time.
As market conditions change due to modifications in regulation and the introduction
of new taxes, for example, the relation between risk and reward is affected. Addition-
ally, natural selection determines who participates in market interactions. Participants
who experienced significant losses are more likely to definitely or temporarily exit the
market.

The second implication is that arbitrage opportunities do occasionally exist. In the
context of the AMH, market efficiency is not a binary state but rather a continuum.
Market efficiency is considered highly context-dependent and dynamic, i.e., it depends
not only of information but also on market conditions, the number and nature of market
participants. For instance, on the one hand, when a small number of market partici-
pants are competing for a given asset, price formation is likely to be less efficient and
perhaps price deviates from the “fair” value. On the other hand, price formation is
likely to be more efficient when a large number of market participants are compet-
ing and therefore price tends to be more “realistic”. The degree of market inefficiency
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determines the effort investors will expend to gather and trade on information (Ver-
recchia, 1982). These profit opportunities must actually occur, acting as incentives for
those interested in gathering information as well as are essential to the price discovery
aspect of the financial markets, as explained in Section 2.2.3. Although as opportu-
nities are discovered, they tend to be explored and disappear, new opportunities tend
to continually occur considering that some market participants die (bankruptcy) or
become extinct, exiting the market, others are born, i.e., enter the market, and the
fittest-richest ones may change their expectations, goals, and behavior. Additionally,
phenomena such as cycles, trends, panics, bubbles, and crashes can and do co-exist
resulting in complex market dynamics (Kindleberger et al., 2005; Kirman, 1993).

The third implication is that investment strategies performance may vary depending
on the market conditions in which it is applied to, i.e., they can perform well un-
der certain conditions and poorly under others. For example, during normal market
conditions, market participants are heterogeneous, with diverse goals, expectations,
and information, resulting somehow in a kind of wisdom of crowds in terms of price
formation. On the other hand, during periods of market dislocation, when market par-
ticipants share same goals (e.g., capital preservation), expectations, and information,
the madness of mobs can generate panic and crashes, in a similar way that euphoria
can generate bubbles (Lo, 2010; Raafat et al., 2009).

Finally, the fourth implication is that, while other aspects, such as profit maximiza-
tion, utility maximization, are certainly relevant for market participants, “survival”
is the only objective that matters in the long run. Innovation is in this context the
key to survival. As the relation between risk and reward is unlikely to be stable over
time, market participants who innovate, evolve their capabilities, and adapt their goals,
expectations, and behavior to changing market conditions are less likely to become ex-
tinct.

The AMH can be viewed as a new version of the EMH, derived from evolutionary
principles (Lo, 2005), although of course the AMH is not yet as well developed as the
EMH. Despite this, some recent works (Getmansky et al., 2015; Neely et al., 2009)
have been providing evidence in favor of the AMH, demonstrating how the AMH can
explain not only departures from the EMH but also how market may frequently shift
from the wisdom of crowds to the madness of mobs and back again.
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We consider that the Adaptive Markets Hypothesis (AMH) is currently, to the best of
our knowledge, the most appropriate hypothesis to understand the financial markets,
both the behavior of market participants individually and the financial markets globally,
and therefore we support the AMH and are significantly influenced by it in our work.

2.2.6 Surprise in economics and finance: importance, evidence and

computation

While in Section 2.1.3 we addressed surprise from the cognitive science perspective, we
review in this section how the word surprise and related terms such as less (more) than
expected have been frequently used in economics and finance.

As we have presented earlier, forecasting is one of the essential tasks in the context of
economics and finance. Market participants, both professionals (e.g., financial advisors,
economists) and individual market participants (investors), need to deal with the diffi-
cult task of assessing the occurrence of a wide range of different kinds of future events
(Lo and Mueller, 2010). For instance, market participants use different sets of tools to
come up with forecasts and estimations for a variety of economic and financial indi-
cators (Banerjee and Marcellino, 2006; Marcellino, 2006) with respect to the behavior
of individual companies (e.g., revenue, earnings per share) as well as the behavior of
the general economy (e.g., Gross Domestic Product (GDP) and Unemployment Rate).
This kind of assessment, though difficult in practice, is important because a series of
strategies, like those presented in Section 2.2.2, depend somewhat on the probability
of the occurrence of such events as well as on the behavior of economic and financial
indicators, which may have a positive or negative influence on asset prices (Taleb, 2007,
2008, 2014).

Market consensus

A common idea used in this context is the idea of “market consensus”, which is tradi-
tionally used as an attempt to create a general market expectation or belief about
something. The so-called market consensus is generated, for example, by economic
and financial services companies which periodically survey groups of economists and
professionals on a set of indicators in order to compute ex ante estimates. Then, when
data is released, it is usually compared to different and relevant market consensus in
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order to understand if it is surprising, “lower (higher) than expected”, “beat (miss) the
expectation”, or “better (worse) than expected”.

Interestingly, what seems to be relevant for asset behavior and prices are not the released
numbers in itself, but actually whether numbers are surprising in some way. Generally
speaking, a better (worse) than expected data about a relevant indicator may signal that
a given company or the economy is behaving better (worse) than the expected. Some
indicators such as the Citigroup Economic Surprise Index (CESI) try to gauge that
(see (Scotti, 2016) for more details). Considering the rationale used by the fundamental
analysis perspective, presented in Section 2.2.2, the basic interpretation is that when the
actual data is higher (lower) or better (worse) than the expected, market participants
should, according to Efficient Markets Hypothesis (EMH), presented in Section 2.2.3,
react and behave in response to this surprising information accordingly (Foster et al.,
1984).

Earnings surprise

Some of the most prominent examples come from the research related to earnings
surprise (e.g., see (Bartov et al., 2002; Bernard and Thomas, 1989; Brown, 2001, 2003;
Chordia et al., 2009; Chordia and Shivakumar, 2006; Copeland et al., 2004; Kasznik
and McNichols, 2002; Skinner and Sloan, 2002; Soffer et al., 2000)). The basic rationale
for the earnings surprise is the following: a better (worse) than expected earnings per
share should be taken into account by, for example, fundamental analysts which will
revise and probably increase (decrease) the estimation for the fair price of the company
accordingly. Similarly, market participants will adjust their expectations, which will
then reflect in the concrete actions of buying or selling which in turn affect asset prices.

The adjustment often results in both price-momentum drift and price drift after earnings
announcements (Brown, 2001, 2003; Kothari et al., 2006; Sadka, 2006). The post-
earnings-announcement drift (PEAD) (Ball and Brown, 1968) is an anomaly that con-
flicts with the assumptions claimed by the market efficiency theories such as the EMH
(Chordia and Shivakumar, 2006). To briefly present how corporate profits affect asset
prices, we show in Figure 2.8 the evolution of the S&P500 index in comparison with
corporate business profits before tax.
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Figure 2.8: S&P500 index, and corporate business profits before tax, from July
2005 to July 2015, quarterly adjusted, generated with the Economic Research Federal
Reserve Bank of St. Louis site - http://research.stlouisfed.org/ - and then adapted

by us. The shaded area indicates a period of recession in the U.S. economy.

Let us illustrate with a real world example the impact of earnings surprise on as-
set prices. As of 23-07-2015, with the market closed, the e-commerce company Ama-
zon.com, Inc.7 announced financial results for its second quarter (April, May and June)
ended June 30, 20158. Shortly after the announcement, several media companies9 start
using terms such as surprise and better-than-expected to refer to key financial variables
released such as revenue and earnings per share. Indeed, Amazon released better-than-
expected results at least when compared to the expectations of small groups of profes-
sionals, the so-called market consensus. The reported earnings per share of $0.19 for the
second quarter was significantly better-than-expected when compared to, for example,
the consensus earnings per share estimate of -$0.15, computed by Zacks Investment
Research, based on the forecast of 16 analysts10 as well as the consensus earnings per

7
http://www.amazon.com/ [Accessed: July 2017]

8
http://phx.corporate-ir.net/phoenix.zhtml?c=97664&p=irol-irhome [Accessed: July 2017]

9
http://www.nytimes.com/2015/07/24/technology/amazon-earnings-q2.html [Accessed: July

2017]
10
http://www.zacks.com/stock/research/AMZN/earnings-announcements [Accessed: July 2017]
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share estimate of -$0.1411, compiled by Thomson Reuters I/B/E/S Estimates12 (the
number of analysts was not publicly available). On the next trading day (24-07-2015)
Amazon shares surged almost 10% despite of adverse market conditions, i.e., S&P500
index and the NASDAQ Composite fell by more than 1% on this day. Based on this
remarkable appreciation, not considering, for the sake of this illustration, the impact
of complex market mechanisms (e.g., margin calls, options, etc), we can claim that the
results were overall considered by the majority of market participants as a surprise.

Computing earnings surprise

In this context, there are several different methods for computing earnings surprise
(e.g., (Kaestner, 2006a,b)). The earnings surprise is calculated by performing some
kind of comparison between the actual earnings per share with the consensus estimate.
The basic method for computing the Unexpected Earnings (UE q) is calculated by

UEq = EPSq/ESTq (2.3)

where EPS q is the actual earnings, EST q is the consensus estimate (generally the mean
or the median of the forecasts) in the time preceding the announcement, and q is the
time unit, e.g., quarter. The Unexpected Earnings UE q can also be calculated by a
slightly different method:

UEq2 = EPSq � ESTq (2.4)

Also, there are two different and more sophisticated scaling methods for computing the
unexpected earnings. The Scaled Unexpected Earnings (SCUE q) is calculated by

SCUEq = UEq2/abs(EPSq) (2.5)

where abs is the absolute value of the reported Earnings Per Share (EPS q).
11
http://www.reuters.com/article/2015/07/24/us-amazon-com-results-idUSKCN0PX2HX20150724

[Accessed: July 2017]
12
http://financial.thomsonreuters.com/en/products/data-analytics/company-data/

ibes-estimates.html [Accessed: July 2017]
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Similarly, the Standardized Unexpected Earnings (SUE q) is calculated by

SUEq = UEq2/�ESTq (2.6)

where �EST q is the standard deviation of the consensus estimate. The same rationale
used to compute earnings surprise can be applied to compute the surprise “felt” by
market participants with respect to other micro and macro economic and financial
indicators.

2.3 Agent-based Financial Markets

Agent-based Computational Economics (ACE) (Chen, 2012; Tesfatsion, 2002), also
referred to in the literature as Agent-based Computational Finance (LeBaron, 2000,
2006), can be thought of as a branch of a wider area known as agent-based modeling
(Axelrod, 1997; Bonabeau, 2002; Getchell, 2008; Macal and North, 2005, 2006). ACE
is a relatively new field of research that consists in an innovative methodology that has
been applied to the investigation of a wide range of economic and financial subjects
such as macroeconomics (e.g., (Assenza et al., 2015; Gatti et al., 2010; Lengnick, 2013)),
bubbles, crashes, and meltdown modeling (e.g., (Brock and Hommes, 1998; Buchanan,
2009; Giardina and Bouchaud, 2003; Hommes and Iori, 2015; Karino and Kawagoe,
2009; Klimek et al., 2015)). The application of the agent-based methodology to the
financial markets has been one of the most prolific areas.

Agent-based financial markets can be seen as a subfield of Agent-based Com-
putational Economics (ACE), that consists in a fertile field to use the agent-based
methodology. It offers the opportunity to depart from the conventional thinking pro-
vided by traditional economic theories such as the assumption of stable (static) and
well-defined preferences, the rationality of agents as well as the believe in an efficient
market, assumptions presented in Section 2.2.3. For instance, researchers have the
possibility to design, implement, and realize a variety of different experiments with ar-
tificial agents that have bounded rationality, behavioral biases, and cognitive judgment
and reasoning features and limitations. Besides, alternative hypotheses, such as the
Adaptive Market Hypothesis (AMH), presented in Section 2.2.5, can be to some extent
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tested as well as interesting, though complicated, phenomena such as emergence (e.g.,
(Harper and Lewis, 2012)), bubbles, cycles, panics, and trends, can be investigated.

From the agent-based financial market perspective, a financial market (e.g., stock
market) can be seen as a socio-economic complex system (e.g., (May et al., 2008;
Sterman, 1994)), modeled from bottom up, and simulated as a multi-agent system
(Weiss, 1999; Wooldridge, 2002) composed of a large number of heterogeneous artifi-
cial agents (Arthur, 1993; Davidsson, 2000; Drogoul et al., 2003; Russell and Norvig,
2009; Wooldridge and Jennings, 1995). Specifically, researchers can create diverse po-
pulations (i.e., different “market ecologies” (Farmer, 2002)) of heterogeneous artificial
agents (market participants) in terms of strategies (e.g., different weights to fundamen-
tal, technical, and noise components), budgets, goals, risk aversion, etc, as well as to
consider artificial agents with human-like features such as different memory systems
(e.g., different memory sizes), and memory processes (e.g., different levels of forgetful-
ness), and so forth. Additionally, they can in practice play with such mechanisms and
parameters, adjusting and modifying them according to a specific purpose, resulting in
an enormous number of possibilities for investigation in terms of rich, novel, and diverse
scenarios. More importantly, it offers the possibility of making controlled experiments
and simulations, isolating any given parameter, and carrying out as much simulations
as necessary in order to observe, and systematically validate how a given parameter
may affect general market dynamics, price formation, price discovery, bid-ask spreads,
volatility, etc (Cristelli, 2011; Fagiolo et al., 2006, 2007; Janssen and Ostrom, 2006;
Windrum et al., 2007). Agent-based financial markets have been considered as a more
natural and behaviorally plausible way for describing and simulating the financial mar-
kets in comparison with other approaches (e.g., statistical, mathematical, traditional)
(Batten, 2000; Buchanan, 2009; Farmer and Foley, 2009; Farmer et al., 2012; Gualdi
et al., 2015; Markose et al., 2007).

Agent-based financial markets can play an important role in future economic and fi-
nancial modeling. It make it possible to address questions that otherwise would be
difficult (some of them probably impossible) to answer via other approaches. More
specifically, agent-based financial markets have a vast potential to provide real and
significant contributions to society (e.g., informing policy makers) by giving novel and
realistic insights into how market participants behave individually as well as how a
given economic and financial system behave globally. A series of agent-based finan-
cial markets works have been providing experimental evidence toward establishing a
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foundation that may ultimately turn the field into a truly alternative, and also comple-
mentary, paradigm to traditional ones (Bouchaud, 2008; Chakraborti et al., 2011a,b;
Farmer and Foley, 2009; Gatti et al., 2010).

2.3.1 Questions in designing artificial agents in the context of Agent-

based Financial Markets

In designing artificial agents in the context of agent-based financial markets, the first
guideline that should be taken into account is that artificial agents must be hetero-
geneous (Kirman, 2006; Lo, 2004, 2010). Additionally, some key design questions
can be drawn from the literature (Chen, 2008; LeBaron, 2001, 2006; Wan et al., 2002).

The first design question, and perhaps the most important, is how to represent the
preferences of the artificial agent. Preferences include, for example, defining what will
be the goal and time horizon, how many assets the artificial agent will be allowed to
operate at the same time, which methods will be used to create beliefs and expectations,
and ultimately which investment strategies will be employed. Preferences also consist
of how much risk the artificial agent will be able to take, and which methods will be
used to assess the probabilities regarding the occurrence of potentially good or bad
events. Finally, it may include, depending on the objective of the research, not only
behavioral biases such as overreaction and loss aversion (presented in Section 2.2.4) but
also memory biases such as mood-dependent and mood-congruent memory (presented
in Section 2.1.1). Preferences may be static or, in a more realistic representation,
dynamic, changing due to modifications in general market conditions.

The second design question is how artificial agents deal with information. For
market participants, information is one of the most important issues to be addresses,
as presented in Section 2.2.3 and 2.2.6, for example. Therefore, artificial agents should
be capable of receiving and processing information in a similar way. Artificial agents
with access only to endogenous information resemble market participants who base
their decisions solely on technical analysis, as presented in Section 2.2.2. Finally, it is
important to decide how agents process and turn the exogenous incoming information
into decisions.

The third design question refers to how artificial agents learn from mistakes and
evolve. As described in Section 2.2.5, adaptation is not only the better way of achieving
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a consistent level of profits but also significantly contributes to achieving the only
objective that really matters that is survival. In the dynamic environment of the stock
markets, changes can occur very fast demanding rapid reactions of artificial agents who
frequently need to adjust and modify their beliefs, expectations, and initial investment
strategies, as presented in Section 2.2.2. For example, artificial agents who employ
fundamental analysis may need to periodically recalculate the intrinsic/fair value of a
given company as a result of new incoming information about changes in underlying
factors with respect to the company, which may increase or decrease the fair price.
Additionally, artificial agents need to be able to learn from their mistakes, and adapt
their preferences accordingly.

2.3.2 Agent-based Financial Markets platforms

In the context of agent-based financial markets, one of the earliest proposals dates from
early 1990’s with the development of the Santa Fe Artificial Stock Market (SFI) (Arthur,
1994; Arthur et al., 1997; Lebaron, 2002). Following the influential SFI other approaches
such as the eAuctionHouse (Wurman et al., 1998) and the eMediator (Sandholm, 2000)
were proposed. More recently, we would like to stress the following three proposals.
For a comprehensive survey of ABM platforms see (Nikolai and Madey, 2009).

The Penn-Lehman Automated Trading Project (PLAT) (Kearns and Ortiz, 2003) is a
broad investigation of algorithms and strategies for automated trading in the financial
markets by using the Penn Exchange Simulator (PXS), which is implemented in C and
runs on Unix and Linux platforms.

The Agent Exchange (AgEx) (Castro, 2009; Castro and Sichman, 2009)13 is a financial
market simulation tool for software agents. It was written in Java and based on the
JADE platform. AgEx makes it possible the development and communication between
autonomous agents who manage portfolios, as well as consists in a framework for the
development of new agents.

The Java Auction Simulation API (JASA) (Phelps, 2007)14 is an extension of the
Java Agent-Based Modelling (JABM) toolkit (Phelps, 2012)15. The JABM toolkit
is a Java framework for building multi purpose agent-based simulation models using

13
http://agex.sourceforge.net/ [Accessed: July 2017]

14
https://sourceforge.net/projects/jasa/ [Accessed: July 2017]

15
https://sourceforge.net/projects/jabm/ [Accessed: July 2017]
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a discrete-event simulation framework. JASA make available to researchers in the
field of Agent-based Computational Economics (ACE) an easy to use API devoted to
the design, implementation, and deployment of high-performance experiments, agents
and multi-agent-based simulations. The JASA platform allows the creation of a wide
range of different scenarios in economics and finance with a great diversity of built-in
functionalities in terms of auction protocols, types of agents, investment strategies, and
reports, for example. As an open source software, both JABM and JASA facilitate the
introduction of extensions without great effort.

We consider the JABM and JASA platforms as powerful and useful tools by
providing researchers with an environment in which they are able to concentrate their
efforts on the research questions being addressed rather than on secondary questions.
As we will explain later, our cognitive model was designed, implemented, and integrated
into JABM and JASA. All the experiments we carried out with agent and multi-agent-
based simulations ran with/on JABM and JASA.

2.3.3 Agent-based Models for studying financial markets

A great number of different agent-based models of financial markets have been proposed
(e.g., (Hoffmann et al., 2006; Hommes, 2001; Lettau, 1997; Lu et al., 2015; Maslov, 2000;
Palmer et al., 1994)). For a comprehensive survey of a variety of agent-based models
see (Alfi et al., 2009a,b; Boer-Sorban, 2008; Chakraborti et al., 2011a,b; Lovric, 2011a;
Samanidou et al., 2007). Regarding the complexity of the models, for the sake of
simplicity, we might divide them essentially into two categories.

On the one hand, simple models like the El Farol Bar problem (Arthur, 1994) and
the Minority Game (Challet and Zhang, 1997) are good starting point for modeling
the financial markets. By capturing some of the features of the financial markets, they
offer a set of opportunities of understanding key questions regarding its dynamics (e.g.,
price formation, emergence).

On the other hand, more sophisticated models like the Santa Fe Artificial Stock
Market (Arthur et al., 1997; Lebaron, 2002), Caldarelli et al. (1997), Lux and Marchesi
(1999, 2000), Chiarella and Iori (2002), and Giardina and Bouchaud (2003), tend to
have mechanisms that are more similar to the mechanisms of the financial markets (e.g.,
order book, auction mechanisms). The majority of the proposed agent-based models,
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in spite of their level of complexity or sophistication, have been able to replicate some of
the stylized facts of the financial markets (e.g., (Cont, 2007)), especially the heavy/fat
tails and volatility clustering facts, presented in Section 2.2.1. As a result, such models
have been more or less considered as valid representations of the financial markets.
For a comparative analysis of all previous agent-based models, except the model of
Chiarella and Iori (2002), in terms of seven categories, “Aim of the model”, “Agents and
strategies”, “Number of agents”, “Price formation”, “Origin of Stylized Facts”, “Discussion
realism/tractability”, and “Self-Organized Criticality”, see (Cristelli, 2011).

We now detail the following three agent-based models: the El Farol Bar problem in-
troduced by Arthur (1994) as well as the Minority Game proposed by Challet and
Zhang (1997), the Lux and Marchesi model (Lux and Marchesi, 1999, 2000), and the
order-driven market model proposed by Chiarella and Iori (2002).

El Farol Bar problem

The El Farol Bar problem was introduced in Arthur (1994). In this problem, there is
a bar with a fixed capacity and a certain number of clients need to periodically and
independently choose between two actions, either go the bar or stay at home. However,
if the number of clients who goes to the bar is above or equals its capacity, the bar
becomes too crowded and those who attended did not have fun. For example, in his
seminal paper (Arthur, 1994), Arthur proposes a bar capacity of 60 and 100 clients.
Clients generally make use of a strategy that provides them with a prediction for the
next attendance, indicating the best action to take. The only information available is
the historical attendance and there is no communication between clients.

Formally, the El Farol Bar problem can be defined as follows. Let C be the bar
capacity; n be the number of clients; PatronAgentk be the representation of each client,
where k = 1 to n; rounds be an entity to represent time; Action = (a1 =stayAtHome)
� (a2 =goToTheBar) be the possible mutually exclusive and exhaustive actions each
PatronAgentk needs to select at each roundi; Atti be the attendance at roundi, i.e.,
sum of all PatronAgentk who selected the action a2; Attendance be an entity with size
equals rounds that stores the historical attendance of each Atti; and Bartender be an
entity that represents the bar, and is responsible for computing Atti and storing it in
Attendance.
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We present in Algorithm 1 the general steps of the El Farol bar problem.

C  60

n 100

Attendance ;
Actions {a1 = stayAtHome, a2 = goToTheBar}

foreach roundi, i = 1 to rounds do
Att 0

foreach PatronAgentk, k = 1 to n do
PatronAgentk selects aj 2 Actions

end
Att  Bartender sums all PatronAgentk who selected a2

Bartender broadcasts Att to all PatronAgentk

foreach PatronAgentk, k = 1 to n do
PatronAgentk checks whether Att < C

end
Attendance[i]  Att

end

Algorithm 1: El Farol Bar problem: basic original algorithm.

We present in Figure 2.9 a typical attendance scenario for the El Farol bar over time
for a same run for different time horizons, considering C = 60 and n = 100.

The context presented by the El Farol has the particular feature of being under a
self-denying prophecy regime. A self-denying prophecy (also known as self-defeating
prophecy) is the complementary opposite of a self-fulfilling prophecy, presented in
Section 2.2.2. When a certain number of market participants believe in a similar
“prophecy”, they might behave in a way that their actions collectively contribute to
deny the prophecy. More specifically, in the context of the El Farol, for example, if for
any given roundi all PatronAgentk believe in the “prophecy” that the best action to take
is goToTheBar, all PatronAgentk will attend, the bar will become too crowed (C � 60),
and then their actions deny the “prophecy”. In such a paradoxical scenario, agents
are somewhat forced to be heterogeneous in the sense that they have to employ, for
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Figure 2.9: El Farol bar problem: an example of the dynamics of attendance over
time for a same run.

instance, different strategies for creating predictions about the next attendance. Never-
theless, as a strategic environment, the result heavily depends on the choice made by
other agents.

The El Farol Bar problem is naturally related to the Minority Game (MG) idea
introduced by Challet and Zhang (1997). A MG is the most drastic simplification of
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the El Farol Bar problem. It is a simple adaptive multi-agent model of the financial
markets that can be used to describe the possible interactions of market participants
in the financial markets (Challet et al., 2001a, 2000). A MG is an abstraction of
situations in which a set of agents is faced with a binary choice. A basic MG is defined
as follows. Consider a population of N agents competing in a repeated game, where
N is an odd integer. At each round, each agent has to choose between either two
actions, typically, +1 or -1 (such numbers can be seen for instance as a “bid” or “sell”
action). The minority choices win the game at that round and all the winning agents
are rewarded. MGs are believed to be one of the simple adaptive multi-agent model
of the financial markets, capturing some key features of a generic market mechanism
(e.g., price formation) as well as of the competition between adaptive heterogeneous
agents (e.g., inductive reasoning), (e.g., (Brandouy, 2005; Yeung and Zhang, 2008)).

Lux and Marchesi

Different agent-based models somewhat rely on the three components, fundamentalist,
chartist (technical), and noise, see (Bak et al., 1997; Boswijk et al., 2007; Chan et al.,
1999; Foroni and Agliari, 2008; Takahashi and Terano, 2003). Such components of
the agent decision-making process are essentially representations of the investment
strategies presented in Section 2.2.2.

Lux and Marchesi (1999, 2000) propose a multi-agent model of financial markets in
which the pool of agents is divided into two groups, namely fundamentalists and
chartists. Fundamentalists believe in fair/fundamental price (pf ) derived from fun-
damental analysis and therefore only buy (sell) if and only if the current price (pt) is
below (above) the fundamental price (pf ). Chartists are noise traders whose behav-
ior depends on a sort of herding mechanism and historical prices. They are divided
into two subgroups, optimists or trend followers and pessimists or contrarians (Lux,
1998). Although the total number of agents is fixed, the ratio between fundamentalists
and chartists may vary during the simulation. The overall market dynamics basically
depends on three elements: chartists switching between optimistic and pessimistic opi-
nion, switching between chartist and fundamentalist strategy, and the price formation
process.
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Order-driven driven market model proposed by Chiarella and Iori

Chiarella and Iori (2002) introduce an order-driven market model with heterogeneous
agents trading via a central order matching mechanism in a double auction. Their
model, like other models mentioned earlier, essentially rely on the assumption that
demands of agents depend on three components: a fundamentalist, a chartist (techni-
cal), and a noise-induced component. Chiarella and Iori assume that agents know the
fundamental value (pf ) of the asset (which is constant) as well as the history of prices
and, for the sake of the simplicity, that agents can only trade one stock at a time.
At the moment of deciding on whether to submit an order or not, which will prevail
in the interval {t, t + ⌧} during which the order will be active, each agent makes an
expectation about the spot return (rit,t+⌧ ), according to

rit,t+⌧ = gi1
(pf � pt)

pt
+ gi2rLi + ni✏t (2.7)

where gi1 is the weight of the fundamentalist component, gi2 is the weight of the chartist
component, and ni is the weight of the noise-induced component. Additionally, gi1 > 0,
and gi2 > 0 in the case of trend followers and gi2 < 0 in the case of contrarians. Specifi-
cally, gi1 ⇠ |N (0,�1)|, gi2 ⇠ N (0,�2), ni ⇠ N (0, n0), and ✏ ⇠ N (0, 1). The quantity rLi

is the moving average value of the return over Li interval, a number between (1, Lmax)

uniformly and independently generated. A positive (negative) expected spot return
rit,t+⌧ indicates a long (short) position. Then, the expected future price (pit+⌧ ) at time
t+ ⌧ , is calculated by each agent as

pit+⌧ = pte
rit,t+⌧⌧ . (2.8)

If an agent expects a price increase (decrease) she/he decides to buy (sell) one unit.
They assume that an agent is willing to submit a bid (ask) order to buy (sell) at price
bit (ait) lower (higher) than her/his expected future price (pit+⌧ ) according to

bit = pi⌧ (1� ki) (2.9)

ait = pit+⌧ (1 + ki) (2.10)
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where the ki is uniformly distributed in the interval (0, kmax), with kmax  1. Finally,
if bit (ait) is smaller (larger) than the current quoted ask (bid), the agent submits a limit
order at bit (ait), whereas if bit (ait) is larger (smaller) than the current quoted ask (bid)
the agent submits a market order at bit (ait) and a transaction at price bit (ait) occurs.
A market order is a buy or sell order to be executed immediately at current market
price. A limit order is an order to buy (sell) at no more (at no less) than a specific
price (Treleaven et al., 2013).

The model proposed by Chiarella and Iori is able to reproduce many of the complex
phenomena observed in real stock markets (some of them presented in Section 2.2.1).
Besides, they demonstrated that with their model one is able to shed light on, among
other things, how heterogeneity, i.e., different types of agents in terms of fundamental-
ist, chartist, and noise weights, yields significant different results. For instance, they
stressed the role of fundamentalists in stabilizing the market, whereas demonstrated
that chartists have the opposite effect. Their results indicate that all three types of
agents are to some extent necessary to generate realistic price dynamics.

2.4 Related Work

First of all, it is important to bear in mind that, as we have been stressing, the interest in
the understanding of the financial markets is not new. On the contrary, a wide variety
of works have been proposed. A significant part of them, perhaps due to monetary
incentives, focus on maximizing gains by means of conceiving optimal investment or
trading strategies. Although we acknowledge that gains are naturally important in the
context of the financial markets, our goal in this work is to explore which contributions
the application of the cognitive science perspective might bring to the understanding
of the financial markets. Our work involves the realization of agent and multi-agent-
based simulations and backtesting with our implementation of the artificial cognitive
agents as well as case studies with the proposed cognitive model. Throughout the
thesis we present different sets of works which may resemble our work on some aspects.
However, in this section we present a subset of the works in the context of the financial
markets. This subset focus on Agent-based Financial Markets, backtesting and case
studies whose goal is devoted to model and simulate market participants by means
of artificial agents who resemble a human market participant in terms of cognition,

67



Chapter 2

emotions, etc. To the best of our knowledge, few works with such features can be
found in the literature.

Kodia and colleagues (Kodia and Said, 2009; Kodia et al., 2010a, 2009, 2010b) have
been working on a novel way of modeling and simulating the stock market dynamics by
essentially considering the cognitive behavior of market participants. A market partici-
pant is characterized as an agent with an experience degree that varies from a novice to
an expert represented, respectively, by the numbers 0 and 1. Additionally, the behavior
of each agent is defined in terms of three pairs of behavioral attitudes namely pessimis-
m/optimism, speculation/caution, and mimetism/leadership. Each pair describes a
behavioral attitude that can be either checked or reversed represented, respectively, by
the numbers +1 and �1. For example, a optimist speculator mimetic participant and
a pessimist, cautious, and leader participant can be represented as having the behavior
(+1,+1,+1) and (�1,�1,�1), respectively. In other words, an optimistic agent has
a different degree of confidence in a given outcome, a cautious agent examine a large
number of messages compared to a speculator, an imitator reproduces the reaction
of its surroundings agents, and a leader holds a dominant market position and takes
the initiative of buying or selling assets. Broadly speaking, the agent decision-making
process is based on cognitive and rational paradigm, biased by behavioral attitudes.
Agents receive various kinds of both qualitative and quantitative stimuli which are
weighted according to the agent behavioral profile. For example, agents can interact
with other agents by giving and receiving advice or opinions of its neighbors. Based on
the MadKit platform (Gutknecht and Ferber, 2001), Kodia and colleagues developed
a multi-agent based simulation tool named SiSMar (Simulation Stock Market), that
is used to understand the influence of psychological character of market participants
and its neighborhood on its decision-making, as well as their impact on the market in
terms of price fluctuation. They claim that the contribution of their work is to con-
sider the stock market as a social organization of autonomous actors with dependent
heterogeneous beliefs and different behavioral attitudes.

Another work that uses a similar approach is described by Pereira et al. (2009). Parti-
cipants were modeled as cognitive agents which use a sort of BDI architecture. Agents
have a mental state consisting of beliefs defined by a belief base, knowledge, and de-
sires, whose behavior is governed by a deliberative process consisting of a set of desire-
generation rules. Knowledge refer to information that can be accessed directly by the
agent, whereas, on the other hand, beliefs refer to information that cannot be directly
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observed namely the future states of affairs. Additionally, agents have access to a set of
technical indicators which constitute the only sources of their beliefs. Beliefs, desires,
knowledge, and goals are represented by means of fuzzy propositions, i.e., propositions
whose degree of truth can assume any value between 0 and 1. The market structure
is realistic, but organized in a very simplified way. For example, a single asset is as-
sumed to exist. A fundamental idea which underlie the work of Pereira and colleagues
is that under the pressure of competition-driven selection profitable agents proliferate,
whereas unprofitable agents become extinct. Therefore, agents evolve by means of an
evolutionary algorithm. Unlike other approaches, agents use the same rules but with
different parameters for each agent. Additionally, the performance of each agent is
compared to the performance of its peers so that 30% of the individuals agents having
the lowest performance are eliminated from the simulation.

Lovric (2011b) explores agent-based financial artificial markets as a tool for studying
behavioral biases of individual investors. The proposed conceptual model of individual
investor brings together different cognitive elements and behavioral phenomena such
as risk attitude, time preference, strategies, goals, motivation, emotions, heuristics and
biases, personality, which are studied by using agent-based simulations. The aim of
model is descriptive in the sense that their goal is be able to capture and describe
observed behavioral phenomena. He claims to be confirmed the added value of agent-
based financial market models in studying the topics of behavioral finance.

The three previous works share with us the same assumption, i.e., considering market
participants as cognitive agents, and therefore modeling and simulating the economic
and financial system or problem accordingly. However, both our goal and approach
are significantly different. They do not employ neither knowledge related to research
on emotions, decision-making, and memories nor rely on any detailed psychological or
cognitive emotion theory to support their work. Nevertheless, we agree with them in
the sense that this kind of approach consists indeed in a novel and interesting approach
for understanding the financial markets.
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TribeCA: a Conceptual Cognitive
Model and Implementation

We start this chapter by presenting in Section 3.1 our conceptual cognitive model,
named TribeCA (Trading and investing with behavioral-emotional Cognitive Agents),
the agent architecture and its main modules, namely Sensors, Reasoning, Goals, Me-
mory, and Actions.

Then, in Section 3.2 we instantiate the TribeCA, describing how it might be used in
economics and finance, by presenting a cognitive modeling approach to the El
Farol. The El Farol bar problem, presented in Section 2.3.3, is a relatively simple but
powerful model that can be used as a good starting point for modeling and under-
standing the financial markets both individually and globally. We then introduce a
concept of rationality based on the belief threshold concept (BT ), and show the cogni-
tive PatronAgent algorithm. We also describe in Section 3.2.1 three concepts we used
to measure efficiency in our experiments, namely the Cummulative Efficiency (CuE ),
Cummulative Happiness (CuH ), and Happiness Distribution (HaD) as well as briefly
present an example of how CuE, CuH, and HaD are calculated.

We present in Appendix A the main classes of both JABM and our proposed cognitive
model. To test our conceptual model as well as to create the foundations for the
realization of the agent-based experimental evaluation, presented in Chapter 5, we
developed an implementation of our conceptual cognitive model and integrated it into
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the JASA and JABM tools, presented in Section 2.3.2. As a result, we are able to carry
out experiments in economics and finance with artificial cognitive agents.

3.1 TribeCA: a Conceptual Cognitive Model

The TribeCA (Trading and investing with behavioral-emotional Cognitive Agents)
model we propose has roots in both the cognitive emotion theories, particularly the
Belief-Desire Theory of Emotions (BDTE) (presented in Section 2.1.2), the surprise
process proposed by Meyer and colleagues (presented in Section 2.1.3), and the artifi-
cial surprise model proposed by Macedo and colleagues (presented in Section 2.1.4).

We show in Figure 3.1 the architecture we adopted for the artificial cognitive agent.
As in many other agent architectures, the architecture includes the following modules:
Sensors, Reasoning, Goals, Memory and Actions. We detail the main components of
our conceptual model.

Agent is an artificial entity that has the capability to perceive and affect the world.
An agent has a set of sensors, set of actions, goals, a reasoning mechanism, and memory
systems and processes.

Sensors are the perceptual system that allows the agent to receive inputs from the
environment.

Actions are the output from the agent to the environment.

Goals can be defined of as some action that the agent wants or has to do, while desires
are future states of the environment that the agent would like to happen. Goals relate to
the possible plan of action by taking into account current situation and past experience.

Reasoning is in the core of the architecture. It receives information both from the
internal (from memory) and external world (through the sensors) and outputs an ac-
tion that has been selected for execution. The first of the steps is concerned with
receiving the input through the sensors. Inputs (new beliefs) are then processed by
the BBC (Belief-Belief Comparator) and BDC (Belief-Desire Comparator) which, by
the memory processes of encoding and retrieving, compare the inputs with the existing
beliefs and desires stored in Memory. BBC and BDC empower the agent with the
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Figure 3.1: Architecture of the proposed artificial cognitive agent.

ability to compute emotions. In our architecture, the agent has the capacity of com-
puting the following five emotions: hope, fear, surprise, happiness, and unhappiness
emotions. Hope, fear, happiness, and unhappiness are computed based on the BDTE,
specifically by applying the quantitative formulation presented in Table 2.2. Similarly,
the architecture implements the surprise process defined by Meyer and colleagues, and
its computation is carried out by the artificial surprise model proposed by Macedo and
colleagues, specifically by Equation 2.1. The second step is the computation of the
current world state. This is carried out by generating expectations which are based on
the knowledge (episodes) stored in the Memory module. Then, in the third step, based
on the expectations generated in the previous step, the agent selects and executes the
action that is considered to be the best to achieve its goal(s).

Memory of the agent stores information about the world. Inspired in the human
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episodic memory, presented in Section 2.1.1, the memory of the agent includes a set of
episodes that may encode and store a variety of information. Specifically in this work,
the belief, the set of possible outcomes regarding the belief, what really happened, and
the set of emotions “felt” by the agent. We compute emotions in two different moments.
Before receiving the input, the agent might feel either hope or fear based on whether the
agent has a desire in favor of or against to a given future outcome, respectively. When
the agent receives the input it might feel surprise, and then happiness or unhappiness
concerning the input. Therefore, the set of emotions for each episode consist of three
different emotions, namely hope, fear, surprise, and either happiness or unhappiness
with its respective values.

3.2 A cognitive modeling approach to the El Farol

To illustrate how the TribeCA can be used in economics and finance, we present in this
section a possible cognitive modeling approach to the El Farol bar problem based on
the TribeCA. Let us start by briefly reviewing some key concepts of the Belief-Desire
Theory of Emotions (BDTE), one of the three pillars of the TribeCA, presented earlier.

A proposition p is represented as a tuple hS,B,Di where S is the mental language
expressing the proposition p, B and D are quantities representing, respectively, the
agent’s degree of belief and desire regarding proposition p. The strength of a belief in
a proposition p at time t, is defined as b(p,t), where b(p,t) 2 R and 0.0  b(p,t)  1.0,
where 1.0 denotes certainty that p, 0.5 maximal uncertainty, and 0.0 certainty that
not p. Similarly, the strength of a desire about a proposition p at time t, is defined
as d(p,t), where d(p,t) 2 Z and �100  d(p,t)  +100, where positive values denote
desire in favor of p, negative values denote desire against p, and 0 denotes indifference.
A new belief is the belief or fact that agents receive basically through its sensors.

The Belief-Belief Comparator (BBC) and the Belief-Desire Comparator (BDC) are
responsible for comparing each newly acquired belief to all pre-existing beliefs and
desires, respectively, looking for a match or a mismatch. BDTE defines emotions as
products or signals produced by the BBC and BDC. For example, suppose an agent
has b(p,t) = 0.9 and d(p,t) = +80. When the agent receives a new belief at time t

regarding proposition p, the BBC yields a belief-confirmation signal, since what the
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agent believed at t�1 as most likely really happened. Similarly, the BDC yields a
desire-fulfillment signal, since the agent has a desire in favor of p.

In addition to the capacity of computing emotions through the Belief-Belief Comparator
(BBC) and the Belief-Desire Comparator (BDC), our agents are able to deal with
previous knowledge with respect to whether the current strategy succeeded or
failed and use such knowledge to calculate its current belief in the strategy. A strategy
succeeds when it indicates the correct action, i.e., if the strategy predicted that the bar
will be crowded (or not) and it turned out to be crowded (or not) the action indicated
by the strategy was the correct (wrong) one.

According to the BDTE, the El Farol bar problem scenario can be modelled as follows.
The belief in the fact that “My strategy works” is defined as b(p,t), the belief in
proposition p at time t, formally, where 1.0 denotes certainty that the strategy really
works, 0.5 denotes maximal uncertainty that is the agent does not know whether the
strategy works or not, and 0.0 denotes certainty that the strategy does not work. The
b(p,t) is calculated by a Bayesian process considering the memory size (MS ) of the
agent. In this work, we opted for using the BayesNet algorithm available in the data
mining software Weka1. The MS is used to store the whole experience, consists of both
positive and negative instances, of the agent in using the current strategy in a given
number of last rounds, limiting how many rounds the agent is able to “remember”. This
limitation is carried out by means of a simple sliding window mechanism, forcing the
agent to “forget” the oldest instances. Therefore, the belief in the correctness of the
strategy will change, either increasing or decreasing, because of a change in the memory
of the agent.

Practically, on the one hand, a b(p, t) � 0.5 means that the agent has some degree of
belief in the fact that its current strategy works and so it makes sense to a “rational”
agent to maintain using the current strategy. On the other hand, a b(p,t) < 0.5 means
that the agent has some degree of belief in the fact that its current strategy does not
work and so it makes sense changing to a new strategy. Therefore, we rely on the
concepts of the BDTE to derive a concept of rationality. We define a belief threshold
(BT ) by which the agent must change its current strategy. While a BT higher than
0.5 can be seen as a behavioral bias regarding the level of correctness of a strategy, a
BT lower than 0.5 can be seen as a behavioral bias or some psychological resistance

1
http://www.cs.waikato.ac.nz/ml/weka/
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with respect to changing its current strategy. A BT lower than 0.5 can be thought of
as a conceptualization of the loss realization that leads to a general disposition to sell
winners too early and hold losers too long. An agent is considered to act rationally
when the belief threshold (BT ) of 0.5 is fully respected, whereas an agent is considered
to act not so rationally when he/she does not fully respect the rational BT of 0.5.
Finally, if b(p,t) == 0.5 the agent maintains using the current strategy, and when an
agent starts using a strategy its initial b(p,t) = 0.5. Similarly, according to the BDTE,
we assume all agents have a truly desire in favor of p, meaning the strategy to work,
i.e., d(p, t) = +100.

For all agents, the basic algorithm is as follows:

• (1) At the start of the simulation, the agent randomly selects a strategy and
removes it from the set of available strategies (which will be detailed later in this
Chapter);

• (2) for each round, the agent stores the positive or negative experience of using
the strategy in its memory and updates its b(p, t) by increasing or decreasing
it via a Bayesian process (i.e., BayesNet algorithm available in the data mining
software Weka);

• (3) computes the happiness according to the BDTE, meaning that happiness is
in this work defined as the desire of the agent, i.e., +100 if the strategy provides
the correct action and;

• (4) if and only if b(p, t) < BT , the agent changes its current strategy by randomly
selecting one of the remaining strategies in the set. When the agent has tested all
the available strategies, all strategies are added back to the set and the algorithm
backs to step (1). In this situation, the agent has no prior memory of using a
given strategy of the set.
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We detail in Algorithm 2 the Cognitive PatronAgent rationale.

Actions {a1 = stayAtHome, a2 = goToTheBar}
b(p, t) ↵; BT  �; MS  �; Memory  ;;

Strategies = {Strategy1, ..., Strategyn};

StrategiesTemporary  Strategies

CurrentStrategy  strategyi 2 StrategiesTemporary, i randomly
Removes CurrentStrategy from StrategiesTemporary

foreach roundi, i = 1 to rounds do
ForecastedAttendance forecast given by CurrentStrategy computation
if ForecastedAttendance < C then

SelectedAction a2

else
SelectedAction a1

end
Att real attendance from Bartender

if (Att < C) == (SelectedAction = a2) then
isStrategyCorrect TRUE

else
isStrategyCorrect FALSE

end
if isStrategyCorrect then

Increase b(p,t) via Bayesian process (BayesNet algorithm)
else

Decrease b(p,t) via Bayesian process (BayesNet algorithm)
end
if i > MS then

Removes Memory[1]

end
Memory[i] isStrategyCorrect

if b(p,t) < BT then
if StrategiesTemporary != ; then

Removes CurrentStrategy from StrategiesTemporary

end
if StrategiesTemporary == ; then

StrategiesTemporary  Strategies

Removes CurrentStrategy from StrategiesTemporary

end
CurrentStrategy  strategyi 2 StrategiesTemporary, i randomly selected
Removes CurrentStrategy from StrategiesTemporary

end

end

Algorithm 2: Cognitive PatronAgent algorithm.
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3.2.1 Cumulative Efficiency, Cumulative Happiness, and Happiness

Distribution

In addition to the concept of rationality, efficiency is also a key issue in our work.
Although we are aware of the difficulty both on defining what efficiency means as well
as on how to measure it, issues presented in Section 2.2.3, we rely on the concepts of
the BDTE, particularly on the BT, and on three basic concepts proposed by Baccan
and Macedo (2013a,b), namely the Cumulative Efficiency (CuE), the Cumulative
Happiness (CuH ), and how happiness is distributed among agents (HaD).

The first is the Cumulative Efficiency (CuE ) that is the cumulative sum of all atten-
dances below the bar capacity. The idea is to quantify how efficient the resource, that
is in this case the bar, has been used by the artificial agents. The CuE

0 at round i is
calculated as

CuE
0
i =

iX

k=1

Ek, i = 1, 2, .., n (3.1)

where attendancei is attendance at round i, Ek = attendancei if attendancei < 60,
Ek = 0 otherwise, and n is the number of rounds.

The second is the Cumulative Happiness (CuH ) that is the cumulative sum of all
happiness “felt” by the artificial agents. An artificial agent “feel” happiness when its
strategy works, i.e., when it indicates the correct action. The CuH

0 at round i is
calculated as

CuH
0
i =

iX

k=1

(
naX

j=1

HappinessAgentjk), i = 1, 2, .., n (3.2)

where HappinessAgentjk is the happiness “felt” by agent j at round i, HappinessAgentjk =

100 if strategy succeeds, HappinessAgentjk = 0 otherwise, na is the number of artifi-
cial agents, and n is the number of rounds.

The third is how happiness is distributed among artificial agents (HaD) that
is the sum of all rounds in which each artificial agent “felt” happiness. The HaD for
each agent j is calculated as
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HaDj =
nX

i=1

HappinessAgentj i, j = 1, 2, .., na (3.3)

where HappinessAgentj i is the happiness “felt” by agent j at round i, na is the number
of artificial agents, and n is the number of rounds.

Whereas CuH tries to measure happiness from a global perspective, HaD tries to
measure happiness from an individual perspective. From the economics perspective,
happiness can be though of as wealth and, therefore, CuH and HaD can considered
measures that try to quantify individual wealth and how fair the wealth is distributed,
respectively.

CuE, and CuH optimal values

To illustrate how b(p,t), CuE, CuH, and HaD work, consider the following example.
Assume that there are the following two groups of artificial agents: G1 consists of 59
agents using a fixed strategy that indicates the action go to the bar; and G2 consists
of 41 agents using a fixed strategy that indicates the action stay at home. In this
example, the attendance is 59, below the bar capacity, and therefore the right action to
take would be go to the bar. Therefore, for each round, while all artificial agents of G1
would “feel” happiness, all artificial agents of G2 would “feel” unhappiness. Practically,
in the first round, CuE1 = 59 and CuH1 = 5900 (59*100), in the second round, CuE2

= 118 (59+59) and CuH2 = 11800 (5900+5900) and so forth.

We would like to stress that this is the scenario that provides optimal results in
terms of CuE and CuH and that such optimal values are used by us as references
for calculating and plotting the results of CuE and CuH. The optimal CuH to CuE
ratio is 100.

Formally, the optimal CuEoptimal is calculated as

CuEoptimali =
iX

k=1

59, i = 1, 2, .., n (3.4)

Similarly, the CuHoptimal is calculated as
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CuHoptimali =
iX

k=1

5900, i = 1, 2, .., n (3.5)

Then, the Cumulative Efficiency (CuE) is calculated as

CuE = CuE
0
/CuEoptimal (3.6)

Similarly, the Cumulative Happiness (CuH ) is calculated as

CuH = CuH
0
/CuHoptimal (3.7)

From the perspective of the use of the resource (i.e., CuE ), we can claim that artificial
agents have been using the bar in a quite good and efficient way, as well as agents are
quite happy globally (i.e., CuH ). However, in this case, HaD values would exhibit a
high standard deviation, meaning that the distribution of happiness among artificial
agents is not indeed “fair”. Finally, as the number of rounds increases, b(p,t) of G1
(G2) agents would be close to 1.0 (0.0), meaning that they “firmly believe” its strategy
works (does not work). The better the strategy, the higher the b(p,t).
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Traditional Modeling versus
Cognitive Modeling of Surprise in
Economics and Finance

The word surprise and terms somewhat related to surprise such as “higher (lower)
than expected” have been extensively used in the context of economics and finance,
as presented in Section 2.2.6. In this chapter we present two different perspectives
on modeling surprise in economics and finance, namely the traditional (economic and
financial) perspective and the cognitive perspective.

We present two case studies that show how the cognitive science perspective of surprise
presented in Chapter 2 may be applied to model, simulate, and thus better under-
stand some key economic and financial concepts such as market consensus and risk
management. We demonstrate how the cognitive-psychoevolutionary model of surprise
proposed by Meyer et al. (1997) and the artificial surprise model proposed by Macedo
et al. (2004), two core components of the TribeCA, can be applied to compute artificial
surprise.

Case Study I, presented in Section 4.1, focuses on modeling surprise with respect to
the idea of market consensus. Market consensus, as explained in Section 2.2.6, is a
concept widely used in economics and finance, particularly in the task of forecasting,
that tries to measure the general market expectation or belief about a future relevant
event. For this case study, we selected the Unemployment Rate indicator, compute
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the surprise by using the economic and financial approach and the cognitive science
approach, and compare the results.

Case Study II, presented in Section 4.2, brings together the task of risk management
with the cognitive science perspective on surprise. Specifically, we carried out a case
study with an artificial cognitive agent using a popular risk management tool known
as VaR (Value-at-Risk) historical. Our goal is to to better understand and then inform
market participants (human agents) about the risks as well as about the intensity of
surprise they may feel and be able to cope with it in using VaR (Value-at-Risk) historical
under two different regimes, namely a Calm period and a Crash period.

We consider these two case studies as a modest contribution, though a good starting
point, towards truly understanding the surprise “felt” by market participants in eco-
nomics and finance.

4.1 Case Study I: Surprise in Market Consensus

As presented in Section 2.2.6, market consensus is a widely used concept in economics
and finance. The so-called market consensus tries to capture the general expectation
of market participants with respect to some indicators. Such indicators in this context
may include key economic and financial indicators such as the CPI (Consumer Price
Index), GDP (Gross Domestic Product), and Unemployment Rate as well as company
indicators such as earnings, and earnings per share.

We carried out a case study to compare the computation of surprise from the
perspective of economics and finance to the perspective of cognitive science
in respect to “market consensus” regarding forecasts. To this end, we obtained
the data related to the forecasts free of charge from the Wall Street Journal (WSJ) Eco-
nomic Forecasting Survey1. The WSJ monthly surveys a group of nearly 50 economists
on more than 10 major economic indicators with respect to the US economy such as
GDP, CPI, and Unemployment Rate. The number of economists who actually partici-
pate may vary from month to month. For this case study we selected the Unemployment
Rate, a well known relevant economic indicator, as briefly presented in Section 2.2.1.

1
http://projects.wsj.com/econforecast/ [Accessed: July 2017]
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Similarly, we obtained the real/released data regarding the Unemployment Rate from
the Economic Research Federal Reserve Bank of St. Louis2, also free of charge.

We present in Table 4.1 the data relevant for this case study. Each month economists
(forecasters) are asked to give their estimation on what might be the Unemployment
Rate for the next June and December. Therefore, we compiled the WSJ monthly
survey data from June 1, 2003 to June 1, 2015 taken by semesters in a total of 25
observations, and compute the mean and standard deviation of the forecasts for each
observation. We then compare the forecasts in the month preceding the real data (May
and November) with the real data released in the beginning of the subsequent month
(June and December).

Economic and financial approach and cognitive science approach

We employed the following two different approaches in this case study: an economic
and financial approach and a cognitive science approach.

The economic and financial approach is straightforward. We applied the earnings
surprise rationale, described in Section 2.2.6, to compute the unexpectedness or surprise
“felt” by market participants with respect to the Unemployment Rate (UR). First, we
computed the Unexpected Unemployment Rate (UUR) as

UURm = URm � ESTm (4.1)

where m refers to the monthly periodicity, URm is the real/released Unemployment
Rate, and ESTm is the consensus estimate for month m. For this case study we
assume the mean of the forecasts as the consensus estimate in the month preceding the
announcement.

Second, we computed the Scaled Unexpected Unemployment Rate (SCUUR)

SCUURm =
UURm

abs(URm)
(4.2)

2
http://research.stlouisfed.org/ [Accessed: July 2017]
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Table 4.1: Unemployment Rate: date, number of forecasts, consensus estimate
(mean), standard deviation of the forecasts, and real Unemployment Rate date, in a

total of 25 observations.

Unemployment rate
Forecasts Real data

Date Number Consensus (ESTm) Standard
deviation (�ESTm) URm

05-2003 53 5.9691 0.1625 6.30
11-2003 52 6.0019 0.0843 5.70
05-2004 54 5.5600 0.0852 5.60
11-2004 53 5.3574 0.1039 5.40
05-2005 55 5.1768 0.0738 5.00
11-2005 55 5.0196 0.0942 4.90
05-2006 55 4.6772 0.0709 4.60
11-2006 55 4.5375 0.1054 4.40
05-2007 59 4.5634 0.0912 4.60
11-2007 52 4.7694 0.0778 5.00
05-2008 51 5.2227 0.1149 5.60
11-2008 53 6.7815 0.1705 7.30
05-2009 51 9.2481 0.2330 9.50
11-2009 51 10.2654 0.2649 9.90
05-2010 56 9.6737 0.1553 9.40
11-2010 47 9.5583 0.1998 9.30
05-2011 54 8.7873 0.1441 9.10
11-2011 51 9.0096 0.1241 8.50
05-2012 49 8.0960 0.1399 8.20
11-2012 48 7.7816 0.1269 7.90
05-2013 48 7.5122 0.1053 7.50
11-2013 43 7.1500 0.1439 6.70
05-2014 46 6.3277 0.1077 6.10
11-2014 42 5.7295 0.0978 5.60
05-2015 53 5.3389 0.1156 5.30

where UURm is given by Equation 4.1, abs is the absolute value of the real/released
URm, though in this case study there will be only positive values for the underlying
indicator, since there is not a negative Unemployment Rate. Nevertheless, we keep the
abs function in order to maintain it in line with the original formula.

Third, we computed the Standardized Unexpected Unemployment Rate (SUURE )

SUUREm =
UURm

�ESTm
(4.3)
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where UURm is given by Equation 4.1, and �ESTm is the standard deviation of the
forecasts.

The cognitive science approach we consider is based on the artificial surprise model
proposed by Macedo and colleagues, presented in Section 2.1.4. Let (⌦, A, P ) be a
probability space where ⌦ is the sample space (i.e., the set of possible outcomes of the
event), A = {A1, A2, ..., Am}, is a �-field of subsets of ⌦ (also called the event space,
i.e., all the possible events), and P a probability measure which assigns a real number
P (F ) to every member F of the �-field A. Let E = {E1, E2, ..., En}, Ei 2 A, be a set of
mutually exclusive events in that probability space with probabilities P (Ei) � 0, such
that

nP
i=1

P (Ei) = 1. Let Eh be the highest expected event from E. The intensity of

surprise about an event Eg, defined as S(Eg), is calculated as

S(Eg) = log2(1 + P (Eh)� P (Eg)) (4.4)

where Eh is the event with the highest probability in the set. In each set of mutually
exclusive events, there is always at least one event whose occurrence is unsurprising,
namely Eh.

Unlike the straightforward economic and financial perspective, the cognitive science
perspective requires the creation of the outcomes and the estimation of its subjective
probabilities. For instance, in this case study we rely on the assumption that the
ESTm follows a Normal distribution. Therefore, based on the 3-sigma rule, presented
in Section 2.2.1, we are interested in computing the artificial surprise when the URm

violates the ± 2 standard deviation of the mean forecast, regardless of a violation higher
than �2 or higher than +2 standard deviation, i.e., µ± 2�. Therefore, we assume that
about 95% of the URm values are within ESTm ± 2�ESTm. In other words, when
the artificial agent is confronted with the real data (URm) one of the following two
possible outcomes occurs: URm is (1) either within ESTm±2�ESTm or (2) higher than
ESTm±2�ESTm. Additionally, the belief of the artificial agent in the first outcome and
in the second outcome is, respectively, 0.95 and 0.05. Regarding the artificial surprise,
the artificial agent will “feel” no surprise since what the he/she considered as more
likely (outcome 1) happened or, conversely, surprise with a high intensity since what
he/she considered as less likely (outcome 2) happened. More precisely, the surprise
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about outcome 2 would be 0.9259994, i.e., S(Eg) = log2(1 + 0.95� 0.05). Figure 4.11
presents the intensity of surprise (0.9259994) “felt” by the artificial agent over time.

4.1.1 Results and discussion

Regarding the economic and financial approach, Figure 4.1 shows the dynamics
of the forecasts regarding Unemployment Rate and the number of forecasts per month
(right axis) versus the real Unemployment Rate over time (left axis). Figure 4.2 shows
some statistical indicators regarding forecasts, namely the mean, mode, median, highest
and lowest forecast for each month. Similarly, Figures 4.3 and 4.4 show, respectively,
the real data concerning the Unemployment Rate versus the mean forecast as well as
the real data concerning the Unemployment Rate to mean forecast ratio. Figures 4.5,
4.6, and 4.7 show, respectively, Equations 4.1, 4.2, and 4.3. Likewise, Figure 4.12 shows
the comparison between Equations 4.1, 4.2 and 4.3.

Figure 4.1: Unemployment rate (left) versus real data versus number of forecasts
(right).

Regarding the cognitive science approach, Figure 4.9 shows the mean forecast
along with its ± 2 standard deviation versus the real Unemployment Rate data. Figure
4.10 shows when the real Unemployment Rate date is higher or lower than the standard
deviation of the mean forecast. Figure 4.11 shows the surprise intensity according
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Figure 4.2: Unemployment rate forecasts: some statistical indicators.

Figure 4.3: Unemployment rate: real data versus mean forecast.
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Figure 4.4: Unemployment rate: real data to mean forecast ratio.

Figure 4.5: Unexpected Unemployment Rate (Equation 4.1).
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Figure 4.6: Scaled Unexpected Unemployment Rate (Equation 4.2).

Figure 4.7: Standardized Unexpected Unemployment Rate (Equation 4.3).
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Figure 4.8: Comparison of the dynamics of Equations 4.1, 4.2 and 4.3.

Figure 4.9: Unemployment rate: mean forecast, standard deviation, and real data.
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to artificial surprise model proposed by Macedo and colleagues. Last but not least,
Figure 4.12 shows the comparison between Equations 4.1, 4.2 and 4.3 with the surprise
intensity according to the artificial surprise model proposed by Macedo and colleagues
(Equation 4.4)

Figure 4.10: Real data is higher either than +2 standard deviation or -2 standard
deviation of the mean forecast, and therefore there is a violation of the 0.954 confidence

level.

First of all, it is important to bear in mind that the success of this case study does
not rely on the use of a particular economic or financial indicator. Our focus is on
comparing the computation of surprise with respect to market consensus from two
different perspectives, namely the cognitive science perspective with the economics and
finance perspective. Instead of using the Unemployment Rate, a well known important
economic indicator, as briefly presented in Section 2.2.1, we could indeed have selected
other indicators (e.g., GDP) without any impact on our results. Therefore, our goal in
this case study is not to provide evidence neither in favor of nor against to the use of
any particular economic or financial indicator.

The cognitive science perspective, presented throughout Section 2.1, essentially
relies on the subjective probabilities of the artificial agents with respect to the possible
outcomes to compute the artificial surprise (Equation 4.4). In this case, the higher the
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Figure 4.11: Surprise intensity according to the artificial surprise model proposed
by Macedo and colleagues (Equation 4.4).

Figure 4.12: Comparison of the dynamics of Equations 4.1, 4.2 and 4.3 with the
surprise intensity (vertical dashed line) according to the artificial surprise model pro-

posed by Macedo and colleagues (Equation 4.4).
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difference between the subjective probabilities/beliefs, the higher may be the surprise.
Additionally, assuming that surprise is a neutral emotion, the artificial surprise model
proposed by Macedo and colleagues, presented in Section 2.1.4, computes the surprise
intensity “felt” by artificial agents, not qualifying whether the intensity is positive or
negative for the artificial agent.

The economic and financial perspective, in its turn, can be thought of as a pure
mathematical approach. For example, Equation 4.3 uses the standard deviation to try
to capture whether forecasters diverge or converge in their forecasts as well as to repre-
sent whether the surprise is positive or negative, however, it requires an understanding
of the related indicator. For example, a lower than expected Unemployment Rate is a
good signal, whereas a lower than expected GDP is a bad signal.

For the creation of the outcomes and the estimation of its subjective probabilities, we
rely on the assumption that the ESTm follows a Normal distribution. We consider
that relying on this assumption does not have any impact on our results, especially
taking into account that we used this rational as a step of the process of creating the
so-called market consensus. Despite that, one should indeed be careful in assuming the
Normal distribution pattern in other contexts, since there is substantial evidence that
financial asset returns are not normally distributed (Lo and Mueller, 2010). Therefore,
other methods would ideally include mechanisms such as self-reports so that forecasters
should be able to express their confidence in their forecasts. With this information one
may be able to weight the forecasts more precisely. Another approach may include the
analysis of different financial instruments regarding a given asset (e.g., derivative in-
struments such as options) to try to infer the beliefs of market participants by observing
their actions.

Considering the cognitive science perspective, what we are able to say is that when
data regarding an indicator is released, it may indeed elicit surprise but only to a given
set of persons, the so-called market consensus. Surprise is a subjective process that
essentially belongs to the individual. What surprises me may not surprise you, because
our memories, beliefs, and expectations are certainly different. Therefore, we believe
that the term surprise should be more carefully used in the context of economics and
finance. Instead of carrying meaningful and relevant information, terms such as “beat
(miss) market expectation”, “lower (higher) than expected”, seem to carry just “noise”,
may influence the behavior of market participants in a detrimental way and, in the end,
does not seem to make much sense, at least from this perspective.
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Polls versus Prediction Markets: surprise and cognitive surprise and UK
referendum on the UK membership of the EU

Let us now apply the same rationale to other kinds of market consensus, namely opi-
nion polls and prediction markets, by illustrating the case of the recent United Kingdom
(UK) referendum on the United Kingdom’s membership of the European Union3. As
of June 23, 2016 the UK citizens were consulted on whether the UK should remain a
member of the European Union or leave the European Union. More precisely, we com-
pare the ex-ante expectations (prior to the referendum) obtained through two different
mechanisms, namely opinion polls and prediction markets, to the referendum result as
well observe the behavior of the financial markets when the official result was released.

On the one hand, different opinion poll trackers4,5,6 were pointing out small advantages
(roughly of 2%) for one choice against the other, with the remain choice winning in
the majority of the opinion polls. Furthermore, the analysis of the poll of polls make
it possible to claim that at that moment there was a draw, i.e., 50% of the opinions
in favor of the remain choice whereas 50% of the opinions in favor of the leave choice.
Statistically and mathematically speaking, considering aspects traditionally used in
polls such as margin of error, it might be claimed that either the remain choice or the
leave choice could win.

On the other hand, prediction markets were forecasting with great likelihood the victory
of the remain choice. Prediction markets (Berg et al., 2008; Horn et al., 2014; Snowberg
et al., 2012), also known as decision markets, such as the Iowa Electronic Market7, are a
special case of behavioral markets designed specifically to aggregate information and to
forecast uncertain future events such as political contests, sporting events, and economic
and financial outcomes and macroeconomic variables. Prediction markets operate on
the same principle as the pari-mutuel horse racing. Broadly speaking, considering a
claim, i.e., a statement that something will happen by a specific future date, bettors
will bet (generally real money) for or against this claim. For instance, considering data
from the prediction market BetFair8, on election day a bet for the remain choice would

3
https://www.eureferendum.gov.uk/ [Accessed: July 2017]

4
http://www.economist.com/blogs/graphicdetail/2016/06/britain-s-eu-referendum [Ac-

cessed: July 2017]
5
http://www.bloomberg.com/graphics/2016-brexit-watch/ [Accessed: July 2017]

6
http://graphics.wsj.com/brexit-whos-voting-what/ [Accessed: July 2017]

7
http://tippie.uiowa.edu/iem/ [Accessed: July 2017]

8
https://betting.betfair.com/politics/brexit/ [Accessed: July 2017]
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pay 1.13 whereas a bet against it (for the leave choice) would pay 8.00. In other words,
the bettor would receive 1.13 (8.00) times the money invested in the remain (leave)
choice in case of victory of the remain (leave) choice. These ratios therefore represent
the aggregated market’s expectations (or market’s beliefs) with respect to the claim. In
this example, on election day, the quantitative subjective beliefs of market participants
(or in this case the market expectation) regarding the victory of the remain choice
was 88%, i.e., 1 � (1.13/9.13), whereas the victory of the leave choice was 12%, i.e.,
1 � (8.00/9.13). Predictions markets quickly incorporate new information, and are
highly effective in predicting different types of events (e.g., (Ray, 2006)).

From the artificial surprise model of Macedo and colleagues, the UK referendum event
might be modelled as follows: there are two mutually exclusive and exhaustive out-
comes, namely (E1) as the remain choice and (E2) as the leave choice. From the opinion
polls perspective, specifically the poll of polls scenario described earlier, the surprise
about either event E1 or E2 would be 0, i.e., S(Ei) = log2(1+ 0.50� 0.50), no surprise
at all, regardless of the outcome. However, from the prediction markets perspective,
the surprise about event E2 would be 0.8155, i.e., S(E2) = log2(1 + 0.88 � 0.12). In-
terestingly, from the cognitive science perspective, when there is maximal uncertainty,
i.e., outcomes with roughly the same quantitative subjective belief, the surprise would
be “felt” with very low intensity, roughly 0.0.

As of June 24, 2016, 51.9% of the UK citizens decided that the UK should leave the
European Union, the event that turned out to be known as Brexit. On that day, the
Brexit sent the financial markets into turmoil. The British pound lost more than 8% in
relation to the United States of America dollar, plunging to the lowest value since 1985.
The Stoxx 6009, an index that represents the 600 large, mid and small capitalization
companies across 18 countries of Europe, generally considered the equivalent to the
S&P500, lose 7% in the biggest drop since the financial crisis resulted from the Crash
of 2008. The S&P 500 lost 3.59%. New York crude oil retreats 6.8%. The VIX (also
known as “the fear index”) (Fleming et al., 1995; Whaley, 1993, 2000, 2009) soared
more than 50%. Market participants flew to quality assets as they became more risk
averse, e.g., Gold price surges as much as 8.1% on twice the average daily volume.
Both the opinion polls and the prediction markets were wrong in predicting that the
remain choice would win. Based on the behavior of the financial markets immediately
after the results, we may claim that the Brexit scenario has not been priced in by

9
https://www.stoxx.com/index-details?symbol=SXXP [Accessed: July 2017]
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market participants. On the contrary, the Brexit seems to have been received as a
huge surprise by market participants, particularly to those that were relying on the
prediction markets.

In the context of forecasting there are several problems such as overoptimism biases
(Ackert et al., 2008; Lejarraga et al., 2016; Trueman, 1994). One of these problems
seems to reside in the situation when everyone agrees about something (Makarov and
Rytchkov, 2012). On the one hand, when opinions excessively converge, due to either
uncertainty, herd, or the madness of mobs effect, anything that contradicts the market
belief may surprise market participants as well as have an exaggerated effect on markets.
On the other hand, when opinions diverge, this diversity creates a healthy and stable
market ecology resulting in a kind of equilibrium.

4.2 Case Study II: Surprise in Risk Management

As presented in Section 2.2.1, market participants agents in the context of the financial
markets need to deal with a series of different kinds of risks. In this context, the Value-
at-Risk (VaR) tool is one of the most popular financial risk measures, used
by financial institutions all over the world (Berkowitz and O’Brien, 2002; Gourieroux
et al., 2000; Kawata and Kijima, 2007). The objective of the VaR tool is to measure
the probability for a significant loss in a portfolio of financial assets (Alexander and
Sarabia, 2012). Generally speaking, it is assumed that for a given time horizon t and
a confidence level p, VaR is the loss in market value over the time horizon t that is
exceeded with probability 1 � p (Christoffersen and Pelletier, 2004; Duffie and Pan,
1997). For example, suppose a period of one-day (t = 1) and a confidence level p

of 95%, the VaR would be 0.05 or 5% the critical value. There are several different
methods for calculating VaR. For instance, let us briefly present the following two
methods to calculate VaR, namely the statistical approach and the historical approach
(Jorion, 2006).

The VaR statistical assumes that the historical returns respect the Efficient Market
Hypothesis (EMH), presented in Section 2.2.3. The EMH in turn assumes that the
series of historical financial returns are Gaussian, with the average value µ of zero and
constant variance of �2, i.e., returns ⇠ N (0,�2). Based on the EMH assumptions as
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well as on the Gaussian characteristics, it is possible to compute the VaR statistical for
a confidence level p of 99% and 95% that are �2� and �3�, respectively.

The VaR historical is an alternative way to calculate VaR by ranking the historical
returns from the smallest to the highest. Suppose that the series of T returns are r1,...,
rt, we define that this series of returns are ranked if r1r2...rT . In this case, the VaR
historical is the return on the position integer ((1 � p) T ). More precisely, Algorithm
3 describes how the VaR historical is computed as a function of the series of returns
(window size) and the confidence level (p). For instance, we present in Figure 4.13 the
following scenario: consider the S&P500 index, presented in Section 2.2.1, a begin as of
01-03-2004, four window sizes generally used in the VaR historical computation, namely
the 50 (from begin to 10-05-2004), 125 (from begin to 26-08-2004), 250 (from begin to
24-02-2005), and 500 (from begin to 22-02-2006) values, and two confidence levels (p)
equal 0.99 and 0.95. Just for a time reference, a financial market year typically consists
of 252 trading days.

probs seq(0, 1, 0.01)

windowSize returnPeriodicity[di : dj ]

quantiles quantile(windowSize, probs)

varP95estimation quantiles[6]

varP99estimation quantiles[2]

Algorithm 3: VaRhistorical: Value-at-Risk (VaR) historical function.

We consider the VaR historical as the most appropriate method for this case study
for several reasons. First, because the VaR historical is a conceptually simple method,
widely used by practitioners (see for example (David Cabedo and Moya, 2003; Halbleib
and Pohlmeier, 2012; Hendricks, 1996)). Second, because it is an easy to understand
measure that computes the estimation based on historical data and a confidence level
(we will explain later in Section 4.2.1 the particular importance of the confidence level
for this case study). Last but not least, because, unlike the VaR statistical, VaR
historical is free of the assumption about the Gaussian distribution of the series of
returns (Jorion, 2006) and, therefore, relies on more realistic assumptions, as previously
presented in Section 2.2.1.
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Figure 4.13: Example of a VaRhistorical computation considering daily returns, a
begin as of 01-03-2004, four window sizes namely 50 (from begin to 10-05-2004), 125
(from begin to 26-08-2004), 250 (from begin to 24-02-2005), and 500 (from begin to

22-02-2006) values, and two confidence levels (p) equal 0.99 and 0.95.

4.2.1 Cognitive surprise of using Value-at-Risk historical

The goal of this case study is to compute the cognitive surprise “felt” by an
artificial agent relying on Value-at-Risk (VaR) historical under two different
market scenarios, namely a Calm period and a Crash period. The use of an
artificial cognitive agent make it possible a better understanding of the risks market
participants (human agents) face as well as informing market participants about the
intensity of surprise they may be able to cope with in using VaR historical.

We applied a method similar to the work of Halbleib and Pohlmeier (2012) to divide
the S&P500 index, presented in Section 2.2.1, from 26-11-1990 to 01-07-2009 into two
parts, a Calm period from 26-11-1990 to 31-08-2008 (total of 4478 days), and a Crash
period from 01-09-2008 to 01-07-2009 (total of 210 days). The main motivation for
this division is the occurrence of the events that lead to the financial crisis of 2008,
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particularly the bankruptcy of the investment bank Lehman Brothers in the middle of
September, 2008. The data was obtained free of charge from Yahoo Finance10.

Figures 4.14 and 4.15 show the S&P500 index daily close and daily return of the whole
period, respectively. Figures 4.16 and 4.17 present the daily close and the daily returns
of the S&P500 of the Calm period, respectively. Similarly, Figures 4.18 and 4.19 present
the daily close and the daily returns of the S&P500 of the Crash period, respectively.

Figure 4.14: Whole period: S&P500, daily close.

Rolling window size approach and alpha approach

To compute the VaR historical, we employed the following two different approaches: a
Rolling window size approach and an Alpha approach.

The Rolling window size approach consists in specifying a rolling window size
(windowz) and a confidence level (p), which combination is used by the VaR historical
to compute the estimation by considering the most recent returns. The windows size
set contains the 50, 125, 250, and 500 values. The confidence level set contains the
0.95 and 0.99 values. The combination of the window size values with the confidence

10
http://finance.yahoo.com/ [Accessed: July 2017]

99

http://finance.yahoo.com/


Chapter 4

Figure 4.15: Whole period: S&P500, daily return.

Figure 4.16: Calm period: S&P500, daily close.
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Figure 4.17: Calm period: S&P500, daily return

Figure 4.18: Crash period: S&P500, daily close.
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Figure 4.19: Crash period: S&P500, daily return.

level values result in eight different treatments. Algorithm 4 describes the steps of a
single simulation of the Rolling window size approach. Similarly, Figure 4.20 presents
a schematic representation of the Rolling window size approach.

violationsP95 ;
violationsP99 ;
i  according to an uniform distribution function, select i within the period (for
the Crash period we fixed i equivalent to the day 01-09-2008)

j  0
foreach dk, k = i + 1 to i + 210 do

dbeginTrain  i� 1� windowz

dendTrain  i� 1

windowSize dailyReturn[dbeginTrain : dendTrain]
violationsP95[j] dailyReturn[dk] < VaRhistorical(windowSize, p = 0.95)
violationsP99[j] dailyReturn[dk] < VaRhistorical(windowSize, p = 0.99)
i i+ 1
j  j + 1

end

Algorithm 4: Rolling window size approach: algorithm for a single simulation.

The Alpha approach consists in specifying a decay function so that recent daily
returns gain more weight as opposed to old daily returns. Decay functions are generally
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Figure 4.20: Rolling window size approach: a schematic representation for the Calm
period for a given simulation.
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used with the objective of emulating to a certain extent the human memory process of
“forgetting” as well as to contemplate some findings on how humans use past experience
in decision-making, as presented in Section 2.2.4, which indicate that in revising their
beliefs, people tend to overweight recent information and underweight prior information
(e.g., (Griffin and Tversky, 1992)). The alpha set contains the 0.995, 0.99, 0.97, 0.94
values. A higher (lower) alpha implies a smaller (higher) level of “forgetfulness”. Unlike
the Rolling window size approach, we opted to use just a confidence level of 0.99.
The reason is that we observed in our initial experiments that the combination of a
confidence level of 0.95 with the previous alpha values caused the agent to “forget” too
many returns, generating in the end a quite low and poor VaR historical estimation.
Therefore, in the alpha approach we have four treatments. Algorithm 5 describes the
steps of a single simulation of the Alpha approach.

violationsP99 ;
i  according to an uniform distribution function, select i within the period (for
the Crash period we fixed the i equivalent to the day 01-09-2008)

foreach dk, k = i + 1 to i + 210 do
dbeginTrain  i� 1� windowz

dendTrain  i� 1

windowSize dailyReturn[dbeginTrain : dendTrain]
alphaWeights generate alpha weights as a function of windowSize
adjWindowSize windowSize ⇤ alphaWeights
violationsP99[j]  dailyReturn[dk] < VaRhistorical(adjWindowSize, p =
0.99)
i i+ 1
j  j + 1

end

Algorithm 5: Alpha approach: algorithm for a single simulation.

Artificial surprise rationale

Let us now describe how we address the question of modeling surprise in the context of
the artificial surprise, presented in Section 2.1.4. We essentially applied the concepts,
ideas, and method presented by Baccan et al. (2014b), described in the first case study.
This work can be thought of as a continuation and expansion of our initial work. We
assume, for the sake of the experiment and simplicity, the confidence levels p (0.99,
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and 0.95) as the subjective belief of the artificial agent in the accurateness of the VaR
historical estimation. By making this assumption and considering a higher subjective
belief, we are empowering the artificial agent with a “firm believe” in the accurateness
of the VaR historical estimation. So, suppose an event Eg as VaR historical estimation
that can assume two mutually exclusive events, meaning that it can be either correct
(E1), i.e., daily return is not lower than estimation, or incorrect (E2), i.e., daily return
is lower than estimation.

In other words, the artificial agent will “feel” no surprise since what the artificial agent
considered as more likely, i.e., a correct VaR estimation (E1), happened or, conversely,
surprise with a high intensity since what he/she considered as less likely, i.e., an in-
correct VaR estimation (E2), happened. More precisely, for the confidence level of 0.99
the surprise about event E2 would be 0.9855004, i.e., S(E2) = log2(1+0.99�0.01). Sim-
ilarly, for the confidence level of 0.95 the surprise about event E2 would be 0.9259994,
i.e., S(Eg) = log2(1+0.95�0.05). For each day dk we stored the violations of the VaR
historical estimations, i.e., if the daily return of dk  VaRp, so that later we are able
to compute the cognitive surprise, surprisek.

In the end we have a sequence {surprise1, ..., surprise210}. Afterwards, for each simu-
lation, we compute the cumulative sum of the surprise. It means that we generate a se-
quence of 210 elements as a result of the partial sums surprise1, surprise1+surprise2,
surprise1 + surprise2 + surprise3, and so forth. In the case of the Calm period, we
added the cumulative sum of the surprise of each treatment and then average it by
the number of simulations. The cumulative sum and the normalization make it easier
the observation of surprise over time as well as the comparison of surprise between the
Calm and the Crash period. The average cumulative sum of the surprise for a given
treatment is presented in the next figures for the Calm period.

This case study takes into account the resulting twelve different treatments, eight
treatments from the Rolling window size approach and four treatments from the Alpha
approach. We ran 104 independent simulations for each one of the twelve treatments
for the Calm period and one simulation for each treatment for the Crash period, since
the begin day ( di = 01-09-2008) is fixed for this period.
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4.2.2 Results and discussion

We present in Figures 4.21 and 4.22 the density and the box plot of daily returns of
the Calm period and of the Crash period, respectively. Additionally, Table 4.2 presents
some statistical indicators regarding the Calm and Crash period. Figure 4.23 and 4.24
show the behavior of all the Rolling window size treatments and the Alpha treatments,
respectively, for the Calm period. Similarly, Figure 4.25 and 4.26 show the behavior
of the Rolling window size treatment and Alpha treatment, respectively, for the Crash
period.

Figure 4.21: Calm and Crash period: S&P500, density of daily returns.

Table 4.2: Statistical data about the Calm and Crash period.

Calm period Date Crash period Date
Min -0.0711275 26-11-1990 -0.0946951 02-09-2008
1st Qu. -0.0046386 -0.0189830
Median 0.0004558 -0.0002665
Mean 0.0003125 -0.0015464
3rd Qu. 0.0055558 0.0149512
Max 0.0557443 29-08-2008 0.1095720 01-07-2009
Sd 0.0100892 0.03077633
Kurtosis 6.693523 4.448898
Skewness -0.1080146 -0.01451907
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Figure 4.22: Calm and Crash period: S&P500, box plot of daily returns.

Figure 4.23: Rolling window size approach: treatments for the Calm period.
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Figure 4.24: Alpha approach: treatments for the Calm period.

Figure 4.25: Rolling window size approach: treatments for the Crash period with
VaR95 and VaR99.
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Figure 4.26: Alpha approach: treatments for the Crash period.

Figure 4.27 and 4.28 show the comparison of different Rolling window treatments with
VaR95 and with VaR99, respectively, for the Calm period versus the Crash period.
Similarly, Figure 4.29 shows the comparison of different Alpha treatments for the Calm
period with the Crash period.

First of all, it is important to bear in mind that the financial markets are by their very
nature complex and dynamic systems. Such complexity significantly increases when we
take into account the sophisticated and complex human cognitive and decision-making
mechanism, as presented in Section 2.1.

As a result, as others (e.g., (Taleb, 2014)), we consider that the task of risk management
in finance and economics is indeed quite difficult. Therefore, we do not have in this case
study the goal of providing evidence neither in favor of nor against to a particular risk
management tool or system. Instead, our goal is to compute, in a systematic and clear
method, the cognitive surprise “felt” by an artificial agent relying on the VaR historical
tool during two different periods, namely a Calm period and a Crash period.

Let us then begin the discussion by analyzing some characteristics of the Calm
period in comparison with the Crash period. We can see in Figure 4.14 and
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Figure 4.27: Comparing different Rolling window size treatments with VaR95 for
the Calm and Crash period.

Figure 4.28: Comparing different Rolling window size treatments with VaR99 for
the Calm and Crash period.
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Figure 4.29: Comparing different Alpha treatments for the Calm and Crash period.

Figure 4.15 that daily returns seem, as expected and in line with the existing literature,
to reproduce some statistical regularities that are often found in a large set of different
assets and markets known as stylized facts (presented in Section 2.2.1). Specifically,
we can observe in Table 4.2 that returns do not follow a Gaussian distribution (returns
are not normally distributed), seem to exhibit what is known as fat-tails, as well as to
reproduce the volatility clustering fact, i.e., high-volatility events tend to cluster in time.
We can see in Figure 4.22 and in Figure 4.21 that the comparison between the daily
returns of the Calm period with the daily returns of the Crash period allows us to claim
that the daily returns for the Crash period seem to exhibit fat tail distributions. We
can also see in Figure 4.18 that during the Crash period the SP&500 index depreciated
almost 50% in value (from 1300 points to less than 700 points) in a short period of time
(from 31-08-2008 to the beginning of March, 2009).

We now turn our attention to the analysis of the cognitive surprise. For the Calm
period, we can observe in Figure 4.23 that for the Rolling window size treatments, the
memory size of 50 is the one that yields a higher surprise, regardless of the confidence
level p. Regarding the Alpha treatments, we can see in Figure 4.24 that the higher
the alpha, the lower the surprise. For the Crash period, we can observe in Figure
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4.25 the cumulative surprise of the Rolling window size treatments with the confidence
level of 0.95 and 0.99. We can see that the lower the window size, the lower the
surprise. Regarding the Alpha treatments, we can see in Figure 4.26 that, similarly to
the behavior for the Calm period, the higher the alpha, the lower the surprise. It may
be explained by the fact that the Crash period is indeed a period in which the volatility
is high. Therefore, a VaR historical based on a larger window size takes more time to
adapt itself to this new and changing environment in comparison with a VaR historical
based on a smaller window size.

In comparing the Calm period with the Crash period, we can observe in Figure
4.27 and in Figure 4.28 that for the Rolling window treatments the cumulative surprise
is, as expected, higher during the Crash period in comparison with the Calm period,
regardless of the confidence level. Similarly, we can observe in Figure 4.29 that for
the Alpha treatments the cumulative surprise is higher during the Crash period in
comparison with the treatment using the same configuration for the Calm period.

Interestingly, if we assume that alpha somewhat emulates the human memory process of
“forgetting” and considering that a lower alpha implies a higher level of “forgetfulness”,
we may argue that market participants should be careful in forgetting the past, at
least in the context of the financial markets, since the cognitive surprise “felt” by an
artificial agent under this treatment is significantly higher than the Rolling window size
treatments.

Generally speaking, each day the artificial agent “felt” surprise represents a failed VaR
historical estimation. Therefore, the higher the surprise, the wrong a given VaR his-
torical treatment is. As a result, the analysis of the results indicates that it may be
quite difficult for a human agent (market participant) not to feel surprise when relying
on VaR historical, regardless of the resulting VaR configuration in terms of window
size, alpha, confidence level, etc. Indeed, there are several issues with models like the
VaR historical that take into account historical data for computing their estimation.
These models somewhat assume the past is a good indicator of what may happen in
the future. In other words, they somehow consider that history repeats itself through
time. However, this inductive reasoning often underestimate the probability of rare
events and extreme events (Hertwig et al., 2004) and, consequently, underestimates the
level of risk.
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Additionally, an essential flaw of this kind of rationale is not to truly acknowledge that
the “absence of evidence is not evidence of absence” and the existence of “unknown
unknowns” (Rumsfeld, 2002). As an example of this kind of rationale, consider, for
instance, the so-called turkey paradox (Taleb, 2008). There is a butcher and a turkey.
Every day for some period, let us say 100 days, the butcher feeds the turkey. As time
goes by, the turkey increases its belief in the fact that in the next day it will receive food
from the butcher. However, at a given day, for the “shock” and “surprise” of the turkey,
instead of being feed by the butcher, the butcher kills the turkey. The same inductive
analogy may be applied to the black swan scenario (Taleb, 2007). The reasoning that
all swans someone have seen are white therefore all swans are white is essentially wrong,
since the mere existence of one black swan contradicts the core premise of the reasoning,
refuting it completely. Some market participants tend to rely on a similar reasoning
by investing or trading a variety of financial instruments that yields small but regular
gains, until eventually the day a single operation blows all the gains, possibly resulting
in significant losses (Barberis, 2013; Taleb, 2014).
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Agent-based Experimental
Evaluation with the El Farol

In this chapter we present the agent-based experimental evaluation we carried out
with the implementation of the TribeCA, our conceptual cognitive model, presented
throughout Chapter 3, with the El Farol bar problem. As presented in Section 2.3.3,
the El Farol bar problem is an agent-based model for studying the financial markets.
Despite of being apparently a simple model, the El Farol is a good starting point
towards the understanding of the behavior of both individual market participants and
the financial markets as a whole.

We start Section 5.1 by describing the common features of the agent-based experiments
we carried out. We then detail in each of the following sections the three experiments.

Experiment I, presented in Section 5.2, presents our initial experiment with twelve
different treatments in terms of number of strategies available, the ability of changing
the current strategy or not, and different memory size (MS ), to observe the behavior
of the artificial cognitive agents we modelled both individually and globally.

Experiment II, presented in Section 5.3, focuses on the impact of rationality (i.e., the
belief threshold (BT )) on market efficiency (CuE, CuH, and HaD). In seven different
treatments we gradually increase the BT by a factor of 0.05 from 0.20 to 0.50.

Finally, Experiment III, presented in Section 5.4, investigates the impact of the
memory size (MS ) of the cognitive agent on market efficiency (CuE, CuH, and HaD).
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In thirty-four different treatments we gradually increase the MS from 10 to 2500 (all
rounds of the experiment).

5.1 Agent-based Experiments with the El Farol

All experiments and their respective treatments share the following common initial
configuration: initial b(p,t) = 0.5, d(p, t) = +100, the number of artificial agents is
100 and the capacity is of 60 (both consistent with the seminal paper on the El Farol
(Arthur, 1994)), and the number of rounds is 2500 (a number we consider to be sufficient
to understand the general dynamics). Additionally, we present in Table 5.1 the set of
strategies available.

Table 5.1: Set of available strategies for all agent-based experiments and treatments.

Strategy Acronymn Description
Noise Trader
Strategy NTS Generates a forecast, uniformly chosen between

0 and 100.
Simple
Moving
Average Strategy

SMAS
Generates a forecast by computing the simple
moving average with a given window size,
uniformly chosen between 2 and 100.

Exponential
Moving
Average Strategy

EMAS

Generates a forecast by computing the
exponential moving average with a given window
size. In this strategy, alpha, uniformly chosen
between 0.01 and 0.99, allows recent
values referring to the attendance to gain
more weight as opposed to old values.

Opposite
Strategy OPS

Generates a forecast that is equals the
complementary attendance of the last round
(i.e., forecast = 100 - attendance of the
last round).

Same
Strategy SAS Generates a forecast that is equals

the attendance of the last round.

Lagged
Strategy LAS

Generates a forecast that is equals the
attendance of a given past round, uniformly
chosen between 1 and 5.

As presented in Section 2.2.2, the NTS captures the essence of the noise or zero intel-
ligence idea, whereas the SMAS, EMAS, OPS, SAS, and LAS are essentially strategies
based on technical aspects. We used the Mersenne Twister algorithm (Matsumoto
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and Nishimura, 1998), a high-quality pseudo-random number generation, to draw all
random variables for the NTS, SMAS, EMAS, and LAS.

For each treatment we have run 100 independent simulations. We added up the data
from all simulations and divided them by 100, resulting in one time series for each
one of the variables to be observed (e.g.,CuE, CuH and HaD). Additionally, CuE, CuH
were also divided by the optimal CuE, CuH, respectively, so that the figures throughout
this chapter indicate the results of the treatments as a percentage of the optimal, i.e.,
CuE, % of optimal and CuH, % of optimal. Algorithm 6 summarizes the Cognitive
PatronAgent initial configuration.

C  60

n 100

rounds 2500

Actions {a1 = stayAtHome, a2 = goToTheBar}
Strategies = {NTS, SMAS,EMAS,OPS, SAS,LAS}
b(p, t) 0.5;

Algorithm 6: Cognitive PatronAgent initial configuration, common for all expe-
riments and treatments.

5.2 Experiment I: Revisiting the El Farol

We start by presenting our initial experiment to explore how the artificial cognitive
agents we modelled behave in the context of the El Farol problem. The experiment
consists of twelve treatments separated into three groups. In the first group (G1), from
Treatment 1 (T1) to Treatment 4 (T4), artificial agents have all strategies available (i.e.,
NTS, SMAS, EMAS, OPS, SAS, LAS ), and do not have the ability to change current
strategy. In the second group (G2), from Treatment 5 (T5) to Treatment 8 (T8),
artificial agents have all strategies available as well as the ability to change current
strategy according to b(p, t) and BT . In the third group (G3), from Treatment 9 (T9)
to Treatment 12 (T12), artificial agents can only use the NTS and, like the artificial
agents of the first group, do not have the ability to change current strategy. For each
group we vary the memory size (MS ) from 60, 100, 500, to 2500. We summarize in
Table 5.2 the features of the experiment we conducted.
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Besides the CuE, CuH, and HaD, for this experiment we use two other metrics namely
the Global Belief in Strategy (GBS ) and the Global Surprise (GSu).

The Global Belief in Strategy (GBS) at round i is calculated as

GBSi =
100X

j=1

BeliefAgentj i, i = 1, 2, ..., n (5.1)

where BeliefAgentj i is the b(p, t) (i.e., the belief of the agent in the correctness of the
current strategy) of the agent j at round i, j is the number of artificial agents, and n

is the number of rounds.

The Global Surprise (GSu) at round i is calculated as

GSui =
100X

j=1

Surprisej i, i = 1, 2, ..., n (5.2)

where Surprisej i is the cognitive surprise “felt” by the artificial agent j at round i,
computed by the artificial surprise model proposed by Macedo and Cardoso (presented
in Section 2.1.4), j is the number of artificial agents, and n is the number of rounds.
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Table 5.2: Experiment with different strategies available (Strategies), the ability of
changing current strategy or not (Fixed), and memory size (MS ). For all treatments,

belief threshold (BT ) = 0.5.

Treatment Strategies Fixed MS

1 NTS, SMAS, EMAS, OPS, SAS, LAS Yes 60
2 NTS, SMAS, EMAS, OPS, SAS, LAS Yes 100
3 NTS, SMAS, EMAS, OPS, SAS, LAS Yes 500
4 NTS, SMAS, EMAS, OPS, SAS, LAS Yes 2500

5 NTS, SMAS, EMAS, OPS, SAS, LAS No 60
6 NTS, SMAS, EMAS, OPS, SAS, LAS No 100
7 NTS, SMAS, EMAS, OPS, SAS, LAS No 500
8 NTS, SMAS, EMAS, OPS, SAS, LAS No 2500

9 NTS Yes 60
10 NTS Yes 100
11 NTS Yes 500
12 NTS Yes 2500

Results

For each treatment within a group we first present the results in terms of the GBS
(Global Belief in Strategy), CuE (Cumulative Efficiency), CuH (Cumulative Happi-
ness), and Cumulative GSu (Global Surprise). For each of these four variables we show
the results of each of the 100 simulations (dashed gray line) and the mean (solid black
line). Additionally, we compare the mean of all treatments within the same group with
respect to GBS, CuE, CuH, and Cumulative GSu.

For the first group (G1), Treatment 1 (T1), Treatment 2 (T2), Treatment (T3), and
Treatment (T4), we show in Figures 5.1, 5.2, 5.3, and 5.4, respectively, the GBS, CuE,
CuH, and Cumulative GSu. Figure 5.5 shows the comparison of the mean of treatments
with respect to these four previous variables.

For the second group (G2), Treatment 5 (T5), Treatment 6 (T6), Treatment 7 (T7),
and Treatment 8 (T8), we show in Figures 5.6, 5.7, 5.8, and 5.9, respectively, the GBS,
CuE, CuH, and Cumulative GSu. Figure 5.10 shows the comparison of the mean of
treatments with respect to these four previous variables.
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Figure 5.1: GBS (Global Belief in Strategy) for treatments of the first group.

Figure 5.2: CuE (Cumulative Efficiency) for treatments of the first group.
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Figure 5.3: CuH (Cumulative Happiness) for treatments of the first group.

Figure 5.4: Cumulative GSu (Global Surprise) for treatments of the first group.
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Figure 5.5: Comparing the mean of treatments T1(MS=60 ), T2(MS=100 ),
T3(MS=500 ), and T4(MS=2500 ) of the first group, i.e., all strategies, changing of
strategy not allowed, in terms of GBS, CuH, Cumulative GSu, and CuE (clockwise,

from top left).

For the third group (G3), Treatment 9 (T9), Treatment 10 (T10), Treatment 11 (T11),
and Treatment 12 (T12), we show in Figures 5.11, 5.12, 5.13, and 5.14, respectively,
the GBS, CuE, CuH, and Cumulative GSu. Figure 5.15 shows the comparison of the
mean of treatments with respect to these four previous variables.

We also show in Figures 5.16, 5.17, 5.18, and 5.19, the comparison of the mean of
GBS, CuE, CuH, and Cumulative GSu variables, respectively, between different groups,
namely G1 (T1, T2, T3, T4), G2 (T5, T6, T7, T8), and G3 (T9, T10, T11, T12).
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Figure 5.6: GBS (Global Belief in Strategy) for treatments of the second group.

Figure 5.7: CuE (Cumulative Efficiency) for treatments of the second group.
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Figure 5.8: CuH (Cumulative Happiness) for treatments of the second group.

Figure 5.9: Cumulative GSu (Global Surprise) for treatments of the second group.
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Figure 5.10: Comparing the mean of treatments T5(MS=60 ), T6(MS=100 ),
T7(MS=500 ), and T8(MS=2500 ) of the second group, i.e., all strategies, changing of
strategy allowed, in terms of GBS, CuH, Cumulative GSu, and CuE (clockwise, from

top left).
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Figure 5.11: GBS (Global Belief in Strategy) for treatments of the third group.

Figure 5.12: CuE (Cumulative Efficiency) for treatments of the third group.
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Figure 5.13: CuH (Cumulative Happiness) for treatments of the third group.

Figure 5.14: Cumulative GSu (Global Surprise) for treatments of the third group.
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Figure 5.15: Comparing the mean of treatments T9(MS=60 ), T10(MS=100 ),
T11(MS=500 ), and T12(MS=2500 ) of the third group, i.e., NTS (Noise Trader Strat-
egy), changing of strategy not allowed, in terms of GBS, CuH, Cumulative GSu, and

CuE (clockwise, from top left).
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Figure 5.16: Comparing GBS (Global Belief Strategy) between groups: G1 (i.e.,
all strategies, changing of strategy not allowed), G2 (i.e., all strategies, changing of
strategy allowed), and G3 (i.e., NTS (Noise Trader Strategy), changing of strategy

not allowed).
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Figure 5.17: Comparing CuE (Cumulative Efficiency) between groups: G1 (i.e.,
all strategies, changing of strategy not allowed), G2 (i.e., all strategies, changing of
strategy allowed), and G3 (i.e., NTS (Noise Trader Strategy), changing of strategy

not allowed).
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Figure 5.18: Comparing CuH (Cumulative Happiness) between groups: G1 (i.e.,
all strategies, changing of strategy not allowed), G2 (i.e., all strategies, changing of
strategy allowed), and G3 (i.e., NTS (Noise Trader Strategy), changing of strategy

not allowed).
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Figure 5.19: Comparing Cumulative GSu (Global Surprise) between groups: G1
(i.e., all strategies, changing of strategy not allowed), G2 (i.e., all strategies, changing
of strategy allowed), and G3 (i.e., NTS (Noise Trader Strategy), changing of strategy

not allowed).
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Discussion

In this first exploratory experiment, we aim to observe the behavior of the cognitive
artificial agents we modelled in the context of the El Farol problem. More specifically
we are interested in observing how different ecologies in terms of different memory sizes,
different strategies, and two different conditions on whether agents are able to change
strategies might affect CuE (efficiency), CuH (happiness), and GSu (surprise) as well
as the general market dynamics. Our goal is not to provide evidence with the goal of
claiming a cause and effect relation between one or more variables. Instead, we simply
aim to explore and therefore obtain some initial insights on the behavior of the artificial
cognitive agents we modelled that may lead us to carry out other experiment(s) with
other specific research goals.

The experiment is divided into three groups, with each group having specific features
with respect to the set of strategies available, the ability to change the current strategy
or not, and the memory size. For all treatments, the belief threshold (BT ) is equals to
0.5. In the first group (G1), artificial agents select one of the six strategies available at
the beginning of the simulation and stick to it for all rounds. In the second group (G2),
artificial agents also select one of the six strategies but, in contrast to G1, artificial
agents change the current strategy when the belief in the correctness of the strategy
is lower than the belief threshold, i.e., b(p,t) < BT . Finally, in the third group (G3),
artificial agents select the NTS (Noise Trader Strategy) and stick to it for all rounds.

Let us start by discussing the results from different treatments within a same group.
For G1 treatments, we can observe in Figure 5.5 that memory size does not seem to sig-
nificantly impact GBS, CuH, CuE, and GSu. Nevertheless, the results of T2(MS=100 )
are better in comparison with T3(MS=500 ) in terms of CuE and CuH, suggesting that
the benefits of using a larger memory size might have a positive but limited impact on
this ecology. For G2 treatments, like the results of G1, we can observe in Figure 5.10
that memory size does not seem to significantly impact GBS, CuH, CuE, and GSu.
However, unlike the results found in G1, a larger memory size that is T7(MS=500 )
seems to yield slightly better results in comparison with a smaller memory size that
is T6(MS=100 ) in terms of CuE and CuH. Additionally, as we increase the memory
size, the results are slightly better in terms of CuE and CuH whereas GSu decreases.
For G3 treatments, we can observe in Figure 5.15 that a smaller memory size that
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is T9(MS=60 ) seems to yield slightly better results in terms of CuE whereas GSu is
higher.

Let us now compare treatments from different groups. Regarding GBS, we can observe
in Figure 5.16 that the results of G2 treatments are higher than the G3 treatments
that are, in their turn, higher than the G1 treatments. It is a result that we foresee
since for G2 treatments artificial cognitive agents have the ability to change current
strategy when there is a violation of the BT, meaning that they are often changing
between strategies and therefore reseting their belief in the correctness of the strategy
(b(p,t)) to 0.5. Regarding CuE and CuH, we can observe in 5.17 and in Figure 5.18,
respectively, that the results of G3 treatments are higher than of G2 that are higher
than G1. For all G3 treatments, artificial agents use the NTS (Noise Trader Strategy)
for all rounds. Interestingly, the results of G3 are better in comparison with G2 and
G1, regardless of the fact that globally, artificial agents in G3 do not believe in the
correctness of the strategy they are currently using (b(p,t)), as stressed by the lower
GBS, below the b(p,t)=0.5. Similarly, we can observe in Figure 5.19 that the G2 results
are the highest in terms of GSu.

The results of G3 are indeed better in comparison with G1 and G2 in terms of efficiency
(CuE and CuH ). However, based on the comparison of the features of each group with
the behavior of humans, we consider that it would be difficult for humans to use a
totally random strategy in similar contexts, especially considering aspects such as the
desire of predictability. As a result, we may claim that G2 treatments have more
resemblances with a real world scenario and, therefore, this is the configuration that
should be further investigated, as we describe in the next section. Last but not least,
we consider that a drawback of this experiment is to consider rationality as a binary
concept by using a fixed value for BT, in this case 0.5, and forcing artificial cognitive
agents to change the current strategy if and only if b(p,t) < BT.

5.3 Experiment II: The impact of rationality on market

efficiency

As presented throughout Section 2.2, there is a debate about the rationality of eco-
nomic agents and how this rationality affects individual and global decision-making in
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economic and financial contexts. Therefore, there is also a debate on whether markets,
including the financial markets, are efficient or not.

We conducted an experiment with seven treatments to explore how the artificial co-
gnitive agents we modelled behave in the context of the El Farol problem, with special
focus on how different belief thresholds (BT) impact market efficiency (CuE,
CuH and HaD). We gradually increase the BT by a factor of 0.05 from a biased belief
threshold, represented in Treatment 1 (T1) with BT=0.20, to a strictly “pure” rational
belief threshold, represented in Treatment 7 (T7) with BT=0.50. The belief threshold
value is the unique variable that we changed between each of the seven treatments. We
summarize in Table 5.3 the features of the experiment we conducted.

Table 5.3: Experiment with different belief thresholds (BT ). For all treatments,
memory size (MS) = 100.

.

Treatment Belief Threshold (BT ) Color in Figures
1 0.20 green
2 0.25 yellow
3 0.30 black
4 0.35 gray
5 0.40 blue
6 0.45 pink
7 0.50 red

Results

We start by presenting the results in terms of the attendance. Unlike the other variables,
for the attendance only, we opt for presenting the results of just some runs (randomly
selected), instead of normalizing the data and then presenting it. Considering the
variations of the dynamics over time (which can be observed in the next figures) the
normalized attendance would not preserve the interesting dynamics we can observe by
looking at individual runs. Figures 5.20, 5.21, 5.22, 5.23, 5.24, 5.25, and 5.26 present
the result for Treatments 1, 2, 3, 4, 5, 6, and 7, respectively.

Regarding market efficiency, we first show in Figure 5.27 and 5.28 show the results
of the CuE (Cumulative Efficiency) over time and in general (box plot), respectively.
Similarly, Figure 5.29 and 5.30 show the results of the CuH (Cumulative Happiness)
over time and in general (box plot), respectively. Finally, Figure 5.31 and 5.32 show
the results of the HaD (distribution of happiness among agents) in terms of density
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Figure 5.20: Attendance for four runs of Treatment 1: BT=0.20.

Figure 5.21: Attendance for four runs of Treatment 2: BT=0.25.
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Figure 5.22: Attendance for four runs of Treatment 3: BT=0.30.

Figure 5.23: Attendance for four runs of Treatment 4: BT=0.35.
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Figure 5.24: Attendance for four runs of Treatment 5: BT=0.40.

Figure 5.25: Attendance for four runs of Treatment 6: BT=0.45.
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Figure 5.26: Attendance for four runs of Treatment 7: BT=0.50.

and in general (box plot), respectively. We would like to stress two opposing dynamics
in comparing T1 (totally biased treatment) with T7 (pure rational treatment). We can
see that T1 is the treatment that yields (A) the highest results in terms of CuE; (B)
good results in terms of CuH; as well as (C) good results in terms of HaD. Conversely,
we can see that T7 is the treatment that yields the lowest values in terms of CuE, CuH,
and HaD.

Regarding the dynamics in terms of the strategies, Figure 5.33 presents the frequency
of strategies for each treament, from Treatment 1 (BT = 0.20) to Treament 7 (BT =

0.50). Additionally, Figure 5.34 and 5.35 show the number of changes of strategies per
round over time and in general (box plot), respectively. As previously presented, the
artificial agent changes from current strategy when the belief in the correctness of the
current strategy (b(p, t)) is lower than the belief threshold (BT ).
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Figure 5.27: CuE (Cumulative Efficiency) over time, zoomed in.

Figure 5.28: CuE (Cumulative Efficiency), box plot.
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Figure 5.29: CuH (Cumulative Happiness) over time, zoomed in.

Figure 5.30: CuH (Cumulative Happiness), box plot.
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Figure 5.31: HaD (distribution of happiness among agents): density.

Figure 5.32: HaD (distribution of happiness among agents), box plot.
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Figure 5.33: Frequency of strategies for each treatment, from Treatment 1 (BT_20)
to Treatment 7 (BT_50), over time.
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Figure 5.34: Number of changes of strategies per round over time.

Figure 5.35: Number of changes of strategies per round, box plot.
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Discussion

In analyzing the results we are especially interested in observing how our concept of
rationality, derived from the BDTE and carried out by means of the belief threshold
(BT ), as explained in Section 3.2.1, impacts market efficiency (CuE, CuH and HaD).
Our final goal is to investigate whether the El Farol problem is more efficient when all
cognitive agents act rationally.

As we briefly pointed out earlier in this section, interestingly, some unusual patterns
emerge from the use of different belief thresholds, specifically in the attendance in T4,
T5, and T6. Like Cross et al. (2005), our model, despite its apparent simplicity, was
able to reproduce what seems to be a stylized fact (presented in Section 2.2.1) known
as volatility clustering, that can be essentially defined as the observation that high-
volatility events tend to cluster in time. Volatility clustering resembles the concept
of entropy used in a variety of areas such as information and communication theory.
Being able to reproduce one or more stylized facts is one of the criteria used to claim
that a model is capable of producing realistic results.

Regarding the market efficiency, when we compare the cumulative efficiency (CuE ),
cumulative happiness (CuH ), and happiness distribution among agents (HaD) of the
strictly “pure” rational scenario (T7) with the other biased scenarios, namely T1, T2,
T3, T4, T5, and T6, we can see that the results of the T7 are notably lower, both indi-
vidually (HaD) and globally (CuE and CuH ). In other words, the results suggest that
the El Farol bar problem is not more efficient when all cognitive agents act rationally.

However, it is important to bear in mind that our results were obtained in a particular
given setting, with specific configurations in terms of memory size, belief threshold,
process for increasing and decreasing beliefs, set of strategies available. Therefore,
we consider that our results should not be applied to all markets without carefully
consideration. Additionally, to deal with the performance of agents or cognitive agents
in similar scenarios, one needs to address the difficult problem of defining what efficiency
is as well as how to measure it, since the results heavily depend on that.

Nevertheless, from a cognitive perspective our results suggest that when all cognitive
agents act rationally, it does not provide better results, neither individually nor globally.
We consider that our work can be used as a starting point towards truly understanding
whether markets are more efficient when agents or cognitive agents act rationally. The
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next natural step could be the application of the ideas and concepts discussed in this
work to more sophisticated and realistic markets, such as those illustrated by other
artificial financial markets platforms and models (e.g. some of them presented in Section
2.3.3) beyond the El Farol bar problem.

Despite all the efforts that could be spent, we are aware that it would be difficult (per-
haps impossible) to anyone to state that markets are more efficient when all cognitive
agents act rationally. However, we could be able to provide more evidence so that
we could conclude that by considering that it is well known that we are not rational
beings, at least not as defined by the classical economic theories, perhaps markets are
as efficient as our bounded and limited rationality allow us to be and, contrary to the
general idea, this is not bad.

5.4 Experiment III: The impact of memory size on market

efficiency

As presented throughout Section 2.1.1, different memory systems and processes play an
important role both in the human life in general and in the decision-making process in
particular. The possibilities for investigations in this context are indeed huge. In this
experiment we explore one of these possibilities that is the importance of the memory
size.

We conducted an experiment with thirty four treatments to explore how the cognitive
agents we modelled behave in the context of the El Farol problem, with special focus on
how different memory sizes (MS) impact market efficiency (CuE, CuH and
HaD). Treatments are defined in terms of the MS, which we gradually increase from
10 to 2500. This is the unique variable we changed between the thirty four treatments.
We summarize in Table 5.4 the features of the experiment we conducted.

As we explained earlier, artificial agents randomly select a strategy at the beginning
of the simulation. Therefore, as a typical scenario, insofar we increase the number of
simulations, we may increase the diversity of the starting conditions. However, taking
into account the nature of the algorithm, specifically that all strategies are randomly
selected of the set of available strategies by using a uniform distribution together with
the changing dynamics provided by the belief threshold concept, we consider that the
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Table 5.4: Experiment with different memory sizes (MS ). For all treatments, belief
threshold (BT ) = 0.5.

Treatment Memory Size (MS ) Color in figures
1 10 green
2 20 gray scale
3 30 gray scale
4 40 gray scale
5 50 gray scale
6 60 gray scale
7 70 gray scale
8 80 gray scale
9 90 gray scale
10 100 yellow
11 200 gray scale
12 300 gray scale
13 400 gray scale
14 500 gray scale
15 600 gray scale
16 700 gray scale
17 800 gray scale
18 900 gray scale
19 1000 black
20 1100 gray scale
21 1200 gray scale
22 1300 gray scale
23 1400 gray scale
24 1500 gray scale
25 1600 gray scale
26 1700 gray scale
27 1800 gray scale
28 1900 gray scale
29 2000 blue
30 2100 gray scale
31 2200 gray scale
32 2300 gray scale
33 2400 gray scale
34 2500 red

number of simulations may not affect the results of the experiment. As a result, like
for the experiments presented earlier, we have run 100 independent simulations for this
experiment.
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Results

We first show the results in terms of market efficiency. Figures 5.36 and 5.37 show the
CuE (Cumulative Efficiency) results over time and in general (box plot), respectively.
Similarly, Figures 5.38 and 5.39 show the CuH (Cumulative Happiness) results over
time and in general (box plot), respectively. Last but not least, Figures 5.40 and 5.41
show the HaD (distribution of happiness among agents) results in terms of density and
in general (box plot), respectively.

Regarding the dynamics of the strategies, we show in Figure 5.42 the frequency of state-
gies of some key treatments, namely Treatment 1 (MS=10 ), Treatment 10 (MS=100 ),
Treatment 19 (MS=1000 ), Treatment 29 (MS=2000 ), and Treatment 34 (MS=2500 ).
Additionally, we stress the dynamics over time of the Noise Trader Strategy (NTS), by
compiling its frequency in Figure 5.43. We conclude the presentation of the results by
showing in Figures 5.44 and 5.45 the number of changes of strategies per round over
time and in general (box plot), respectively.

Figure 5.36: CuE (Cumulative Efficiency) over time, zoomed in.

We did not show the results concerning the attendances because we observed that
attendance gravitates towards the bar capacity of 60, an expected result that is in
line with what was found in previous works (e.g. (Arthur, 1994)). As we increase
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Figure 5.37: CuE (Cumulative Efficiency), box plot.

Figure 5.38: CuH (Cumulative Happiness) over time, zoomed in.
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Figure 5.39: CuH (Cumulative Happiness), box plot.

Figure 5.40: HaD (distribution of happiness among agents), density.

150



Agent-based Experimental Evaluation with the El Farol

Figure 5.41: HaD (distribution of happiness among agents), box plot.

the memory size, CuH and CuE seem to minimally increase from T1 to T15, with
differences in the last round no greater than roughly 0.06, as we can see in Figures 5.36
and 5.38, respectively. Similarly, memory size seem to has a positive impact on HaD,
increasing it from approximately 980 in T1 to 1080 in T34, as we can see in Figure
5.41. Similarly, regarding the dynamics of the strategies, we can observe that as we
increase the memory size, on the one hand, the frequency of the NTS increases, as we
can see in Figure 5.43, while, on the other hand, the number of changes of strategy per
round decreases, as we can see in Figures 5.44 and 5.45.
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Figure 5.42: Frequency of stategies of some treatments, namely Treatment
1 (MS_10), Treatment 10 (MS_100), Treatment 19 (MS_1000), Treatment 29

(MS_2000), and Treatment 34 (MS_2500).
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Figure 5.43: Frequency of the NTS (Noise Trader Strategy) compiled from all
treatments.

Figure 5.44: Number of changes of strategy per round over time.
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Figure 5.45: Number of changes of strategy per round, box plot.

Discussion

First of all, it is important to take into account that there is a debate on whether the
memory size is relevant or not. For example, in the context of Minority Games (MGs)
(presented in Section 2.3.3), Cavagna (1999) applied extensive numerical simulations
to show that all features of the MG are completely independent of the memory of
the agents. Cavagna states that what really matters is not the agent memory size, but
rather the fact that all agents share the same information, regardless of this information
being true or false. Challet and Marsili (2000) contradicts the work of Cavagna by
quantitatively studying the dynamics of the histories. They state that such dynamics
cannot be considered irrelevant. Also, according to Challet and Marsili, memory is
not only relevant but one would also be able to quantify the difference between using
random and original history.

We would like to stress that in this work the memory size (MS ) of the agent consists
of both positive and negative instances, resulting from the use of the current strategy
in a given number of last rounds. The experience stored in the MS is later used to
calculate, via a Bayesian process (i.e., BayesNet algorithm implementation available in
the data mining software Weka), the degree of belief in the correctness of the strategy
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that is the b(p,t). Similarly, b(p,t) relates to the concept of belief threshold (BT ) in the
sense that when a b(p,t) < BT , in this work BT=0.5, the agent must change its current
strategy. In this context, it is important not to confuse the concept of memory size
(MS ) with the concept of window size used by some strategies to generate a forecast
for the next attendance. The fact that some strategies may have a window size higher
than the MS does not have any effect on the results at all.

From treatment T1 to T34, presented in Table 5.4, we gradually increased the memory
size of all cognitive agents. We noticed two different dynamics when analyzing the
results, the first concerning treatments from T1 (MS=10 ) to T15 (MS=600 ), and the
second concerning treatments from T16 (MS=700 ) to T34 (MS=2500 ). The effects of
increasing the memory size on market efficiency, especially in terms of CuH (Cumulative
Happiness) and HaD (distribution of happiness among agents), are positive. However,
while the benefits are relatively significant from T1 to T15, the results from T16 do not
significantly differ from the results of T17. Additionally, from T16 to T34, the benefits
of having a larger memory size vanish and somehow stabilize in the sense that as we
increase the memory size, market efficiency does not increase.

Surprisingly, when we turned our attention to the aspects concerning the strategies, we
found out a quite similar pattern. The frequency of the NTS increases as we increase
the memory size, whereas the number of changes of strategy per round decreases. We
are not able to claim that the results we found are due to the larger memory size and/or
if they are due to one or more secondary effects of having a larger memory size such
as the higher frequency of the NTS and/or the lower number of changes of strategy
per round. Further experiments with an additional set of treatments (e.g., a treatment
comparing agents with and without the NTS ) would be necessary to provide more
evidence so that one may be able to answer that question properly.

Nevertheless, our results suggest that a larger memory size have a somehow limited
effect, increasing market efficiency but only to some extent. The effects of increasing
the memory size seem to vanish and stabilize from T15 (MS=600 ) to T16 (MS=700 ).
In other words, it means that from T15 to T16, and from T16 to T34, artificial agents
would “feel” equally happier both globally (CuH ) and individually (HaD) if all cognitive
rational agents have a larger memory size. Similarly, the use of the resource, represented
in this experiment by the CuE, would be more efficient. Practically speaking, in the
context of the El Farol bar, the scenario that seems to yield the better market efficiency
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(CuH, HaD, CuE ) for the cognitive rational agents (BT=0.5 ) is the one in which all
agents have the same memory size, which size is roughly 600.

One of the possible reasons is that our results were obtained with a particular configu-
ration. For example, we assume that all agents use the same Bayesian process regarding
the b(p,t). This means that, although we do not know which are the preferences of the
agents and, as expected in this sort of experiment, we need to make assumptions, rely-
ing on the same process for all artificial agents might be a drawback of our approach,
especially with respect to yielding results as realistic as possible (not necessarily our
goal in this work). Additionally, in similar scenarios, one needs to address the problem
of defining and measuring efficiency, since the results, as in our work, heavily depend
on that. As a result of this, it would be difficulty, and probably in vain, to compare,
either qualitatively or quantitatively, our results with the results of others.

Despite the fact that although our approaches are different and were applied to distinct
contexts with different purposes, our results seem to support some previous works. The
fact that “remembering” all the experience in using a strategy or, in our case, having a
larger memory size, is not necessarily better to make the best possible prediction, is in
accordance with the work of Mitra (2005). Similarly, in our work the use of different
memory sizes generates different results in terms of efficiency, providing evidence to
support the argument of Challet and Marsili (2000) on the relevance of memory size,
as opposed to the work of Cavagna (1999). In addition, the fact that the NTS is the
strategy that yields the best performance is consistent with previous works that show
that strategies based on the past (e.g., SMAS, EMAS ) do not perform better than the
purely random strategy (e.g., NTS ) (Biondo et al., 2013).

Even though our results cannot be generalized to other domains, we consider that our
work may be used as a starting point towards the understanding of what would be an
“optimal” memory size for human agents regarding the performance of their strategy
in other economic and financial domains (e.g., stock markets). The next step may be
the application of the ideas and concepts discussed in this work to more sophisticated
and realistic markets or the incorporation of some findings about how humans use past
experience in decision-making (e.g., (Griffin and Tversky, 1992)).
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Conclusion

This thesis presented a novel and interdisciplinary approach to advance the under-
standing of the financial markets. The main goal of this research work was to explore
which contributions the application of a cognitive modeling approach could bring to the
understanding of the financial markets, specifically to better explain and understand
the behavior of market participants (human agents) in a micro (individual) perspective
as well as the behavior of the financial markets in a macro (global) perspective. The
contributions of our work are organized in this thesis as follows.

6.1 Contributions

Contributions to the advance of interdisciplinary approaches for the study
of economic and financial systems and problems

In Chapter 2 we described the ideas, concepts, definitions, and assumptions of the
following three major areas in which this work relies upon: Computational Cognitive
Modeling, Financial Markets, and Agent-based Financial Markets.

In the Computational Cognitive Modeling section, we described how some emotions
(like happiness, unhappiness, and fear) can be defined and represented as well as de-
scribed some functions associated with emotions, by giving special attention to the
importance of emotions for both the decision-making process and how emotions influ-
ence the memory processes of encoding, storing, and retrieving. Then, we presented
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the Belief-Desire Theory of Emotions (BDTE), a cognitive emotion theory, and detailed
how emotions can be quantitatively defined and qualitatively computed in this context.
Subsequently, we focused on the surprise emotion by describing how surprise can be de-
fined, presented some of its functions, and characterized the surprise process proposed
by Meyer and colleagues. Furthermore, we described the research on artificial surprise,
specifically how surprise can be computed from the cognitive science perspective by the
use of the artificial surprise model proposed by Macedo and Cardoso.

The Computational Cognitive Modeling section is a meaningful contribution to the
advance in the design and realization of interdisciplinary approaches, particularly to
the study of any economic and financial system or problem, by clearly presenting to re-
searchers from other areas such as Economics some important concepts of the cognitive
science perspective, informing them about the benefits, challenges and opportunities.
For instance, by detailing the beneficial and essential role of emotions for the decision-
making process and judgment, this section contributes to the deconstruction of the
myth that emotions are in conflict with the idea of rationality.

In the Financial Markets section, we compared the assumptions of the traditional eco-
nomics theories about market participants and the financial markets, exemplified by the
Efficient Market Hypothesis (EMH), such as the claim of rationality and market effi-
ciency, with relevant findings from other research areas such as Behavioral Economics,
notably the existence of behavioral biases, i.e., deviations from the so-called rational
behavior. Then, we presented the Adaptive Market Hypothesis (AMH), a recent and
still under development novel hypothesis that brings together the EMH with behavioral
economics by applying the principles of evolution, i.e., innovation, adaptation, compe-
tition, and natural selection, to economic and financial interactions. We described the
AMH assumptions as well as pointed out some concrete implications of the AMH.

To the best of our knowledge, the AMH is currently the most appropriate hypothesis
to understand the behavior of market participants in the financial markets. Like the
Computational Cognitive Modeling section, the clear presentation and comparison of
different hypothesis that try to explain the behavior of market participants in the
financial markets together with a summarization of the recent findings of the AMH
constitute meaningful contributions to the advance of interdisciplinary approaches.

We concluded the Financial Markets section by presenting how surprise and related
terms such as “less (more) than expected” have been frequently used in the financial
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markets. We presented the market consensus idea as well as the importance of the
earnings surprise for market prices and behavior. We finish this section by detailing
several equations to mathematically compute earnings surprise.

TribeCA: a Generic Conceptual Cognitive Model and implementation

In Chapter 3 we described the proposed conceptual cognitive model named TribeCA
(Trading and investing with behavioral-economical Cognitive Agents) and its implemen-
tation. The TribeCA has roots in the Belief-Desire Theory of Emotions, the surprise
process proposed by Meyer and colleagues, and the artificial surprise model proposed
by Macedo and Cardoso.

We then describe four concepts we devise, one to implement rationality in agents and
three metrics to measure efficiency. Rationality is implemented through the belief
threshold (BT ) concept. In this work, artificial cognitive agents have a belief in the
correctness of the current strategy, i.e., b(p,t), and when the b(p,t) is lower than BT
the agent needs to select another strategy since he/she does not believe anymore in the
correctness of the current strategy. Efficiency is measured by the following three met-
rics: Cumulative Efficiency (CuE ), Cumulative Happiness (CuH ), and how happiness
is distributed among agents (HaD). CuE measures how efficient the resource has been
used. CuH measures happiness from the global perspective (like the global wealth con-
cept), whereas HaD measures happiness from the individual perspective (the fairness
of the global wealth distribution).

The underlying theory of these four concepts are generic in the sense that they can be
applied to other problems. However, to this end, it is necessary to conceive not only a
clear definition of what efficiency means but also a way of computing it by taking into
account the particularities of the problem or system to be addressed. Therefore, it is
important to note that the mathematical equations to measure CuE, CuH, and HaD
might be used by other researchers to measure efficiency only in the context of the El
Farol bar problem. Even in this situation, some minor adjustments might be needed.

The implementation of the proposed model was integrated into the JABM (Java Agent-
Based Modelling toolkit) and JASA (Java Auction Simulator API), two relatively po-
pular tools used in the context of Agent-based Financial Markets, a subfield of Agent-
based Computational Economics (ACE). The resulting platform allows the design and
realization of a variety of economic and financial experiments with artificial cognitive
agents with different agent-based models.
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Two case studies presenting the cognitive science perspective of surprise

In Chapter 4, we presented two case studies we carried out in order to explore the
application of the cognitive science perspective on surprise, specifically the artificial
surprise model proposed by Macedo and Cardoso, to economics and finance. In the first
case study, we compared the computation of surprise from the economic and financial
perspective to the cognitive science perspective with respect to the idea of market
consensus regarding forecasts. In the second case study, we computed the cognitive
surprise “felt” by an artificial agent relying on a popular risk management tool known
as Value-at-Risk (VaR) historical under two different scenarios, namely a Calm period
and a Crash period.

The main contribution of the realization of these two case studies resides in the fact that
we have applied in a systematic, clear and easy to reproduce way the ideas, concepts
and method of computing artificial surprise in two different economic and financial
scenarios. To the best of our knowledge, it is one of the first attempts (possibly the
first) to apply a cognitive science perspective of surprise to market consensus, risk,
uncertainty, and risk management scenarios. We consider these two case studies as a
modest contribution, though a good starting point, towards truly understanding the
surprise “felt” by market participants in economics and finance.

Three agent-based experiments in the context of the El Farol bar problem

In Chapter 5, we presented the three agent-based experiments we carried out with
the TribeCA in the El Farol bar problem. In the first experiment, we explored the
behavior of our artificial cognitive agents in twelve different treatments characterized
in terms of set of strategies available, the ability of changing the current strategy, and
different memory sizes. In the second experiment, we focused on observing the impact
of rationality (BT ) on market efficiency during seven treatments in which we gradually
increased the BT by a factor of 0.05 from 0.20 (totally biased scenario) to 0.50 (rational
scenario). In the third experiment, we investigated the impact of memory size (MS )
on market efficiency in thirty-four treatments in which we gradually increased the MS
from 10 to 2500. Market efficiency is measured by CuE, CuH, and HaD.

In these three experiments we explore some of the fundamental questions regarding the
understanding of the financial markets such as rationality and efficiency. Nevertheless,
the use of cognitive modeling approaches in the context of complex systems, especially in
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economics and finance, is in its early stages. We consider that the use of relatively simple
but powerful tools (e.g., BDTE) together with agent-based modeling and simulation,
offers a rich and novel set of possibilities for investigation and to shed light on the
behavior of cognitive agents in those contexts.

6.2 Future work

The interdisciplinary exploratory work presented in this thesis has contributed to gain
a broad experience on the benefits and challenges of addressing the problem of under-
standing the behavior of both market participants individually and the financial mar-
kets globally from the perspective of cognitive science. In addition to the contributions
presented earlier on this chapter, we can foresee several research directions and topics
as a continuation of the present work.

Experiments with other agent-based models for studying the financial mar-
kets

In this thesis we carried out experiments with the El Farol bar problem. However, the
resulting platform we have built can be also used to realize experiments with artificial
cognitive agents using other agent-based models. We consider that the order-driven
market agent-based model with heterogeneous agents proposed by Chiarella and Iori
(presented in Section 2.3.3) is a good starting point. The model of Chiarella and Iori
has more resemblances with the real financial markets than the El Farol bar problem.
Besides, their model is able to reproduce many of the complex phenomena observed
in real stock markets (presented in Section 2.2.1) as well as to generate realistic price
dynamics.

Cognitive surprise versus economic and financial indicators: investigating
how deviations from consensus generate cognitive surprise

We consider that there are several research questions that may be addressed by the
application of the artificial surprise model proposed by Macedo and Cardoso. For
example, suppose that the market consensus for the fictional economic indicator ↵ is
100.00. Then, assume the following two scenarios with respect to the release of ↵: 1)
↵ = 110; 2) ↵ = 90. In both scenarios, the deviation from the market consensus is
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10%. But, does scenario 1 elicit higher surprise than scenario 2 and vice versa? This
observation leads to the following research question:

• Do symmetrical or asymmetrical deviations from market consensus generate sym-
metrical or asymmetrical cognitive surprise?

The application of the previous question to particular scenarios and financial products
may also lead to other questions which have the potential to generate novel insights in
different areas. Here we briefly present a non exhaustive list of these research questions
(presented in a random order), as follows:

• Do symmetrical or asymmetrical deviations from market consensus regarding
earnings surprise generate symmetrical or asymmetrical cognitive surprise?

• Do symmetrical or asymmetrical deviations from market consensus regarding dif-
ferent kinds of risk (e.g., credit risk) generate symmetrical or asymmetrical co-
gnitive surprise?

Investigating the relation between leverage, cognitive surprise and fear

Leverage is a tool widely used by market participants in the financial markets that can
be created through different financial instruments such as options and futures. The
concept of leverage can be though of as elasticity, the higher the leverage the higher is
the potential return (negative or positive) of an investment. For example, considering
that a market participant with an initial equity of $1000 buys 100 shares of company
A for a price of $100 each, the level of leverage is 10, i.e., (100 x $100)/$1000. Then,
assume that in the next trading day shares of company A depreciate (appreciate) 3% in
its underlying market. Whilst a market participant with no leverage (level of leverage
equals 1) would see its portfolio depreciate (appreciate) 3%, the market participant
of our example would see its portfolio depreciate (appreciate) 30% due to its level of
leverage (3% x 10). We can foresee some interesting research questions such as:

• What is the relation between level of leverage and cognitive surprise in the pre-
sence of appreciations and depreciations of the underlying asset?

• What is the relation between level of leverage and fear in the presence of appre-
ciations and depreciations of the underlying asset?
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For those interested in investigating one or more of these questions, we consider that
a good starting point would be to careful design and apply simple experiments with
market participants (human agents), both professionals in the financial markets (e.g.,
stockbroker) and amateurs (e.g., ordinary market participants, small investors).

Implementing a Cognitive Surprise Indicator

We consider it would be interesting to compare the dynamics of uncertainty and fear
indicators with the cognitive surprise. As presented in this work, the computation of
cognitive surprise requires the creation of the subjective quantitative beliefs regarding
the possible outcomes of a given event. To this end, the subjective quantitative beliefs of
market participants about relevant economic and financial events can be explicitly (e.g.,
self-report) or implicitly (e.g., text-mining, sentiment analysis) extracted. Different
Big data tools and technologies together with machine learning techniques offer a very
interesting and promising opportunities for investigation (e.g., (O’Leary, 2013; Varian,
2014)). For example, a sentiment analysis technique can be used to extract the forecasts,
opinions, mood, etc of market participants with respect to a given indicator or event
(e.g., earnings announcement) from different social networks (e.g., (Azar and Lo, 2016;
Bollen et al., 2010; Ranco et al., 2015)). As a result, we believe that it is possible
to successfully implement a Cognitive Surprise Indicator (CSI). Additionally, we have
an intuition that the comparison of the results of different uncertainty (e.g., economic
policy uncertainty (Baker et al., 2015)) and fear indicators (e.g., VIX (also known as
“the fear index”) (Fleming et al., 1995; Whaley, 1993, 2000, 2009)) with the results
of the CSI may providence evidence in favor of the CSI. Perhaps a cognitive surprise
indicator might better explain what happens in the financial markets when something
truly surprises market participants.

From robo-advisors to cognitive robo-advisors: incorporation of market par-
ticipants’ behavior and emotions

In the last years there has been a significant increase in the investments in fintech
(financial technology) startups and companies. A new class of financial service known
as robo-advising is one of the areas with rapid growth. The word robo is used in this
context as an umbrella term to refer to any computational system, not necessarily an
intelligent system in the sense that it incorporates an artificial intelligence technique
or tool, for instance. Robo-advisors (or robo-advisers) are online services that provide
automated, algorithmic and computational-based portfolio building and management
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with minimal (or zero) human intervention. The idea is to build and manage the in-
vestor’s portfolio based on his/her goals, time-horizon, budget, preferences, risk profile,
etc.

The use of robo-advisors is in its early stages. Some of the pioneer companies like
Betterment and Wealthfront currently manage roughly $3.5 and $5 billion of assets,
respectively, just a tiny fraction of the money being managed by the gigantic financial
services industry. The potentialities and benefits of robo-advisors are huge. When
compared to traditional brokerages and services, a robo-advisor is a low-cost and
transparent (with no hidden fees) alternative solution. We believe that this new class of
service will be increasingly used by market participants, especially small investors who
would probably not have access to similar services in the traditional financial industry.

As we have stressed in this work, the human decision-making and, therefore, investing
is an emotional and extremely complex process. Like others (e.g., (Cabrera-Paniagua
et al., 2015; Lo, 2016a), we consider that one of the problems to be addressed by the
robo-advisors is how to incorporate behavioral and emotional aspects into robos. If
successful, it would result in, let us say, cognitive robo-advisors. We believe a cogni-
tive robo-advisor could act essentially in two scenarios. First, by being the artificial
counterpart of its human agent, acting in the financial markets on behalf of its human
agent with similar (ideally improved) behavior and emotions. Second, by acting as an
advisor whenever requested or offering advices in moments of turbulences (e.g., high
volatility) in the financial markets.

For example, imagine that a human agent is investing in the S&P500 index through its
cognitive robo-advisor. Then, in a given day, the S&P500 index falls 3% and the human
agent fears losing money and freaks out. In the first scenario, the cognitive robo-advisor
could automatically sell the position given a certain level of fear, surprise, etc, calibrated
with the fear, surprise, etc of its human agent. In the second scenario, the cognitive
robo-advisor could provide advices in order to try to calm the human agent maybe
remembering his/her past emotions and the respective results in similar situations.
Helping individual market participants to make better economic and financial decisions,
particularly in the financial markets, improves not only how human agents allocate
their savings in order to achieve their goals but also contributes to have more stable
and health financial markets in the end.
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During this thesis the author had developed the TribeCA (Trading and investing with
behavioral-emotional Cognitive Agents) entrepreneurship project. In addition to this
project, this work contributes to the advance of the interdisciplinary knowledge that
would be certainly needed to those interested in solving the difficult but fascinating (and
probably very lucrative) problem of constructing the so-called cognitive robo-advisors.
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Appendix A

TribeCA: design and
implementation

In this appendix we briefly introduce the main classes of the JABM as well as of our
implementation of the proposed cognitive model (TribeCA) presented in Chapter 3.

A.1 JABM classes

The main JABM classes relevant to our work are shown below. Figure A.1 shows some
of the main classes. The Simulation interface (Figure A.1) is used to define the agent-
based simulation models. A simulation contains two other important classes, namely
Population and SimulationController. The Population class (Figure A.2) represents
the population of agents in a simulation, which can be resized dynamically, while class
SimulationController is responsible for running a batch of one or more independent
runs. Agents are represented by the Agent Interface (Figure A.5). The behavior of
each agent (including its possible actions) is encapsulated by its strategy, represented
by the Strategy interface. The Agent interface is implemented by the AbstractAgent
class (Figure A.6). The list of agents in a simulation represented by the AgentList class
(Figure A.7).
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Figure A.1: JABM main classes.

Figure A.2: JABM: Simulation interface.
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Figure A.3: JABM: Population class.
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Figure A.4: JABM: SimulationController class.
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Figure A.5: JABM: Agent interface.

Figure A.6: JABM: AbstractAgent class.
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Figure A.7: JABM: AgentList class.
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A.2 Cognitive model classes

The main classes of the implemented conceptual cognitive model are shown . Fig-
ure A.8 shows the classes that are used to represent the artificial cognitive agent.
Each agent is represented by the Agent class. Each Agent class has a BBC and BDC
comparators, a working memory and a long-term memory. The long-term memory
stores a set of emotional memories or episodies. Figure A.9 shows the BBC and BDC
classes. For each new belief, while the BDC yields either a DesireFullfilmentSignal
or a DesireFrustrationSignal, the BBC yields either a BeliefConfirmationSignal or a
BeliefDisconfirmationSignal.
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Figure A.8: Conceptual model: main classes of the artificial cognitive agent.
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Figure A.9: Conceptual model: BBC and BDC classes.
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