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Rate coefficients for the Nð2DÞ þ N2 collisions were calculated employing quasiclassical trajectories and
the first available set of potential energy surfaces for such excited nitrogen interactions. The details of
the vibrational energy transfer are discussed, such as the contributions from reactive and non-reactive
trajectories as well as the contribution of each electronic symmetry. The calculated state-to-state and
state-to-all rate coefficients show that deactivation is far more probable than excitation, and multi-
quanta deactivation play an important role.
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1. Introduction

Due to the large amount of nitrogen molecules available in
Earth’s atmosphere, several types of collisions involving this inert
system may be important when free radicals, ions or other unsta-
ble species are present. As an example in the ionosphere, electronic
impact is known to dissociate N2 and generate excited nitrogen
atoms [1]
N2 þ e� ! Nð2DÞ þ Nþ e� ð1Þ
with some subsequent collisions of Nð2DÞ being of fundamental
importance, such as in the reaction with O2 which is a major source
of nitric oxide in the atmosphere [2].

The collisions of ground state nitrogen atoms with N2 have re-
ceived considerable theoretical attention (see Refs. [3–10], and ref-
erences therein), due to its importance on the description of the
extreme conditions achieved when objects enter the atmosphere
at high speed [5], as well as for nitrogen containing plasmas. The
excited nitrogen collisions should be also important but have been
much less studied [11,12].

For a detailed modeling of such important species in the iono-
sphere, it would be therefore interesting to study the Nð2DÞ þN2

collisions, which have not been carried out yet due to the lack of
suitable potential energy surfaces (PES) to describe such an intri-
cate interaction. In this work we calculate the contribution of both
2A0 and 2A00 electronic PESs for the dynamics and provide the first
rate coefficients for the vibrational energy transfer process.

The paper is divided as follows: Section 2 presents the PESs uti-
lized while in Section 3 the integration of quasiclassical trajectories
is described. The results are discussed in Section 4, and the conclu-
sions gathered in Section 5.

2. Potential energy surfaces

The interaction of Nð2DÞ with N2 gives rise to five different PESs
[13]: 1,2 of 2A0 symmetry and 1,2,3 of 2A00. The 32A00 can be safely
discarded since it is highly repulsive and does not show low-lying
intersections with lower PESs. The other four PESs were recently
modeled in a global form [13,14] with the double many-body
expansion (DMBE) method [15–17], using accurate ab initio ener-
gies of multi-reference configuration interaction quality with the
Davidson correction (MRCI+Q) [18,19]. They are shown together
in Figure 1, where the optimized linear path for the atom attack
on the diatom is shown. Note that the two lowest sheets are degen-
erate at the global minimum, corresponding to the N3 molecule in
its 2Pg state. The transition state for the linear attack is also degen-
erate and is highlighted in the plot, lying 2:8 kcal mol�1 above the
reactants [20].

The PESs are also displayed for a C2v atom–diatom attack in
Figure 2, where the minimum corresponding to the cyc-N3 isomer
and various conical intersections are also visible. In this plot the
dissociation limit is presented at the left-hand side, since for acute
angles the optimized bond lengths are very large. A barrier of
6:8 kcal mol�1 arises for the T-shaped attack, which is
4 kcal mol�1 higher than for the collinear one.

For each symmetry, a different methodology was used to model
a double-sheeted PES ensuring a proper description of the conical
intersections and dissociation limits. For the 2A00 symmetry, which
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Figure 1. Potential energy profiles for the linear attack of a Nð2DÞ atom on a N2

molecule with optimized diatomic bond length. The black lines correspond to the
first two 2A00 states, while the gray ones to 2A0 .

0

30

60

90

120

150

 20  40  60  80  100  120  140  160  180

en
er

gy
/k

ca
l m

ol
-1

∠ NNN/deg

2Πg

2Πu

N(2D)
+
N2

cyc-N3 Req Req

22A’’
12A’’
22A’
12A’

0

30

60

90

120

150

 20  40  60  80  100  120  140  160  180

en
er

gy
/k

ca
l m

ol
-1

∠ NNN/deg

2Πg

2Πu

N(2D)
+
N2

cyc-N3 Req Req

CI

Figure 2. Potential energy profiles for optimized C2v geometries. The crossing
between surfaces of same symmetry are marked with a � symbol, while the
notation for the lines is kept from Figure 1.
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has a single crossing seam at D3h configurations, the adiabatic sur-
faces could be simultaneously fitted using a method [21] that en-
sures their degeneracy along the intersection line. For the 2A0

symmetry, a 2� 2 diabatic representation of the electronic Hamil-
tonian was proposed, which upon diagonalization gives the adia-
batic PESs that accurately reproduce the calculated ab initio data
[14].

3. Quasiclassical trajectories

The PESs here employed have already been tested in order to
verify their validity for dynamical purposes. Such tests include
studies of the nitrogen exchange reaction [14] both adiabatic by
running trajectories on the lowest surfaces and non-adiabatic by
using the trajectory surface hoping (TSH) method [22,23] for tran-
sitions to the excited state of same symmetry. It was concluded
that nonadiabatic transitions could not make a significant impact
on the rate coefficients, and therefore all trajectories here reported
are independently integrated for each symmetry on the corre-
sponding lowest adiabatic PES. In fact, we have tested the impact
of running the trajectories starting on the upper sheets, and found
no vibrational transition to take place, only small amounts of rota-
tional energy is exchanged in this case. Also neglected are elec-
tronic transitions to the quartet state which are believed to be
far less probable than the simple vibrational energy transfer here
studied due to their spin-forbidden character. It should also be
noted that the use of quasiclassical trajectories is justified by the
large masses of the atoms involved [24].

For each adiabatic ground state (12A0 and 12A00), trajectories
were integrated for fixed temperatures and fixed value of the ini-
tial vibrational state (mi) of the N2 molecule using the QCT method
[25,26]. The temperature was used for the sampling of the relative
atom–diatom translational energy, as well as for sampling the
rotational state of the reactant molecule (considering the appropri-
ate ortho–para symmetry weights). The calculations used a time
step of 0:2 fs with the reactants initially separated by 17 a0, while
the maximum value of the impact parameter (bmax) has been opti-
mized by trial and error for each batch. After the trajectory has
been completed, the final ro-vibrational state of the products were
determined by the semiclassical quantization method [26].

The Monte-Carlo integrated rate coefficient for each process of
vibrational energy transfer is given as the sum of the contribution
of the two PESs (kðTÞ ¼ k2A0 ðTÞ þ k2A00 ðTÞ), with each term given by:

ki!f
x ðTÞ ¼ geðTÞ

8kBT
pl

� �1=2

pb2
max

Ni!f

N
ð2Þ

where kB is the Boltzmann constant, l is the reduced mass of the

reactants, and Ni!f =N is the fraction of mi ! mf trajectories from
the total number that has been integrated. The term geðTÞ is the
electronic degeneracy factor which has the high temperature
limit of 1/5 but has here been calculated using its analytic
form geðTÞ ¼ qN3

=qNð2DÞqN2
: qN3

¼ 2; qN2
¼ 1, and qNð2DÞ ¼ 6þ

4 expð�12:53K=TÞ are partition functions. The 68% error bars asso-
ciated with the trajectories (shown in the graphs and tables) are gi-

ven by Dki!f
x ¼ ki!f

x
N�Ni!f

NNi!f

� �1=2
.

4. Results and discussion

Batches of 5� 104 trajectories were integrated for the temper-
atures of T ¼ 750;1000 and 1250K and for even initial vibrational
states of the N2 molecule from 0 to 12 (and also for 20 and 30 in
order to extend its range). The general properties of the state-to-
state collisions are illustrated by showing the rate coefficients for
the vibrational energy transfer Nð2DÞ þN2ðmi ¼ 6Þ !
Nð2DÞ þN2ðmf Þ in Figure 3 at T ¼ 1000K, with separated contribu-
tions of each PES and from reactive (nitrogen atoms exchanged)
and non-reactive events. As can be seen from this plot, the non-
reactive events are more probable, a result that gets enhanced
for lower temperatures and lower vibrational states, as can be ex-
pected since there is a reduced chance of overcoming the potential
barrier for reaction (see Figure 1). It is also clear that the one-quan-
tum transitions dominate the excitation process, and that its rate
coefficient is much smaller than the deactivation one, where mul-
ti-quanta transitions are seen to be also important. Since we are
interested on the energy transfer only, we have neglected the vib-
rationally-elastic rate coefficients, but it is worth mentioning that
they are generally two orders of magnitude larger than the one-
quantum ones. A curious feature is that reactive deactivation
shows different patterns for each PES for mi ¼ 6: the 2A0 state shows
a larger rate coefficient for a one-quantum transition than for mul-
ti-quanta ones, whereas in the 2A00 the highest probability arises for
the 6! 0 transition, thus showing the opposite mf dependence.

In order to understand the above difference, we have calculated
the average time that the trajectories spend inside the potential
well (with potential energy lower by 1 kcal mol�1 or more than
reactants) since, if the potential well is able to trap the system
for a long time, there are more chances that the energy will be ran-
domized among the degrees of freedom, with the final outcome
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Figure 3. Rate coefficient for the 6! mf vibrational energy transfer process for
T ¼ 1000K.
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Figure 4. Rate coefficient for state-to-state vibrational energy transfer at
T ¼ 1000K.
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showing a reduced dependence on the initial state (i.e. the mole-
cule ‘‘forgets’’ the initial state and populates others). This would
be expected mostly in the reactive trajectories, as is the case, given
that they must enter the potential well (while the non-reactive
may not). Given that the 2A00 state holds the cyc� N3 well, while
the 2A0 is mostly repulsive for C2v configurations (see Figure 2),
we can expect that 2A00 will hold the system longer and the above
feature will therefore find a justification.

The average lifetime of such a complex was calculated as
hsi ¼

PN
i si=N, where si is the time spent in the potential well for

trajectory i, which is zero if the trajectory did not enter the well.
For the batch at T ¼ 1000K and mi ¼ 6, we have obtained
hsi ¼ 3:1fs for the 2A0 state, compared to 4:6fs on the 2A00 state
(33% larger), thus corroborating our previous analysis.

The final results achieved by summing the 2A0 and 2A00 states and
treating reactive and non-reactive events on an equal basis. This is
shown in Figure 4 for all initial vibrational states calculated. Note
that the trend regarding the excitation is maintained (only one-
quantum and small), while for the deactivation process the differ-
ent behaviors for each symmetry average out, keeping the general
result that multi-quanta transitions are very important.

The state-to-all vibrational deactivation process
(mi !

P
mf < mi) is shown in Figure 5 for the particular case of

T ¼ 1000K: here too the contributions from reactive and non-reac-
tive processes on each PES are shown separately. For the non-reac-
tive process, the contribution from the 2A0 and 2A00 PESs are similar
over all initial vibrational states, whereas for the reactive case the
2A00 gives a larger contribution for mi > 6. This may be attributed to
the fact that the 2A00 PES has the possibility of another reaction path
through a T-shaped attack (see Figure 2) while the 2A0 is largely
repulsive for such geometries. Furthermore, a trajectory in the
2A00 PES that forms a linear isomer, may transite to the cyclic well
and from there yield exchanged products, thence contributing to
the reactive part of the rate coefficient. Since the 2A0 PES does
not present the cyclic isomer of N3 none of the above exchange
pathways will apply. All information gathered on state-to-all deac-
tivation and excitation is given in Table 1, where the dominant role
of the deactivation is seen to hold for all temperatures.

It is worth comparing the properties of the title reaction against
the ones relative to the vibrational energy transfer of the ground
state atom (Nð4SÞ þN2) [27,24]. Since the potential for such an
interaction is more repulsive, with an energy barrier of
45:9 kcal mol�1 for the exchange reaction, the rate coefficients
are expected to be much lower. For example, the rate coefficients
for vibrational energy transfer over the temperature range calcu-
lated in this letter are negligible for the Nð4SÞ case, and for a direct
comparison with Ref. [24], we have integrated trajectories for
v i ¼ 4 at T ¼ 3400K. For the state-to-all non-reactive deactivation
and excitation the Nð4SÞ þN2 rate coefficients are 1.6 and 4.6 (in
�10�13 cm3 mol�1) [24] respectively, whereas for the excited atom
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Table 1
Rate coefficients for the state-to-all vibrational energy transfer (in 1013 cm3 mol�1).

mi Deactivation Excitation
mi !

P
mf < mi mi !

P
mf > mi

T = 750 K
0 – 0.8 ± 0.1
2 33 ± 1 0.4 ± 0.1
4 43 ± 1 0.3 ± 0.1
6 57 ± 2 0.5 ± 0.1
8 74 ± 2 0.5 ± 0.1
10 98 ± 2 0.5 ± 0.1
12 130 ± 2 0.7 ± 0.2
20 391 ± 5 3.2 ± 0.4
30 1257 ± 16 13.0 ± 1.8

T = 1000 K
0 – 3.7 ± 0.3
2 71 ± 2 1.6 ± 0.3
4 89 ± 2 1.5 ± 0.3
6 114 ± 2 1.9 ± 0.3
8 142 ± 3 2.4 ± 0.3
10 181 ± 3 2.3 ± 0.3
12 228 ± 3 3.3 ± 0.4
20 560 ± 6 6.6 ± 0.7
30 1423 ± 25 24.0 ± 3.8

T = 1250 K
0 – 9.7 ± 0.7
2 116 ± 2 5.3 ± 0.5
4 146 ± 3 4.4 ± 0.5
6 180 ± 3 4.6 ± 0.5
8 221 ± 4 5.7 ± 0.6
10 272 ± 4 6.6 ± 0.6
12 335 ± 4 6.8 ± 0.7
20 709 ± 7 14.5 ± 1.2
30 1595 ± 18 33.7 ± 3.0
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Figure 6. Arrhenius plot for the deactivation rate coefficients of the mi !
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processes.

Table 2
Parameters obtained in a fit to an Arrhenius curve kðTÞ ¼ A expð�Ea=kbTÞ for the state-
to-all deactivation shown in Figure 6.

mi A [1010 cm3 s�1] Ea½kcal mol�1�

2 0.7359 4.6222
4 0.8832 4.5108
6 0.9954 4.2726
8 1.1257 4.0772
10 1.2486 3.8057
12 1.3687 3.5253
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we found 339 and 69, showing that they differ by one or two or-
ders of magnitude. The Nð2DÞ rate coefficients at T ¼ 750K com-
pare in magnitude with the Nð4SÞ ones at much higher
temperatures, namely around T ¼ 3400K. Obviously, the impor-
tance of the collisions of the excited atom will depend on its con-
centration relatively to the ground state one, but given that Nð2DÞ
is known to be available in important atmospheric and plasma
conditions, it would be worth paying attention to the excited atom,
given the much higher rate coefficients and reactivity of such a
state. Another interesting feature is that, for the ground state, the
excitation process dominates over deactivation as opposed to the
insignificant role played by the excitation for the excited atom.
The latter result is also a particular contribution of the present the-
oretical analysis. Still in opposition to the excited state, the non-
reactive collisions of Nð4SÞ favor one-quantum vibrational transi-
tions as can be found by comparing our results with the ones from
Ref. [24].

Finally, the temperature dependence of the vibrational deacti-
vation is shown in Figure 6, where a logarithmic curve is given
for the deactivation process from each calculated vibrational state.
For convenience, the points were fitted to an Arrhenius law as
shown by the lines in this graph. Despite the observed linear
behavior as a function of temperature, it must be stressed that
non-reactive events may not necessarily follow such a law (there
is no clear energy barrier). In fact, we have even verified that it
does not predict well the results for temperatures far from the
range here considered (3400K). Nevertheless, the resulting param-
eters are given in Table 2 and may be useful both for calculating
the rate coefficients at intermediate temperatures in this range
and curves for odd initial vibrational states, since their values show
a fairly uniform progression.
5. Conclusions

We have performed the first theoretical predictions of the
vibrational energy transfer in collisions between excited atomic
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nitrogen and molecular nitrogen. Quasiclassical trajectories were
employed using accurate potential energy surfaces, and the results
for the rate coefficients discussed. It is found that deactivation
dominates the energy transfer process and that multi-quanta tran-
sitions are important. Vibrational excitation behaves distinctly,
with only one-quantum transfers appearing to matter.
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