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Abstract

Non-Invasive Hemodynamic Parameters Assessment using Optoelectronic

Devices

The world wide incidence of cardiovascular diseases (CVDs), has spurred the research

efforts targeting new solutions that may be able to perform an early detection of the

pathological processes associated with these diseases. Special emphasis has been given

to the methods that allow the monitoring of the blood pressure and the arterial pulse

waveform, thus providing a more precise tool to complement the diagnosis process based

on a multi-parameter assessment approach. From the analysis of arterial pulse pressure

waveform features, and its propagation velocity, important clinical parameters can be

extracted in order to evaluate the CVD risk, the vascular adaptation and the therapeutic

efficacy. The use of multiple parameters allows to minimize the error when compared to

the approach where a subject is classified solely based on a single parameter. Emerging

trends in cardiovascular monitoring are moving away from invasive and costly tech-

nologies towards non-invasive and low-cost solutions. In this sense, optical solutions

represent a great advantage due to the immense technological progresses observed in the

recent decades. The truly non-contact nature of optical techniques allows measurements

without distortion in the shape of the pulse curve, which is one of the main limitations

of the current commercial devices used in hemodynamic parameters assessment. The

main objective of this work consists in demonstrating that with an optical system it

is possible to acquire the arterial pulse waveform with a configuration that allows the

local pulse wave velocity (PWV) measurement and the determination of the most im-

portant clinical parameters using dedicated algorithms, without physical contact with

the skin of the patient. Four prototypes were developed: three based in non-coherent

light and one with coherent light. All the developed optical probes have a common

design structure. They include two identical photodetectors placed 2 cm apart from

each other to guarantee accurate determination of local pulse transit time. Relatively to

the non-coherent light probes three different probes base on photodetectors were tested:

an avalanche photodiode, a planar photodiode and a lateral effect photodiode (LEP).

The optical system components (probe prototypes and acquisition box) were designed

to meet specific requirements that allow the clinical use, such as portability, compact

size and low weight, low cost, limited power consumption, ergonomics and easy user-

interface in order to be considered as an interesting solution for commercial purposes.

The in vivo tests allowed the selection of the best algorithm and probe combination

to determine PWV: cross-correlation algorithm and the probe with planar photodiodes

demonstrated to be the most efficient. This system showed good reproducibility, as eval-

uated by both inter-operator and intra-operator analysis. A large study was performed



in 131 young subjects, obtaining a mean value for PWV of 3.33 ± 0.72 ms−1, thus

confirming its significant increase with age. A comparative test between the distension

waveform measured with the optical probe at the carotid artery and the invasive profile

of the pulse pressure acquired by an intra arterial catheter showed a strong correlation

(mean value of 0.958), and validates the ability of this non-invasive device to estimate

the arterial pulse waveform. Also a coherent light probe was developed and tested using

several processing techniques based on the short time Fourier transform and empirical

mode decomposition algorithm. This approach demonstrated the ability to determine

the main feature points in the waveform with low error in the pulse transit time determi-

nation (less than 5ms). An alternative configuration for the Doppler effect-based probe

was tested, using a photodetector with a larger area in order to obtain the self-mixing

effect outside the laser cavity. This feature opened the possibility to improve the quality

of the signal which may foresee potential future biomedical applications. Globally, the

results obtained with the developed methodologies (prototypes and associated algorith-

mic tools) proved that it is possible to measure the arterial pulse waveform in the carotid

artery, to determine several clinical parameters and assess the cardiovascular condition

with optical technology.

Keywords: biomedical instrumentation; optical system; arterial pulse waveform,

cardiovascular diseases



Resumo

Avaliação Não-invasiva de Parâmetros Hemodinâmicos usando Dispositivos

Optoeletronica

A grande incidência das doenças cardiovasculares no mundo estimulou a procura de

novas soluções que permitam a deteção precoce de processos patológicos associados a

este tipo de doenças. Especial ênfase foi dada a métodos que permitem a monitorização

da pressão arterial e da forma de onda de pressão arterial, que fornecem uma ferramenta

precisa que complementa o diagnóstico baseado em múltiplos parâmetros. Da análise das

caracteŕısticas da forma de onda da pressão arterial, e da sua velocidade de propagação,

podem ser extráıdas importantes parâmetros cĺınicos de modo a avaliar o risco cardio-

vascular, a adaptação vascular e a eficácia terapêutica. O uso de múltiplos parâmetros

permite minimizar erros na estimação de um dos parâmetros. As soluções emergentes

para a monitorização cardiovascular têm-se afastado de tecnologias invasivas e caras

para soluções não invasivas e sem contacto. Neste sentido, os sistemas ópticos apresen-

tam uma grande vantagem devido ao grande progresso tecnológico sofrido nas últimas

décadas. A natureza de não contacto desta tecnologia permite a medição sem distorção

da forma da onda arterial ultrapassando as limitações dos aparelhos comerciais usados

para este tipo de avaliação. O principal objetivo deste trabalho consistia em demonstrar

que é posśıvel adquirir através do uso de uma metodologia óptica, a forma da onda de

pressão arterial sem contacto, com uma configuração que permite medir a velocidade

onda de pulso (VOP) local e determinar os principais parâmetros usando algoritmos

dedicados. Foram desenvolvidos quatro protótipos: três baseados em luz não-coerente e

um em luz coerente. As sondas foram desenvolvidas usando uma configuração comum,

composta por dois fotodetectores distanciados de 2 cm, o que garante a deteção da onda

de pulso em dois pontos distintos e permite uma determinação rigorosa do tempo de

trânsito. Nas sondas de luz não-coerente foram testados três fotodetectores: fotod́ıodos

de avalanche, fotod́ıodos planares, e fotod́ıodos de efeito lateral (LEP). Os componentes

do sistema óptico (protótipos das sondas e caixa de aquisição) foram desenhados com

as caracteŕısticas f́ısicas que permitem o uso cĺınico, como a portabilidade, o tamanho

compacto, leves, de baixo consumo e com materiais de baixo custo, ergonómicas para

o operador e confortáveis para o paciente, de modo a serem consideradas uma solução

interessante para a comercialização. Os testes in vivo permitiram a seleção da melhor

combinação sonda/algoritmo para a determinação da PWV, usando o método da cor-

relação e a sonda baseada em fotod́ıodos planares que demonstrou ser mais eficiente para



a aquisição de sinais em humanos. O sistema óptico desenvolvido mostrou boa repro-

dutibilidade na avaliação inter e intra-operador. Um estudo alargado foi desenvolvido

em 131 sujeitos jovens, com um valor médio PWV de 3.33 ± 0.72 ms−1 confirmando o

seu aumento com a idade. O teste comparativo entre a onda de distensão medida com o

sistema óptico na carótida e o perfil da onda de pressão adquirida invasivamente por um

cateter intra-arterial mostrou uma grande correlação entre as duas ondas (valor médio

de 0.958), validando a capacidade das sondas ópticas para estimar a forma da onda de

pulso de modo não-invasivo e sem contacto. A sonda óptica baseada em luz coerente foi

testada em combinação com algoritmos de processamento de sinal baseados nos métodos

short time Fourier transform e empirical mode decomposition, demonstrando ser capaz

de determinar os pontos caracteŕısticos da forma de onda com baixo erro (menor que

5ms). Uma configuração alternativa foi testada usando um fotodetector com uma maior

área que permitiu obter o efeito de self-mixing fora da cavidade laser. Esta caracteŕıstica

abriu a possibilidade de construir uma nova sonda adaptada a esta nova técnica de modo

a melhorar a qualidade do sinal e permitir uma aplicação biomédica. Globalmente, os

resultados obtidos para a metodologias desenvolvidas (protótipos e ferramentas de pro-

cessamento de sinal associados) mostraram ser posśıvel de medir a onda de pulso arterial

na carótida, para determinar vários parâmetros cĺınicos e avaliar a condição cardiovas-

cular.

Keywords: instrumentação biomédica; sistemas ópticos; onda de pulso arterial;

doenças cardiovasculares
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Chapter 1

Introduction

The present chapter delineates the motivation of the performed work
plan and describes the outlined objectives pursued during this study.
The chapter closes with a description of the global structure of the
thesis.

1.1 Motivation

Cardiovascular Diseases (CVD) are responsible for approximately 30% of global deaths
and for the next decades an increase is expected, contrary to all the other major diseases
that are expected to experience a decrease rate [1].

Over the last sixty years, there has been an extensive effort to find new techniques
that allow an early detection of pathological processes [2]. According to World Health
Organization (WHO), such tools are essential to decrease the incidence of CVD [3].
These facts illustrate the importance of focusing on the development of new methods
and devices for everyday practical use and patient monitoring.

Blood pressure and the arterial pulse waveform have long been known as funda-
mental medical signals [4]. Measurement of the structural and functional properties of
the arterial segment yields a host of indexes for the assessment of cardiovascular risk,
vascular adaptation, and therapeutic efficacy [5]. Numerous non-invasive techniques
have been developed to detect cardiovascular pulsation and blood pressure. The first
methods developed were the oscillometric methods, stethoscopes, phonocardiograms,
and manual palpation of superficial arteries, which were non-suitable for continuous
monitoring. Emerging trends in cardiovascular monitoring are moving away from more
invasive technologies to portable and non-invasive solutions. An optical method for non-
contact measurement of skin surface vibrations with the distension of the carotid artery
is promising nowadays [6].

Optical sensors represent greatest advantages in biomedical diagnostics compared to
other types of sensors. The most important advantage of optical methods is the noncon-
tact nature that allows the measurement without distortions in the shape of the pulse
curve. The optical methods are safe to use, since there is not direct electrical contact
between the measurement device and the measured person and also if the wavelength
of light used is safe to be directly applied on human skin. On the other hand, the
optical sensors allow the construction of systems based on low-cost components, which
represents an important feature for an extensive use in the clinical routine.

1
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1.2 Objectives

The main objective of this work was to demonstrate that with an optical system is possi-
ble to acquire the arterial pulse waveform, without contact with the skin of the patient,
and determine the most important clinical parameters using dedicated algorithms. The
major motivation of this work was to find a non-contact technique that allows to over-
come the limitations of commercial devices used in this type of hemodynamic parameters
assessment.

The optical system should meet some requirements that able the clinical use, such as
portable, compact size, lightweight and it was designed to have low power consumption
and low cost materials, to be ergonomic for the operator and user-friendly for the patient,
in order to be considered an interesting solution for commercial purposes.

The algorithms implemented should make possible the Pulse Wave Analysis (PWA)
and Pulse Wave Velocity (PWV) determination. The implemented algorithms should
also determine more precisely the diagnosis based on multi-parameters assessment. The
determination of several parameters based on the pulse pressure profile enables to over-
come errors that are implicit when only one parameter is analyzed.

The probe’s configuration was designed to make possible a local measurement of
PWV, which can detect earlier atherosclerosis phenomena and gives a more rigorous
measurement of PWV parameter in comparison with the current commercial devices.

The aim of this thesis was also to test probes based on coherent and non-coherent
light, and explore the features of each type of signal. In non-coherent light relevant
information is at the amplitude modulation of the signal, while in the coherent light
probes the information is in the frequency modulation. This fact has required specific
algorithms for signal processing.

For obese patients, it is difficult the assessment of pulse pressure waveform, therefore
it was intended to test different light wavelengths capable of crossing the superficial
layers of skin and fat tissue structures. Specifically for these patients were created
different specialized probes and the results obtained from probes with visible light were
compared with the results obtained with infrared probes.

To validate and characterize the developed optical probes and algorithms, several
protocols and experimental benches were made. Some of the experimental benches were
performed on a skin model that mimics the behavior and mechanical properties of the
carotid distension mechanism.

Bench tests were also performed in vivo with the objective to compare the results
obtained with the gold-standard devices. The result of the comparison has proven the
capability and feasibility of the developed optical probes in the detection of the distension
waveform, and determination of PWA and PWV.

1.3 Contents of this work

This dissertation is divided in eight chapters. Chapter 2 introduces the global health
problem that cardiovascular diseases represents. The most important established risk
factors are identified, and the correlation of the pulse pressure profile and pulse wave
velocity with the main risk factors are analyzed. In this chapter, a detailed overview
of studies performed on PWV based in regional or local assessment is presented. The
commercial solutions are presented, their working principles exposed and the advantages
and limitations of each method are discussed. It is presented also a summary of the
current prototypes for CVD assessment.
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Chapter 3 describes the developed optical system, the physical working principles
and respective electronic circuits. The acquisition box is an important module of the
entire work as it allows to digitize the signals from the four prototypes. It is disclosed
with specific circuits appropriate for the characteristics of each prototype. Detailed
information about software tools developed for signal acquisition, data processing and
data organization are available in this chapter.

The algorithms involved in the analysis of the pulse pressure waveforms are presented
in Chapter 4. Probes with coherent light and probes with non-coherent light were
tested. That originated two different types of signal. The prototypes based in non-
coherent light generate signals modulated in amplitude whereas for the prototype based
in coherent light the main features are contained in the frequency modulation of the
obtained signal. Therefore, different algorithms were implemented according to the type
of emitted light. Several algorithms were developed to extract characteristic information
from pulse pressure waveform. In particular, two main analyses are presented: for
signals with amplitude modulation and for frequency modulation. Relatively to the
amplitude modulation a differential method was implemented, which determined zero-
crossing of the three first derivatives, and the pulse transit time was determined by time
and frequency methods. The Doppler signals require time-frequency analysis to extract
most of the physiological important parameters. An algorithm based on the short time
Fourier transform and a new method based on Empirical Mode Decomposition (EMD)
were used to find the feature points of the pulse waveform.

Further on, the results of the experiments accomplished on the global dataset are pre-
sented in Chapter 5 and 6, where the algorithms previously conceived for parameters as-
sessment from the optical signals were tested and evaluated. Several test benches, which
were performed to evaluate the optical probes and dedicated algorithms are described in
these two chapters. The performance of the optical probes based on non-coherent light
is evaluated in Chapter 5, and the results for the probe based on self-mixing effect are
presented in Chapter 6.

Chapter 7 presents several studies on a preliminary validation of the optical system
devoted to the clinical evaluation. These studies attempted to validate the proposed
optical system as a reliable method to assess non-invasively local PWV and PWA pa-
rameters in the carotid artery. All studies presented in this chapter were approved by the
ethical committee of the Centro Hospitalar e Universitário de Coimbra, EPE Portugal.

Finally, the conclusions of the work and possible future research are discussed in
Chapter 8.



Chapter 2

Theoretical Background

This chapter describes the global problems associated to the cardiovas-
cular diseases targeted by the present thesis. The most important risk
factors are comprehensively identified and compared. Furthermore, the
correlations between the pulse pressure wave profiles and velocities are
analyzed. The identification of the risk factors, that account to the
accurate diagnostics of cardiovascular system alterations, represent an
objective of utmost importance in order to minimize hospitalization
costs and to reduce CVD morbidity and mortality rates. Lastly, a de-
tailed analysis of the commercial solutions is presented, as well as, an
overview of the currently used prototypes used for CVD assessment.

2.1 Cardiovascular Diseases Incidence

Cardiovascular diseases are a group of disorders that includes several heart diseases and
circulatory system, such as coronary heart disease, cerebrovascular disease, peripheral
arterial disease, rheumatic heart disease and congenital heart disease [3].

The WHO refers the cardiovascular diseases as the leading death cause worldwide,
resulting in a number of annually deceased people from CVD higher than from any other
cause [3]. The improvements of diagnostics, treatments, medications, and cirurgical
techniques were responsible to a significant decrease in total CVD mortality over the
past few decades [3], [7]. Nonetheless, it is estimated that 17 million people died from
CVD in 2011, are responsible for approximately 30% of global deaths and an increase is
expected for the next decades [1].

The access to effective and equitable health care services, including early detection
of pathological processes, is essential to decrease the incidence of CVD. Even though
the existence of cost effective and high impact interventions in the daily practice, the
WHO emphasizes and prioritizes the necessity to increase the investment in early detec-
tion through programmes that aim prevention and control of CVD in an earlier stage.
According to WHO, “people at high risk can be identified early in primary care, us-
ing simple tools such as specific risk prediction charts. If people are identified early,
inexpensive treatment is available to prevent many heart attacks and strokes” [3], [8].

An instantaneous and accurate diagnostic of changes in cardiovascular system and
identification of risk factors is of utmost importance to avoid hospitalization and to re-
duce CVD morbidity and mortality rates. The early detection based in multi-parameters
of pathological condition is the key to the patient survival. The European Guidelines on
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cardiovascular disease prevention in clinical practice evidence that “More research into
prevention of CVD is needed, starting early in life or even during fetal development” [9].
Consequently, there is an ever-increasing need and demand for novel and more efficient
diagnostic tools to early detect cardiovascular diseases [3].

Due to the high variability of individual risk, methods that estimate the risk of future
CVD events have been developed and applied [10]. Those methods identify relationships
between biomedical and behavior variables and future CVD events [11]. Such scores not
only stratify individual risk and identify those most likely to benefit from an intervention,
but also inform the most cost-effective allocation of preventive therapies [11], [12].

2.1.1 Risk Factors

The most important behavioural risk factors of CVD in western society are well known.
Among them, the unhealthy diet, sedentary, smoking habits and chronic ingestion of
alcohol are the most common. Behavioural risk factors are responsible for about 80% of
coronary heart disease and cerebrovascular disease [3]. In addition to the behavioural
risk factors, there are some risk factors that cannot be changed like age, gender and
family history [9]. Current risk-stratification systems are based on clinical judgment
and traditional vital signals including heart rate, respiratory rate, blood pressure, tem-
perature, and pulse oximetry. However, these vital signals have not been shown to
correlate well with clinical outcomes and are not sufficient to predict and evaluate the
cardiovascular diseases risk [3].

The appropriate management of classical risk factors (age, gender, smoking habits,
hypertension, high body mass index) and biological analysis (cholesterol, glucose, triglyc-
erides, potassium, sodium) together with new parameters (pulse wave velocity, augmen-
tation index) represent larger potential for more accurate diagnosis [13], [14].

Arterial elastic properties are increasingly applied for risk stratification purposes in
several populations. Recently, the European Society of Cardiology guidelines for the
management of arterial hypertension suggested the measurement of aortic PWV, con-
sidered the gold standard method for assessing aortic stiffness, as a tool for assessment
of arterial system damage [13]. Arterial stiffness is increasingly recognized as a surro-
gate end point for cardiovascular disease. Apart from invasive methods, it can also be
measured with non-invasively, reproducible, and using relatively inexpensive techniques
[14].

2.1.2 Arterial Stiffness

Arterial stiffness describes the reduced capability of an artery to expand and contract
in response to pressure of confined fluid. Arterial stiffness is caused by reversible or
irreversible changes in both the structural and cellular components of the arterial wall
[15]. Parameters that describe vessel stiffness include compliance and distensibility.

Compliance (C) is the ratio between arterial volume change (∆V) and pressure
change (∆P). In the arterial system compliance relates to the change in artery diam-
eter caused by left ventricular ejection. The compliance value represents the arterial
elasticity; for a low compliant artery, a substantial increase of pressure causes a small
variation of diameter vessel. Therefore, compliance indicates how easily an artery wall
can be stretched [15].

Distensibility is used to define compliance relative to the initial volume or diameter
of an artery and is convenient in comparing arteries of different sizes. Arterial stiffness
and its reciprocal arterial distensibility (or compliance), may provide indices of early
vascular changes that predispose to the development of major vascular diseases [15].
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Arterial stiffness is not uniformly disseminated throughout the vascular tree but is
often patchy, occurring in central and conduit vessels with peripheral muscular arteries
not exhibiting these stiffening changes.

On the other hand, arteriosclerosis is a diffuse and dilatory disorder that primarily
affects the media, which is the thickest layer and is composed of smooth muscle, per-
mitting the diameter and blood flow changes of the arteries. The cushioning function is
affected due to the stiffening and dilation of major arteries, which results in raised blood
pressure and pulse pressure, and the disturbance of the load upstream to the heart. The
stiffening of large arteries reduces their capacitance and increase the velocity of propa-
gation of arterial pulse pressure, thus contributing to a widening of pulse pressure and
to the enlarged prevalence of isolated systolic hypertension with age [16], [17], [18].

The atherosclerosis is the process of plaque buildup, is a focal and occlusive disorder
that primarily affects the intima (inner layer of the vessels and is composed by a single
cell layer that interfaces the lumen of the vessel and the tunica media). The conduit
function is affected due to narrowing of a major artery and ischaemia to the distal organ
or tissues [19].

Most events of cardiovascular diseases are caused by atherosclerotic diseases, with
most changes affecting the carotid bifurcation, where the common carotid divides into
the internal and external carotid arteries. By implication, an arterial stenosis corre-
sponds to the narrowing of the lumen of the artery. In extreme cases, the artery can
become blocked, mainly due to the accumulation of lipids in the intima layer of the
artery. This condition could lead to a decrease of the blood flow and subsequent oxygen
supply reduction to different organs and tissues. In the specific case of carotid stenosis,
cerebral perfusion is affected [19].

The most serious consequence of carotid stenosis is the stroke, which is fatal in one
third of the cases and survivors usually have permanent disabilities. Although many
patients have carotid stenosis, this disease is often only discovered after they have a
stroke. Therefore, its early detection is crucial in order to avoid such cases [20]. Thus,
the monitoring of the cardiovascular system has been growing in importance on the
diagnosis and management of many disease states, including the carotid stenosis [16],
[19].

2.2 Pulse Pressure Waveform

Hemodynamically, rather than merely consider its maximum and minimum values,
should be taken into account the overall shape of the arterial blood pressure curve to
describe the mechanical effects on the arterial wall and to give an adequate description
of arterial system behaviour.

Central blood pressure waveforms contain specific features related to the cardiac
and arterial functions as represented in Figure 2.1 [21]. The left ventricle contracts
and ejects blood to the arterial system, creating the arterial blood flow and pressure.
This phenomenon is easily conceived as a propagating pulse along the arterial bed. The
maximum sharp peak at the end of the ascending limb is the systolic peak pressure. The
dicrotic notch located on the systolic decline is caused by the closure of the aortic valve
during early diastole. The pressure then gradually drops until the diastolic pressure is
reached [18], [21].

Age related changes in aortic pressure waveforms exhibit early reflected waves and
high systolic and pulse pressure amplitudes as a consequence of the arterial stiffness
hence because of the early systolic wave reflections. These changes become noticeable
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Figure 2.1: Central artery pressure wave, representing a single cardiac cycle. Adapted
from [22].

after the third life decade, when the reflection peak comes together with the first rise
thus becoming unnoticeable and augmenting the overall systolic amplitude [15], [23].

Information on the interaction between the left ventricle ejection and the physical
properties of the arterial circulation can be determined by the descriptive and quantita-
tive analysis of the arterial pulse pressure waveform [18]. Such properties arise from the
reflective phenomena of the incident pressure wave generated by the left ventricle and
its reflections from peripheral sites. The mechanical impedance mismatches in arteries
and arterioles represents the major contribution to the appearance of the reflected wave
in systole and eventual summation with the forward incident wave and result in the
augmentation of the systolic blood pressure [15].

Four types of carotid pressure waveforms have been identified so far: type A, where
systolic peak appears after the maximum wave; type B, which corresponds to cases of
pronounced artery stiffness where the systolic peak appears after the inflection point
(although the difference between them is very close to zero); type C waveforms, where
the systolic peak appears before the inflection point, (commonly seen in healthy indi-
viduals that have low arterial stiffness and high elasticity); and type D, whose waves are
similar to type A waveforms but the inflection point cannot be identified. These typical
waveforms are shown in Figure 2.2 with amplitude in Arbitrary Units (AU) [24].

Morphologic features of individual arterial pressure waveforms provide diagnostic
clues to various pathologic conditions [22]. Aortic stenosis produces a fixed obstruction
to left ventricular ejection, resulting in a reduced stroke volume and an arterial pressure
waveform that rises slowly (pulsus tardus) and peaks late in systole. In cases of systolic
left ventricular failure the pulse pressure alternates in amplitude from beat to beat
even though the rhythm is basically regular. Many others diseases are identified with
abnormal pulse pressure waveform such as hypertrophic cardiomyopathy, left ventricular
systolic dysfunction, chronic obstructive pulmonary disease, congestive heart failure, etc
[25], [26]. These diseases have a typical pulse pressure profile. However many others
might have typical and distinct patterns and therefore more studies are required to
identify the waveform characteristics.

The pulse pressure waveform undergo alterations along the arterial tree. Pressure
waveforms recorded simultaneously at different arterial sites have different morphologies
due to the physical characteristics of the vascular tree (Figure 2.3). As the arterial pres-
sure wave travels from the central aorta to the periphery, several characteristic changes
occur [27], [28]. The pulse wave is more pronounced in the arteries but gradually di-
minishes in the peripheral blood vessels until it cannot be felt in the venous network
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Figure 2.2: Types of pressure waveforms (synthesized waves). Type A, in which
systolic peak appears after the peak of the wave; type B, the systolic peak appears
after the inflection point with the difference between them close to zero; type C, where
the systolic peak appears before the inflection point, commonly in healthy individuals;

and type D, whose waves that the inflection point can not be identified.

that returns blood to the heart. The arterial upstroke becomes steeper, the systolic
peak becomes higher, the dicrotic notch appears later, the diastolic wave becomes more
prominent, and the end-diastolic pressure becomes lower. Thus, compared with cen-
tral aortic pressure, peripheral arterial waveforms have higher systolic pressure, lower
diastolic pressure, and wider pulse pressure [23].

Figure 2.3: Differences in pressure waveforms along the arterial system. Adapted
from [29].

In clinical practice, it is recognized an increase in the whole amplitude of the pulse
pressure when it travels to a distal vessel. This amplification of the pressure wave with
distance (spatial amplification) does not require additional energy input in the arterial
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system, and so, by definition, is more a distortion than a true amplification, translated
as an alteration in the morphology of the waveform [30], [31].

2.2.1 Pulse Wave Analysis

The assessment of the cardiovascular system condition based on multi-parameters allows
a more precise and accurate diagnosis of the heart and the arterial tree condition. Risk
indicators can be assessed from the main parameters extracted to the arterial waveform,
its time characteristics and the pulse wave velocity. The PWA allows the non-invasive
determination of the main indices of cardiovascular function: Augmentation Index (AIx),
Subendocardial Viability Ratio (SEVR), Maximum rate of pressure change (dP/dtmax),
Ejection Time Index (ETI) and Area Under the Curve (AUC). The most important
points of the pulse pressure waveform are presented in Figure 2.4. The clinical definition
for the referred parameters and the mathematical expressions for their determination
are summarized in table 2.1.

Figure 2.4: Typical pressure waveform of a healthy subject and its main features used
to compute the indices of cardiovascular function: PP, SP, RP, DN, DP, SDu, TD and

pressure in the reflection point (Pi).

In the pulse wave analysis, the AIx is the most widely studied index with several
studies indicating that it is independently predictive of adverse cardiac events. AIx
describes the increase of systolic blood pressure due to an early backward wave, produced
by the reflection of the forward systolic wave on the peripheral arterial tree structure.
This index is defined as the ratio of blood pressure amplitudes at the timings of the RP
and SP, thus resulting in RP/SP expressed as a percentage. A convention for the AIx,
defines positive value when the reflected wave arrival occurs earlier than the systolic
peak the AIx, while a negative value of AIx indicates that the reflected wave is observed
after the systolic peak [35].

Several studies have focused on the relationship between AIx and Heart Rate (HR)
and a strong negative correlation between these two parameters is established. This is
explained by the early return of the reflected wave in systole when the HR is lower.
In this case, because heart is contracted during a longer period of time, the reflected
wave returns during the systole. As the HR increases, the return of the reflected wave
is shifted to diastole, thus, decreasing AIx [36], [37].

The Subendocardial Viability Ratio, or Buckberg Index, is a parameter that esti-
mates the myocardial oxygen supply demand relative to the cardiac workload and is an
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Table 2.1: Main parameters from pulse waveform analysis.

Parameter Definition Expression Reference Values

AIx Describes the increase of systolic blood pressure
due to an early backward wave, produced by
the reflection of the forward systolic wave on
the peripheral arterial tree structure.

±
Pi

PP
100

- 22 to 40 (%) [32]

SEVR Estimates the myocardial oxygen supply-
demand relative to the cardiac workload. It is
an indicator of subendocardial ischaemia.

∫ TD
SDu Pdt∫ SDu
0 Pdt

100
119 to 254 (%) [32]

dP/dtmax The ventricular contractility can be evaluated
by the maximum rate of pressure change, which
gives information about the initial velocity of
the myocardial contraction. Is also an index of
myocardial performance.

dP

dt

772 ± 229 (mmHg s−1)
[33]

ETI Ventricular systolic ejection time between the
aortic valve opening and closing. It is an im-
portant component on the evaluation of the left
ventricular performance.

SDu

TD
100

30 to 42 (%) [34]

indicator of subendocardial ischaemia [32], [36], [38]. The coronary perfusion, and con-
sequently the oxygen supply of the heart, occurs mainly during diastole. In opposition,
during the systole, due to the contraction of the heart, there is great energy consumption.
Normal and healthy heart operation requires an energy balanced systole–diastole cycle,
without which myocardial overload is expected and CVD risk increases. This heart cycle
energy trade-off can be directly estimated by pulse wave analysis through the ratio of
the diastole and systole areas (pressure–time integrals) on the pulse waveform. Results
from some studies in healthy subjects show that SEVR varies between 119 and 254%
[32], [35].

Ejection Time Index is another important cardiovascular parameter available through
PWA. The ETI, also referred to Left Ventricular Ejection Time (LVET), corresponds to
the ventricular systolic ejection time between the aortic valve opening and closing. Its
ratio to the total duration of the cardiac cycle represents the ETI (%) and is an important
component to evaluate the left ventricular performance. In healthy subjects the ejection
time is inversely related to the heart rate and varies directly with the stroke volume.
It is reported that in patients with cardiac failure the pre-ejection time increases while
the LVET decreases [39], [40]. Several studies provided evidence that the ETI varies
between 30 and 42% in healthy individuals [36], [41].

The ventricular contractility can also be evaluated by a parameter that reports the
maximum rate of pressure change, dP/dtmax, in the systolic upstroke. It is known that
this index gives information about the initial velocity of the myocardial contraction,
which is also an index of myocardial performance. In situations where fluid edema
enters the myocardial interstitium, affecting the stiffness of the heart and the myocardial
function, the dP/dtmax index decreases. A study performed on a 10 healthy people group
reported a carotid dP/dtmax of 772 ± 229 (mmHg s−1) [33].

The AUC of arterial pulse waveform is calculated by means of an integral function.
Using blood-pressure measurements recorded in 1655 women, the results show an area
under the curve of 0.56 (95% CI, 0.54–0.58) [42].
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2.2.2 Pulse Wave Velocity

PWV is defined as the velocity at which the pressure waves, generated by the systolic
contraction of the heart, propagate along the arterial tree. This parameter is related
to the elastic modulus (E ) of the arterial wall which represents the intrinsic wall stiff-
ness, and the arterial thickness (h) and blood density (ρ). The first relationship was
formulated by Moens and Korteweg and expresses:

PWV =

√
Eh

dρ
(2.1)

Later on, Bramwell and Hill described (2.1) the association in terms of distensibility
(D), which is determined by the blood vessel’s compliance (C ), the former relation can
be expressed:

PWV =
1√
DCρ

(2.2)

From the expression, is possible to deduce that higher PWV corresponds to lower
vessel distensibility and compliance, and therefore to higher arterial stiffness.

As the mechanical properties of the arterial walls change along the arterial system,
from the large arteries to the periphery, PWV is also affected by these changes. Normal
PWV values are plotted in Figure 2.5. The pulse waves travel through the arteries at
a speed of 4 to 15 meters per second depending on the vessel, PWV increases with the
distance from the heart (see Figure 2.5), along with the elastic condition of the arterial
wall, which is affected by a variety of factors in the pathological process [43].

Figure 2.5: Pulse wave velocity along the arterial system. Adapted from [43]

2.2.2.1 Regional Pulse Wave Velocity

The regional PWV assessment is usually done in two different arteries (commonly the
carotid and femoral arteries). The typical sites for pulse assessment are those where the
pulsation can be easily felt, such as in the radial artery, in the common carotid artery
or in the brachial or femoral arteries.

In 1961, Framingham study created multivariate risk scores to help to classify the risk
level of CVD [2]. The first Framingham risk score was calculated by using information of
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disease, age, gender, diabetes, smoking, blood pressure, and blood lipid concentrations.
Several studies followed the Framingham work in order to improve and develop new
guidelines for risk management based on many others parameters that could amend the
assessing individual risk [2]. The multiple parameter risk response score is a useful tool
to categorize patients for selection of appropriate therapeutics. In the following studies
main focus was given to the regional PWV as a predictive factor of CVD [12].

In 1962, by using a piezoelectric crystal microphone to record the pressure pulse in
radial and carotid arteries, Woolam et al. estimated the PWV in healthy subjects which
ranged between 6.75 and 9.04 ms−1 and for diabetic subjects varying from 8.35 to 12.76
ms−1. A significant increase in the pulse wave velocity was found in the diabetic subjects
[44].

Isnard et al. studied in a small population the differences of PWV in normal subjects
(8.9 ± 0.3 ms−1) and hypertension patients (11.8 ± 0.5 ms−1) [45].

In 1995, Asmar et al. studied the PWV in 418 subjects and concluded that the age
and systolic pressure are the major determinants for the velocity of pulse propagation
[46]. The differences between the PWV for normotensive, untreated hypertensive and
treated subjects and concluded that antihypertensive drug increase of arterial stiffness
with age [47].

Blacher et al. developed a study in a hypertensive population, that showed the
correlation of PWV with atherosclerosis alterations and constitutes a predictor of car-
diovascular risk in hypertensive patients [26].

The relationship of PWV and cardiovascular diseases was investigated in a hyper-
tensive patients, and was verified higher PWV in patients with clinical vascular disease
[48].

In 2001, pulse wave velocity was studied in subjects with 70 to 100 years old, which
indicate that the increase in aortic PWV is an independent marker of cardiovascular
risk in subjects with more than 70 years of age [49].

Lourent et al. performed a 9.3 years follow up study with 1980 patients, by assessing
PWV, with the aim of determining if aortic stiffness is an independent predictor of
cardiovascular mortality in hypertensive patients. Moreover, the authors related that
an increasing in 5 ms−1 in PWV is equivalent to an aging of 10 years in terms of
increasing the mortality risk [50].

A study with a cohort of 1045 hypertensive patients with a mean age 51 years and
with a mean follow up period of 5.7 years, shows that relative risk of coronary event
or any cardiovascular event increased with increasing level of pulse wave velocity and
evidences that PWV is an independent predictor of primary coronary events in patients
with hypertension [51].

Another study, with random sample of 1678 subjects aged 40 to 70 years, show similar
values for PWV independently of gender, 10.8 ± 3.2 ms−1 for females and 11.8 ± 3.6
ms−1 for males. The authors refer the need to develop more sensitive techniques to
measure the stiffness of various compartments of the arterial tree, which can be readily
applied in routine clinical practice for risk stratification [52].

In the Reference Values for Arterial Stiffness Collaboration, an European cross-
sectional study, performed in 11902 subjects, where PWV was assessed regionally (carotid-
femoral) using several devices, showed that the obtained PWV values were lower in the
group classified as normotensive (without cardiovascular risk factors subjects), from
which the authors had established normal values of PWV [53]. The results also demon-
strated that PWV increases with age and hypertension severity. The normotensive group
had a PWV mean distribution between 6.6 ± 0.8 ms−1 for subjects under 30 years old,
and 11.7 ± 2.9 ms−1 for the age category above 70 years old. This population was
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separated by age decade and Blood Pressure (BP) category (optimal, <120/80; nor-
mal, ≥120/80 and <130/85; high normal, ≥130/85 and <140/90; grade I hypertension,
≥140/90 and <160/100; and grade II/III hypertension, >160/100 mmHg). The rela-
tions between PWV, age and BP in the reference populations are graphically explained
in Figure 2.6 [53].

Figure 2.6: PWV according to age and BP in the reference value population. Adapted
from [53].

In 2011, a multicenter, observational study included 2200 Portuguese subjects, un-
derwent clinical assessment and annual PWV measurement, demonstrated that PWV
was significantly higher in individuals with cardiovascular events (11.76 ± 2.13 ms−1)
than in those without events (10.01 ± 2.01 ms−1), evidencing the clinical relevance of
PWV as a cardiovascular risk marker [54].

Several studies have focused on the determination of normal and reference PWV
values in groups with healthy subjects and patients with cardiovascular diseases, hy-
pertension, diabetes or heart disease. Table 2.2 summarize the main results of these
studies. Although all these studies have been performed for regional PWV, the local
measurement of the PWV is pertinent because of the arteriosclerosis local nature.
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Table 2.2: Studies of PWV caroti-femoral measurement and reference values.

Feature Population/Disease Number of
subjects

Age (years ±
SD)

PWV (ms−1) Device Reference

Healthy 15 33 ± 3 8.9 ± 0.3 Pulse transducer probe (Siemens
Elema AB) synchronism with ECG

Isnard et al. [45]
Hypertensive subjects 16 38 ± 3 11.8 ± 0.5
Healthy 418 46 ± 12 0.07xSP+0.09xage-4.3 TY-360 Pressure transducer (Fukuda

Co)
Asmar et al. [46]

Normotensive subjects 124 45 ± 13 8.5 ± 1.5
Doppler unit (SEGA-M842, Oregon,
USA) synchronism with ECG

Asmar et al. [47]Untreated hypertensive patients 224 48 ± 11 11.8 ± 2.7
Treated hypertension patients 164 59 ± 11 10.1 ± 2.6
Hypertensive without atherosclerosis 530 57 ± 13 12.4 ± 2.6

Complior R© Blacher et al. [26]
Hypertensive with atherosclerosis 180 67 ± 12 14.9 ± 4.0
Hypertensive without vascular disease 196 57 ± 13 12.4 ± 2.7

Complior R© Bortollo et al. [48]
Hypertensive with vascular disease 40 62 ± 13 14.3 ± 4.0
Subjects >70 years 141 87.1 ± 6.6 14.15 ± 3.11 Complior R© Meaume et al. [49]
Hypertensive patients 1980 50 ± 13 11.5 ± 63.4 Pulse transducer probes (Electronics

for Medicine)
Laurent et al. [50]

Hypertensive without CV events 948 50 ± 12 11.4 ± 3.1 Pulse transducer probes (Electronics
for Medicine)

Boutouyrie et al. [51]
Hypertensive with CV events 97 56 ± 13 12.8 ± 3.2
Female 800 53.5 10.8 ± 3.2 2 piezoelectric pressure transducers

(Hellige GmbH)
Willum-Hansen et al.
[52]Male 878 54.3 11.8 ± 3.6

Female 1127 37 7.4
Complior R©, Sphygmocor R©,
Pulsepen R© Vermeersch et al. [53]

Male 1080 39 8.2
Smoker 444 43 8.0
No smoker 2207 38 7.8
General population (52% hypertensive,
11% diabetic, 17% smokers)

2200 46.33 ± 13.77 10.05 ± 2.03 Complior R© Maldonado et al. [54]
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2.2.2.2 Local Pulse Wave Velocity

The local PWV measurement is made on a segment of an artery, whereas the regional
PWV assessment is usually done in two different arteries. It has been attested invasively
that PWV varies significantly along the entire arterial tree due to variations in both
the geometry and structure of the arteries. The carotid-to-femoral PWV estimation
therefore represents an average of the all local PWV values along the arterial segment
[43]. In the early stage, fibrous spots with small diameter are scattered on the arterial
wall and, in the final stage, the arterial wall becomes homogeneously hard. For this
reason, it is important to have an early diagnosis tool able to measure the local stiffness
of the arterial wall [55], [56].

Murgo et al. in 1980, measured the PWV in 18 patients by the catheterization in the
ascending aorta and obtaining an average over all patients of 6.68 ms−1 [57]. In 1985,
a smaller set of nine patients yielded a measured of 4.4 ± 0.4 ms−1 for the aortic root
pulse wave velocity, also during the catheterization [58].

The relationship between carotid-femoral and aortic pulse wave velocity was stud-
ied in 107 patients [59]. The velocities were measured simultaneously during cardiac
catheterization and comproved the higher values obtained in carotid-femoral velocity
(10.65 ± 2.29 ms−1) comparing to aortic velocity (8.78 ± 2.24 ms−1) [59].

Using an ultrasound records in 21 adults were measured the local PWV in the left
common carotid artery, obtained values in the range of 4 – 9 ms−1 and verified that
the velocity is increasing with age [60]. In 2008, an experimental method, based on
ultrassound data with higher frame rate, for the local determination of PWV in the
carotid artery obtained values for PWV of 3 – 4 ms−1 [61].

Another technique uses magnetic resonance that allows direct imaging of the thoracic
and abdominal aorta. The PWV can be determined by measuring the pulse wave at
2 points in the vasculature and by estimating the path length of the pulse wave. The
mean PWV obtained with this method in patients with diabetes mellitus, was 5.65 ±
0.75 ms−1 [62].

2.3 State of the Art

One of the major objectives of a CVD detection programme should be to identify the
persons who have asymptomatic arterial disease in order to slow the progression of
atherosclerotic disease and in particular to reduce the risk of clinical manifestations. The
revolution in technology has a clear influence in the decision making of cardiovascular
patients diagnostics, and can be applied in the early disease detection in asymptomatic
patients. A number of devices to measure arterial stiffness are currently commercially
available. The non-invasive measurement of arterial stiffness is usually acomplished
by a set of devices that measure PWV and that provide assessments of pulse pressure
waveform and PWA.

The most common technique to non-invasively assess PWV is based on the acquisition
of pulse waves generated by the systolic ejection at two distinct locations, separated
by a distance d, by determining the time delay, or pulse transit time Pulse Transit
Time (PTT), due to the pulse wave propagation along the arterial tree. The PWV
parameter is then simply calculated as the linear ratio between d and the PTT [63].

Many different pulse waveforms have been used to assess pulse wave velocity, such
as pressure wave, distension wave or flow wave. In previous studies, the comparison
between pressure and distension waveforms had shown that, these waves can be used
interchangeably for many analyses due to their similar wave contour. The results of a
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Table 2.3: Devices and methods used to determine arterial stiffness. Adapted from
[65].

Method Measurement Device

Non-Invasive
Regional PWV

PulsePen R©
Complior R©
Sphygmocor R©
Ultrassound

Local PWV
Magnetic Resonance Image (MRI)
Ultrasound

Invasive Pulse pressure Waveform Angiography

number of studies have concluded that the distension waves are slightly less peaked than
the pressure ones [64].

Some of the described equipment is able to determine regional PWV and others
for a local PWV measurement, and the most relevante are summarized in table 2.3.
More recently some of these devices had implemented others functionalities such as
computation of PWA parameters, like AIx.

2.3.1 Commercial Devices

In order to non-invasively assess the cardiovascular system, several techniques have been
developed. Some devices are routinely used in diagnostic work-up programmes in the
clinic environment but they have rarely been used in the population as image screening
tools such as MRI or Ultrasonic sensors, however, these are usually seen as a costly tech-
nique and difficult to operate. More recently, new techniques have become available to
detect new and several hemodynamic parameters. Pressure sensors, such as the tonome-
ter, is considered the gold standard method for measuring PWV, but some operating
skill is required to use this method which may influence the measurement. As a result,
the tonometry technique of PWV assessment is usually used in research and clinical
settings by well trained operators, but not widespread use in clinical or in ambulatory
environments.

PulsePen R©

The PulsePen R© (DiaTecne Milan, Italy) is composed of one tonometer and an inte-
grated Electrocardiogram (ECG) unit. The delay between pulse waves is determined by
applanation tonometery to obtain the carotid and femoral synchronized with the ECG
R peak and the foot of the wave determined [66].

Complior R©

The Complior R© (Colson, France) uses two dedicated piezoelectric pressure mechan-
otransducers directly applied to the skin in a simultaneous measurement of pressure
pulses. The Complior R© was validated through a range of epidemiological studies that
demonstrate the predictive value of PWV in cardiovascular diseases. A first probe is
positioned at the common carotid artery, the central detection site, whereas a second
probe was is placed at the femoral artery site. However it is possible to determine the
PWV in several pathways like carotid-femoral, carotid-brachial or femoral-dorsalis pedis
without the need of ECG recordings [67].
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SphygmoCor R©

SphygmoCor R© (AtCor Medical, Sydney, Australia) analyzes the pulse wave of the
carotid and femoral arteries, estimating the delay with respect to the electrocardiogram
wave and calculating the PWV. SphygmoCor offers the possibility of carotid–femoral
PWV measurements in two steps. The first step is used to simultaneously record carotid
pulse wave and ECG, while the second step is the recording of femoral pulse wave and
ECG. ECG recording during measurements is necessary for synchronization of carotid
and femoral pulse wave times [67], [68].

In the previously described techniques, PulsePen R©, Complior R© and SphygmoCor R©,
raveling pathway is measured on the body surface. Distance measurements are taken
with a measuring tape from the sternal notch to the carotid and femoral arteries at the
sensor location. In fact, this measured distance is an estimation of the true distance
travelled by the front wave and largely depends on body habitus [67], thus introducing
a significant systematic error on the PWV estimation.

Arteriograph R©

Arteriograph R© (TensioMed, Budapest, Hungary) does not measure propagation time
from carotid–femoral waveform recordings or the distance between carotid and femoral
arterial recording sites. The main principle of PWV estimation behind the Arteriograph R©
device is to record oscillometric pressure curves based on plethysmography and register
pulsatile pressure changes in an artery on the upper arm [67]. Since fluctuations in pul-
satile pressure in the artery beneath the inflated pressure cuff induce periodic pressure
changes in the inflated cuff, the oscillometric method measures these periodic pressure
changes (oscillations) as an indirect measure for the pulsatile pressure changes in the
artery beneath [69]. The pressure fluctuations in the brachial artery detected by the
cuff are analyzed and the difference in time between the beginning of the first wave and
the beginning of the second (reflected wave) is related to the distance from the jugulum
to the symphysis, resulting in the PWV. The software of the Arteriograph decomposes
the early, late systolic and diastolic waves and also determines the onset and the peaks
of the waves [69]. One important feature of this device is that it does not need auxiliary
methods for pulse wave calibration. Since it uses an arm cuff like a sphygmomanometer,
systolic and diastolic blood pressures are ”intrinsically” calibrated.

Photoplethysmography

Photoplethysmography (PPG) is another non-invasive method for the detection of pres-
sure waves propagated around the human body. The advantages of this method are:
movement artefacts reduction (Infrared (IR) probes lightly held against the skin without
perturbing the physiological system); infrared can then explore deep arteries according
to the wavelength and to the distance between the light source and the detector. This
latter characteristic is very interesting for assessing PWV in overweight populations.
However this technique can only be applied to peripheral sites of the body. Pressure
wave of blood undergoes changes in arterial tree, so that the waves obtained by this
method don’t give reliable information from one central system.

The measurements of PWV in overweight and obese subjects may be of major interest
in assessing cardiovascular risk. However, obesity is a well known factor of technical
operator bias when assessing PWV. The image techniques are a commercial solution to
acquire signals when the fatty deposit prevents the acquisition by other methods.
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Ultrasound

The ultrasound technique allows the determination of the PWV by estimating the time
delay between the diameter waveforms recorded simultaneously at two close positions
along the vessels. The PWV is determined by the ratio of the temporal and the longi-
tudinal diameter gradients. Alternatively the US may analyze the carotid and femoral
waves simultaneously and separately normalized with the electrocardiogram [65]. These
techniques depend on a reliable identification of the foot of the diameter waveforms and
a sufficiently high sampling frequency. Another method from ultrasound measurements
estimated local PWV as the ratio between change in flow and change in cross-sectional
area during a cardiac cycle [60].

Magnetic Resonance Imaging

PWV measured by Magnetic Resonance Imaging allows the accurate assessment of the
blood flow velocity with a enough temporal and spatial resolution to study the propa-
gation of the aortic systolic flow wave [70]. MRI is a non-invasive technique that allows
direct imaging of the thoracic and abdominal aorta without the use of geometric as-
sumptions. The accurate and direct measurement of the path length of pulse waves
in the proximal and distal aorta, even in the presence of a tortuous vessel, is a major
advantage over other techniques [62].

The MRI allows the assessment of PWV, or another aortic vascular parameters (aortic
distensibility, aortic compliance, aortic elastic modulus, and aortic stiffness index) [62].
Aortic PWV was calculated as ∆x/∆t, where ∆x is the aortic path length between the
2 imaging levels and ∆t is the time delay between the arrival of the foot of the flow
pulse wave at these levels, represented in Figure 2.7 [62], [71]. To extract ascending and
descending aorta flow curves, aortic lumen contours are segmented. The intersection of
the tangent line to the upstroke and the baseline were considered as the arrival time of
the pulse wave [70].

Figure 2.7: Transit-time method for calculating PWV in MRI. Velocity curves (right)
from a volunteer scan are computed at two distant cross sections (middle) along the
descending aorta (left). PWV = ∆x/∆t, where ∆x is the distance between the two
locations and ∆t is the time difference between the two velocity curves. Adapted from

[71].

Invasive Measurement

The best method for measuring aortic and pulse pressure waveform is the threaded
catheterization from a peripheral artery, during an angiography procedure. However,
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the invasive nature has several disadvantages and this method cannot be justified except
during a cardiac diagnostic or vascular procedure [72].

2.3.2 Non-Commercial Devices: Prototypes

In the Electronics and Instrumentation Group of the University of Coimbra, several
prototypes for non-invasive hemodynamic parameters assessment, including local PWV,
have been developed over the last years.

One probe based on piezoelectric transducers and another based on acoustic sensors
have been developed targeting local PWV assessment and are currently under clinical
validation studies [73]. The developed double headed probe consists of two piezoelectric
sensors, and the functionality of this probe allows the determination of local PWV and
AIx [73]. On the other hand, acoustic double probe consists of two sensors that detect
the main cardiac sounds when placed over the carotid artery. This probe is able to
determine the PWV, HR and LVET, from the detected waveform [74].

The clinical application of the novel non-invasive instrumentation can overcome prac-
tical and technical limitations inherent to the currently used methods such as arterial
applanation tonometry, ultrasound and plethysmography that require physical contact
of the probe with the patient and compress the artery throughout an entire cardiac cycle.
Due to the contact nature, the exact positioning of the sensors is crucial for the correct
measurement of PWV, and in consequence the quality of the recordings is strongly de-
pendent of the operator. Several efforts have been done in the last decade for to develop
novel instrumentation which provides non-contact measurements. The following pro-
totypes describe several systems based in optical techniques that allow the monitoring
the PWV and other vital signals without contact with patient, which representing a
promising techniques for PWV measurement without distortion.

Meigas et al. [75] presented an optical device based on self-mixing interferometry
coupled with fiber optics to measure the carotid artery displacement. Along the optical
sensor, an ECG was performed in order to determine pulse time delay.

Jukka et al. [76] developed a self-mixing interferometry prototype applied to car-
diovascular pulse measurements. The technique is used for pulse pressure waveform
detection over the radial artery.

Scalise et al. [77] proposed an optical procedure, with two optical head based in
Doppler vibrometer for measurements at long distances, suitable for monitoring the
cardiac activity.

Mirko et al. [78] developed a system based in optical vibrocardiography for measure
the regional pulse wave velocity at the carotid and femoral site, with ECG signal for the
synchronism.

Yanlu Li et al. [79] suggested a system with two laser Doppler vibrometry as a
potential technique to measurement the local carotid PWV in two locations along the
common carotid artery from skin vibrations.

Recently, Adriaan Campo et al. [80] presented an instrument with a double laser
Doppler vibrometer to assess the local pulse wave velocity at the carotid site PWV
estimation.

An ideal method for arterial stiffness assessment: would be able to measure the pa-
rameter directly, without any intermediate model or transfer function; be an independent
predictor for cardiovascular events, providing accurate information about the health con-
dition of the patient; be easy to use in daily clinical practice; allow a non-invasive and
non-contact measurement and, be validated in numerous studies with different groups
of patients providing reference values that are accepted by the clinical community.
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Measurement System

This chapter presents several aspects related with the design and assem-
bly of the prototypes and the data acquisition and management system.
A detailed description of the different non-invasive optical probes, used
to assess PWV and PWA parameters along with its portable system, is
performed. Four distinct prototypes were developed with different sen-
sor technologies and light sources. A data Acquisition Box and a dedi-
cated database were designed in order to integrate the requirements of
all the prototypes.

3.1 Overall Vision

The challenge in the development of hemodynamic devices is that the sensor should be
able to measure the arterial pulse waveform from a far distance, without disturbing the
wave profile. Optical techniques offer a lot of potential to address this challenge due
to the fact that they offer a very fast response to an external stimulus and allow non-
contact measurements. To study this issue, four different prototypes were developed
and evaluated both in test benches and in vivo.

To accomplish the requirement of a completely portable system, suitable for health
centers and hospital units involved in large-scale validation studies, the system should
be as portable as possible. In this way, the acquisition box circuit comprises both the
supply circuit for the probes and an acquisition system of analog data.

The portable optical system represented in Figure 3.1, that for referral simplicity is
and dubbed as GetPulse, is composed by a Data Acquisition Box (DAQ); a set of probes;
data processing software and a database.

3.2 Optical Probes

Emerging innovations in cardiovascular monitoring are moving away from more invasive
technologies to portable and non-invasive solutions, particularly to those able to perform
multi-parameter assessment. An optical method, for non-contact measurement of skin
surface vibrations associated with the distension of the carotid artery, yielded promising
results [75], [76]. The carotid artery is the natural probing site for pulse waveform
measurement, due to the heart proximity and because it is easily accessible due to its
proximity to the skin surface.

20
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Figure 3.1: Components of the GetPulse, the portable optical system for hemody-
namic multi-parameters assessment. Adapted from [81].

Beyond the ability to acquire a high definition non-invasive carotid distension wave-
form, the presented optical system shows several advantages over actual commercial
devices. The clinical application of this non-invasive method can overcome practical
and technical limitations inherent to the currently used methods such as arterial appla-
nation tonometry, ultrasound and plethysmography, that require physical contact of the
probe with the patient and compress the artery throughout an entire cardiac cycle. This
measurement technique is affected by the Bernoulli effect that distorts the shape of the
pulse curve itself [82], [83].

In tonometry, the probe needs to be placed over the widest pulsation area, and
requires support from solid structures like the bone. For this reason, it is difficult to
make valid measurements with applanation tonometry over the carotid artery, since they
are usually involved in soft tissues [84].

The major limitation inherent to the current commercial devices is that they simply
measure regional PWV [85]. However, and as mentioned before, peripheral arteries are
significantly stiffer than central arteries and this fact skews the interpretation of the real
value of PWV. Besides, the PWV in large central elastic arteries, such as the aorta or
carotid, increases with age, whereas brachial or femoral arteries PWV does not increase
so markedly [86]. Therefore the large heterogeneity of the structure of arterial walls at
different sites constitutes an important limitation of PWV regional measurement [16].
In fact, the Expert Consensus Document in Arterial Stiffness states that the PWV in-
creases from 4–5 ms−1 in the ascending aorta, 5–6 ms−1 in the abdominal aorta and 8–9
ms−1 in the iliac and femoral arteries. A local PWV measurement technique is hence
preferred [85]. Furthermore, this convenient approach to analyse PWV on an artery
segment avoids coarse approximations of the distance between test points, constituting
an important advance in PWV assessment. In fact, the carotid-femoral PWV assess-
ment implies measuring the distance between carotid and femoral sites over the body
surface. The accuracy of this measurement is markedly influenced by either the distance
determination protocols or the presence of abdominal obesity [85]. For these reasons
optical sensors are an attractive instrumental solution in this kind of time assessment
applications due to their truly non-contact that allows a measurement local PWV and
PWA in the carotid artery. Moreover, its simple architecture, its time resolution and the
low cost of production makes this prototype very interesting, competitive and allows to
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build a data set with interest for clinical studies, with a range of important dimensions
not available for other devices.

The developed optical probes are capable of emitting a constant beam of light while
simultaneously acquiring the reflected light. When the pressure wave travels underneath
a deformable surface like the skin, the deformation of the artery, close to the skin surface,
will alter the reflection light and thus, the signal generated on each sensor is correlated
to the passing pressure wave (Figure 3.2).

Figure 3.2: Effect on the reflectivity with a passing pressure pulse.

The developed probes are based on emission and detection of light and were designed
to detect the distension of arterial wall. Throughout the development process, the probes
were designed to detect the signal more efficiently. The Printed Circuit Board (PCB) is
cased in a plastic box with an ergonomic configuration to ensure a safe and user-friendly
probe for both operator and patient (Figure 3.3).

The developed probes can be arranged in 2 main groups depending whether of co-
herent a non-coherent light is need.

Figure 3.3: Optical probe method for non-contact measurement of skin surface in
carotid local.
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3.2.1 Probes based in Non-coherent Light

The probes have a common design structure which includes two Light-Emitting Diode
(LED) in the vicinity of two identical photodiodes sensors placed 20 mm apart. This
guarantees the local pulse wave profile assessment at two distinct spots, providing the
precise local determination of pulse transit time and thus of the local PWV. Both
elements (light source and sensor) are integrated in the probe’s PCB which also includes
basic electronics for signal conditioning.

Three distinct types of silicon optical sensors are used in this work: Planar Photo-
diode (PPD), Avalanche Photodiode (APD) and Lateral Effect Photodiode (LEP) each
one requiring a particular electronic circuitry. Semiconductor sensors generate a pho-
tocurrent which depends on the intensity and energy of the incident light, depending on
the materials and manufacturing technology.

Silicon photodiodes are semiconductor devices able to response to high energy par-
ticles and photons. Photodiodes operate by absorption of photons or charged particles
and generate a current flow in an external circuit, proportional to the incident light
intensity.

The photodetectors used in this work are not sensitive to position nor to the angle of
incidence of the light, integrating the number of photons per unit area and converting
them into electric current. The illumination is provided by LED and the photodetector
was disposed in an axial symmetry. The LED approximately act as a point source of
light. However, the skin is a dispersive media and this fact ensures that an homogeneous
distribution of the reflected light is achieved at the sensor level.

A silicon photodiode can be operated in either photovoltaic or photoconductive mode.
Mode selection depends upon the speed requirements of the application, and the amount
of dark current that is tolerable. In this case the photodiodes were operated in the
photoconductive mode in order to achieve their fastest switching speeds. The electronic
circuit is composed by op-amps on trans-impedance amplifier configuration.

The spectral response curve represents the responsivity as a function of the wave-
length, represented in the Figure 3.4 for the APD. The response of the silicon photodi-
ode to the wavelength of the incident light goes from 400 nm to 1100 nm, for both the
PPD and APD. The responsivity is low, close to zero (A/W) at the short wavelengths,
increasing until the maximum sensitivity wavelength is reached (930 nm for the PPD
and 830 nm for APD) and decreases thereafter [87], [88].

Figure 3.4: Curve of APD spectral response.

3.2.1.1 Non-coherent Light Source

For each type of sensor (planar and avalanche photodiode), two probes were built; one
designed to work with visible red light wavelength (625 nm) and another with IR (830
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nm and 940 nm for APD probe and PPD probe, respectively) [89], [90], [91].
The visible light used in optical probes is Mega Brightness LED (Multicomp R© OVL-

3328) composed by AlGaInP/Si with a dominant wavelength in 625 nm (red), with a
luminous intensity of the 80 mW/sr, a viewing angle of the 30o, with a forward voltage
of the 2.6 V and 30 mA for the forward current [89].

The IR light probes were built regarding that in obese subjects the carotid artery is
frequently not at the surface due to the adipose tissue accumulation around the neck.
In those cases the use of a wavelength that could penetrate more deeply into the tissues
was considered a required to allow the determination of the distension waveform, reason
for the use of the infrared light.

The IR LED peak wavelength is 850 nm and has a very high radiant intensity (about
110 mW/sr) and emission angle of the 26o with a forward voltage of the 1.5 V and 100
mA for the forward current [90]. For the infrared LED with dominant wavelength in the
940 nm the typical forward voltage of the 1.25V and 50 mA for the forward current, a
viewing angle of the 30o and a radiant intensity of 14 mW/sr [89].

In each probe, two LEDs provide skin illumination with the intensity controlled by a
variable resistor to ensure a uniform light distribution.

LEDs are current driven devices. The light they produce is proportional to the
current flowing through them. One way to maintain constant luminescence is to keep
the current through the LED as stable as possible, even it the supply voltage changes.

Thus, LEDs require a perfectly regulated constant-current power supply. It follows
that the primary role of the LED driver is to set the current to the nominal value as
represented in Figure 3.5. The LEDs are connected to the output of the op-amp with a
transistor to increase power. The feedback loop which is responsible for the accuracy of
regulation requires an extremely precise current source.

The architecture of a common constant-current is a closed-loop-control LED driver
circuit. The current is sensed through a resistor Rsense. The voltage across the resistor,
proportional to the LEDs current, is then used by the feedback input pin of the regulator
to adjust the control mechanisms and modify the voltage applied to the LEDs in order
to maintain the current through it constant.

A precision current source requires the use of a highly accurate op-amp with offset
compensation [92]. The op-amp actuates both as a voltage reference buffer and a con-
stant current control. A fixed DC voltage needs to be applied to Vref to establish the
current for the LED.

The simple transistor 2STN 1360 [93] current source was improved by inserting the
base-emitter junction of the transistor in the feedback loop of an op-amp. Now the op-
amp increases its output voltage to compensate VBE. The circuit is actually a buffered
non-inverting amplifier driven by a constant input voltage. It keeps up this constant
voltage across the constant sense resistor. As a result, the current, flowing through the
load, is constant as well.

3.2.1.2 Planar Photodiode Probe

The photodiode is a device in which the electric field of the depletion layer of a P–N
junction is used to collect current carriers generated by photonic absorption. The dif-
fused area defines the photodiode active area. The electron-hole pairs generated by light
incidence are swept away by drifting in the depletion region and are collected by diffu-
sion from the undepleted region. In this way generated current is proportional to the
incident light or radiation power.
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Figure 3.5: Schematic circuit of LEDs current drive. D5 represents the LED for a
reference to the operator position the probe. D1 to D4 represents the LEDs that are

responsible to provide skin illumination.

In this work a planar type from Silonex R© (SLCD-61N3), rectangular shaped pho-
todiode, 10.2 mm x 5.1 mm, biased at 15 V on the photoconductive mode, with a
maximum sensitivity wavelength for 930 nm, was used and, consequently, the infrared
LEDs selected for this probe have also approximately this wavelength [87].

In photoconductive mode, an external reverse bias is applied to the photodiode junc-
tion. The photocurrent generated on the device originates a voltage across the load
resistance (R1 represented in Figure 3.6). The current measured through the circuit
indicates illumination of the device; the measured output current is linearly propor-
tional to the input optical power. Applying a reverse bias increases the width of the
depletion junction producing an increased responsivity with a decrease in junction ca-
pacitance and produces a very linear response. This operation mode is the one that
exhibits the fastest response. The TL081 was used for trans-impedance amplifier for
current-to-voltage conversion [92].

Figure 3.6 shows only half of the components of the probe that further comprises a
second photodetector and two more LEDs, which are not represented in the figure for
simplicity. The probe was designed in order to measure the PWV and the final version
was composed by two planar photodiodes 20 mm apart and four LEDs, two for each
sensor.

During the development of this project, tree configurations for the probe were pro-
jected and implemented. The first version of the PPD based probe is presented on
Figure 3.7(a). This configuration was difficult to operate because the sensors establish
contact with the skin thus increasing the noise in the signal. The signal was also very
difficult to reach, because the probe did not adapt well to the anatomy of the neck. The
direct flow of light from the LED to the sensors combined with the reflected light with
no information resulted in a baseline that limited the amplitude of the signal containing
the relevant information.

The second version of the PPD based probe is presented on Figure 3.7(b). The main
improvement of this probe relatively to its preceding is the external architecture. Here
both the sensors and the LEDs are buried on the “chassis” of the probe limiting, in
this way, the contact of the sensor with the skin and also the amount of reflected clear
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Figure 3.6: Schematic of one PD and light sources (L1 and L2) of the probe and light
interaction with skin.

light and direct back-flow of light diminishing the baseline amplitude. The LEDs are
also arranged in a configuration that provides an even illumination of the skin under the
sensor. This probe was still not ergonomic enough making the signal acquisition process
difficult.

(a) First version. (b) Second version.

Figure 3.7: Details of the first versions the PPDs probe.

The probes usability and the operator ergonomic requirements were also considered
when developing the new configuration. Their design concerned the functional require-
ments and their hardware is enclosed in an ergonomic plastic box that ensures easeful
handling to the operator (Figure 3.8). Also the security for both the patient and the
operator is guaranteed. Indeed, neither the LEDs, the photodetectors nor the printed
circuit board directly contacts with the patient skin. The electronic components remain
at a fixed distance from the skin (3 mm) ensuring a totally non-contact assessment.

The next step, after the design optimization, was developed on prototype with in-
frared light. LEDs with a 940 nm are chosen according the maximum sensitivity wave-
length for the planar photodiode. In order to better distinguish the probe types of
illumination, two different plastic casing (white and black) were chosen to enclose IR
light probe and visible light probe, respectively (Figure 3.9).

Probe casing also has an extra LED, in the right side of the plastic case, used as a
reference to the operator position the probe, in order to each acquisition could be done
in the same position as previous measurements.
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(a) Ergonomic probe design. (b) PCB of PPD probe.

Figure 3.8: Structure of last version of optical probe with two planar photodetectors
and light sources, inside an ergonomic plastic box.

Figure 3.9: Infrared light PPDs probe (white box) and visible red light PPDs probe
(black box).

3.2.1.3 Avalanche Photodiode Probe

Analogously to the conventional photodiodes, APDs operate from the electron-hole pairs
created by the absorption of incident photons. An avalanche photodiode is a photodiode
that internally amplifies the photocurrent by an avalanche process. In APDs, a large
reverse-bias voltage, typically over 150 Volts, is applied across the active region. The
high voltage causes the photoelectrons, initially generated by the incident radiation to
accelerate as they move through the APD active region. As these electrons collide with
other electrons in the semiconductor material, they cause a fraction of them to become
part of the photocurrent. This process is known as avalanche multiplication. Avalanche
multiplication continues to occur until the electrons move out of the active area of the
APD. Under these conditions, gains of around 50 will result from the avalanche effect,
providing a larger signal from small variations of light reflected from the skin and will,
at least theoretically, improve the Signal-to-Noise Ratio (SNR).

On the other hand, since the sensitive area of this sensor is very small (1 mm2), the
accuracy of the estimations increases. In fact, comparatively to the planar photodiode, in
which the detection of light takes place over a much larger area, this sensor can measure
an almost point of the skin, thus decreasing the error associated to the detection solid
angle.

APDs used in the probes (Advanced Photonics R© (SD 012-70-62-541)) show a max-
imum light sensivity in the infrared wavelength region, specifically at 830 nm [88]. A
probe with visible red light wavelength (625 nm), along with another with infrared light
of 830 nm wavelength was developed.
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The APD probe includes the high voltage biasing circuitry (-150V) necessary to guar-
antee the avalanche effect, showed in Figure 3.10. TS Series, TS 0.25N (Matsusada R©)
was used for a high voltage DC-DC converter suited for biasing APDs with low ripple
(less than 10mVpp), input current of the 70 mA, and input voltage of 12V. The LM7812
is responsible for the regulation of the 12V for the input of the high voltage converter
[94]. The output voltage of TS 0.25 N is controlled by a remote control voltage (0 to
10Vdc) and guarantees continuous output short circuit protection [95]. For the remote
control voltage a circuit based on TL071, that provides a voltage of 6V was used. The
small input capacitors in the circuit (C4 and C5 of 100 nF) have low inductance giving
it excellent high frequency response and noise filtering capabilities. The C1 and C2 filter
out ripple changes and large load transients. The TL082 was used for trans-impedance
amplifier for current-to-voltage conversion for the dual photodetectors in the probe (the
op-amp in the Figure 3.6 configuration).

Figure 3.10: Schematic of the high voltage biasing circuit of APDs.

For the optical probe based in APD sensors an interface based in silicone structure
was tested in order to ensure the non-contact of the optical elements with the sensing
media. In this way is also possible to reduce the distress of the patient by the silicone
characteristics of soft texture and adaptable form (Figure 3.11).

(a) PCB of APD probe. (b) Optical probe inside the plastic box, with sil-
icone interface.

Figure 3.11: Structure of optical probe with each APD in the center of two visible
LEDs.

The next diagram (Figure 3.12) shows the configuration of the probe elements, LEDs
and the photodetector, and the light interaction with skin. The radiation pattern in
far field is characterized by the angular intensity distribution. Radiant intensity is the
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radiant flux per solid angle in a given direction from the source. In the Lambertian
pattern the maximum light intensity is at 0o. As the angular displacement increases the
light intensity falls and for high angle amplitude the light intensity is almost negligible.
The illumination profile at the skin level results from the typical Lambertian radiation
pattern form LED emitters [96], [97]. The small distance between the two LEDs merge
a fusion of the respective radiation pattern in the spatial distribution that correspond
the photodetector sensitive area.

Figure 3.12: Structure of the optical probe with APD photodiode sensor and light
sources. Schematic of the light interaction with skin.

The skin surface act as a diffuse reflector that scatters light over a wide angle range.
This characteristic contributes for the homogeneous distribution of the reflected light.
Thus, a uniform illumination scheme is provided in the area (about 140 mm2) where
the reflection occurs, neglecting the influence of the light incidence angle.

The scheme represented in the Figure 3.12 for light emission and interaction with skin
is the same for two prototypes based in non-coherent light, the PPD and APD probe.

3.2.1.4 Lateral Effect Photodiode Probe

Another prototype using non-coherent light was created based in LEP. This probe
presents a different configuration due to the dimensions of the LEP. However, has a
similar architecture, LEDs for the illumination and a position sensing photodetector,
the LEP [98]. A LEP is a continuous photodiode along all its detective area, without
gaps or dead points. It is a position sensing detector, as it provides direct information on
light spot displacements across the detective area. When light reaches the photosensor,
two currents are generated, proportional to the light intensity and spot position on the
photodetector area (Figure 3.13(a)) [99].
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(a) Schematic of LEP. (b) Circuit of LEP.

Figure 3.13: The lateral effect photodiode. a) Schematic diagram of LEP and b)
equivalent circuit for the LEP and the amplifiers used [99].

When the light reaches the center of the photosensor, two equal currents are gener-
ated, I1 and I2. As long as the beam light moves along the length of the active area,
the currents generated are used to determine the position, X, of the light beam for each
time instant using equation 3.1, from which PWV would be determined.

X =
I1 − I2

I2 + I1
. (3.1)

Position sensitive detectors can achieve spacial resolutions of 1 µm without any signal
amplification, which makes them suitable for accurate measurements [99].

The developed probe contains a LEP operating on the photoconductive mode (bias
voltage applied was 15V) whose output signals are amplified (Figure 3.13(b)). The
illumination circuit of this probe is composed of two lines of 9 LEDs placed on either
side of the sensor (30 x 5 mm) to provide illumination and form the entire probe that
shown in Figure 3.14.

Figure 3.14: Photo of lateral effect photodiode probe.

The light emitted by the LEDs is reflected on the skin and its intensity and spot
position detected by the LEP. For a passing pressure wave, the position of the intensity
maximum is recorded over time, thus allowing the pressure waveform assessments.
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3.2.2 Self-Mixing Coherent Light Probe

One great advantage in the use of coherent light consists in the possibility of using com-
ponents which act simultaneously as emitters and receivers of light thus simplifying the
optical alignment. The theory of self-mixing is based on laser Doppler effect and the
interference between the emitted and reflected waves in a moving target, i.e. different
wavelengths [100], [101]. This approach allow an simple optical scheme, with only one
optical axis, as an alternative to the multi-axis schemes using several optical compo-
nents. These characteristics reduce the size required by the optical probe and allow
improvements in the ergonomics design.

The laser-based technique has been applied in biomedical areas due to its advanta-
geous metrological characteristics that represent one opportunity to develop one inter-
esting solution for to help in the diagnostic the CVD with potential to be an alternative
to current research methodologies. The self-mixing effect has been used in several hemo-
dynamic applications for PWV analysis [6], [76], [77], [102], [103], [104], but their clinical
applications and commercial development are still in the emergent stage.

The construction of a new device, using simple low cost optical and electronic com-
ponents, along with a new algorithm that improves the accuracy in the extraction of
parameters, fills the existent gaps in the assessment of the arterial pulse pressure. The
optical probe based in coherent light was developed for recording the pulse pressure
waveform by sensing the skin vibration profile using a self-mixing laser Doppler vibrom-
etry.

3.2.2.1 Theory of Self-mixing interferometry

The self-mixing effect can be modelled as a three-mirror Fabry-Perot structure. The
schematic arrangement of the self-mixing effect in a semiconductor laser is presented in
Figure 3.15.

Figure 3.15: Schematic of self-mixing effect in a laser-diode.

Mirrors M1 and M2 form a laser cavity, of which L has an effective refractive index of
µe. The external target, M, is located on the optical axis at distance Lext. Photodiode
is located in the laser package behind the laser cavity to measure power fluctuations
within it.

According to the theory, mirror M2 is replaced with an effective mirror, which com-
bines the laser cavity and the external cavity to form a compound cavity. The amplitude
reflection coefficient of the effective mirror r2 is:

r2(v) = r2s + (1− |r2s|2).r2ext.exp
−j2πvτext (3.2)
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where r2s and r2ext are the amplitude reflection coefficients of laser mirror M2 and ex-
ternal target Mext, respectively [6], [105]. The optical frequency is v and τext corresponds
to the round trip delay back and forth through the external cavity, τext = 2Lext/c, which
is assumed to be air in this case and c is the speed of light. Multiple reflections are
ignored in the external cavity since |r2ext| << |r2s|.

The optical power fluctuations ∆P of the laser-diode are related to gain variations
and follow the equation:

∆P ' gc − gth = −kext
L
. cos(2πvτext) (3.3)

where gc is the threshold gain in optical feedback and gth is the threshold gain without
optical feedback [6], [105]. The coupling coefficient, kext, varies between zero and unity,
defined as kext = (1−|(r2s)

2r2ext/r2s). The gain in the laser-diode is produced by driving
a high current density into the active area. Because external optical feedback causes gain
variations, the self-mixing phenomenon can also be measured from the pump current of
the laser-diode.

Self-mixing effect occurs when the laser emitted light with frequency (f ), reflected
from an object (M in Figure 3.15), re-enter the laser cavity with a frequency-shifted
(f ’ )and interacts with the original laser light, causing fluctuations to the laser power
[106].

If the reflector object is moving, the reflected light presents a different frequency
from the original light. The theoretical relation of the Doppler frequency, f ’, is given
by equation 3.4, where v is the vector magnitude of the target’s velocity, θ is the angle
between the optical axis of the sensor and the velocity vector, and λ is the laser light
wavelength [107].

f ′ =
2v cos(θ)

λ
(3.4)

If the measurement is perpendicular to the target, equation 3.4 is reduced to f = 2v/λ
and further, solving the velocity, v = fλ/2. Replacing this to equation 3.3, it can be seen
that the power fluctuations of the laser-diode are related to the Doppler frequency. Thus,
it is possible to determine the velocity of the target measuring these power fluctuations.

When two sinusoidal waves with the same amplitude and similar frequencies inter-
fere inside the laser cavity, the resulting wave is a sinusoidal waveform with modulated
amplitude. These variations of amplitude are called “beats”. To show this mathemat-
ically, one can consider the superposition of the two sinusoidal waves: s1 = A sin(αt)
and s2 = A sin(βt) where A is the amplitude of each wave and α and β are the angular
frequencies w = 2πf .

The resulting wave is:

A sin(α) +A sin(β) = 2A sin(
α+ β

2
) cos(

α− β
2

) (3.5)

The following Figure 3.16 shows two signals with close frequencies (upper), which
result in beats after interference (lower).

By mixing the Doppler-shifted wave with a reference wave (original frequency), a low
frequency beat is produced with exactly the frequency shift produced by the Doppler
effect. The Doppler shift of scattered light is proportional to the component of its
axial velocity. Its magnitude can be evaluated by measuring the frequency of the beats
produced by the scattered light.
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Figure 3.16: Amplitude modulation resulting from interfering waves (upper) and the
resulting beat wave (lower).

3.2.2.2 Hardware Prototype

In the developed probe, Laser-diode (LD) were mounted perpendicularly to a printed
circuit board layer. The probe includes a LD driven by a constant current as well as
signal conditioning electronics based on a trans-impedance amplifier.

The prototype uses a laser-diode from Laser Components (Visible Laser-Diode ADL-
65075TL) with a peak wavelength of 635 nm, 5 mW output power and an operating
current of the 30 mA [108]. The relevant regulations according to International Com-
mission on Non-Ionizing Protection (ICNIRP) Guidelines and the applicable accident
prevention roles were taken into account [109].

Lasers are specified sources that should have particular safety handling procedure.
Photochemical effects are more dangerous in lasers with small wavelengths (ultraviolet
radiation). According to ICNIRP international standard, the Maximum Permissible Ex-
posure (MPE) determine the level of laser radiation to which, under normal conditions,
persons may be exposed without suffering adverse effects. The maximum MPE of skin
to laser radiation, for long time (103 to 3x104 seconds) for wavelengths between 400 to
700 nm, is 2000 W m−2 [109].

The irradiance is then calculated by the light output power and the approximate
diameter of laser beam of the 3.5 x 10−3 mm for check if the selected LD is safe for skin
long time exposures.

Elaser =
P

A
=

5× 10−3

π × (1.75× 10−3)2
= 520Wm−2 (3.6)

This value is therefore lower them the maximum MPE allowed and hence suitable for
the proposed uses.

The laser-diode component is composed of two parts, a light emitter (laser-diode)
and receiver (photodiode), allowing the acquisition of self-mixing interferometry signals.
The linear relation between monitor current and power is extremely important. This
parameter allows monitoring the laser output power through the changes in photodiode
reverse current. Since self-mixing effect produces power variations proportional, in fre-
quency, to the target object velocity, through the acquisition of the photodiode current
is possible to monitor its velocity.

Laser power is strongly influenced by the operating current and temperature, mainly
above the threshold current. To maintain a constant output power it is necessary to
maintain in the LD a constant current which can be achieved using a current driver. The
laser-diode is fed with a constant current by a simple driver. This driver is composed
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of a LM337T, which is a negative voltage regulator [110]. The LM337T set a constant
potential difference of -1.25 V between Vout pin and ADJ pin. By using a constant
resistance between these pins is possible to control the supply current. For an operating
current of 30 mA, for the laser-diode, the appropriate value for source resistance is 42
Ω. The circuit schematics is represented in the Figure 3.17.

As previously mentioned, the self-mixing signals are extracted from the photodiode
reverse current. Current signals are difficult to measure and photocurrents are usually
very small and require amplification. In order to convert the current intensity into
voltage potential, a trans-impedance amplification stage is necessary.

The trans-amplification stage was constructed by using an operational amplifier.
Since all the current must be preserved, an op-amp with a low bias current is essential to
perform a better amplification. The OPA 129 ultra-low bias current was used with this
purposed since its input bias current OPA 129 is very low (30 fA) [111]. This component
was used in a trans-impedance amplifier configuration that converts the photocurrent
generated by the PD to voltage as the Figure 3.18 shows. The OPA129 is biased with
± 15V to ensure that it does not saturate when the op-amp have a high gain.

The optical probe was designed to allow for PWV measurements and for this rea-
son two LD with 2.78 cm between then were used. This spatial limitation has to be
balanced with a good time resolution in the signal acquisition and with fast sensor re-
sponses. Driver and trans-amplifier are independent circuits for each LD to minimize

Figure 3.17: Functional diagram of laser-diode driver using the LM337T.

Figure 3.18: Functional diagram of trans-amplification stage for laser-diode and pho-
todiode.
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Figure 3.19: Block diagram of the optical system and all its minor components.

the possibility of electrical crosstalk. The probe is cased in a plastic box with holes for
each of the laser-diodes in the front face which permits the emission and reception of
light (Figure 3.20).

Figure 3.20: Photography of the laser-diode prototype.

The developed probe was designed in order to minimize the forces applied and improve
the procedure of positioning the probe in the measuring site. The probe should be
shaped and textured to be comfortable for both the user and patient. The complete
design should be easy to stow and transportable in a clinical setting, compact and agile
system.

3.3 Acquisition Box

The acquisition box integrates interfaces to all the optical probes with specific circuits
appropriate for the characteristics of each prototype. The acquisition box is an important
module of the entire work as it digitizes the signals from all the prototypes, allows to
send and store data in a personal computer and power supplies the probes. The box
main modules are the power supply, anti-aliasing filter and the acquisition system.

On the back panel of the acquisition box there are two input entries for Universal
Serial Bus (USB) connection to the computer. The Data Acquisition System (DAS)
uses a USB connector to transfer data and power supply while the DC/DC converter
uses another USB connector for power supply. The use of two USB connectors was a
necessity to reduce the digitalization noise of DAS.

In the front panel of the box, represented in Figure 3.21 there are three inputs for
corresponding prototype probes, power switch buttons, and a LED to indicate the con-
nection status of the acquisition box with the host computer. Each probe has its own
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entrance, with different types of plug to prevent incorrect connections. Attached to each
entry exist one ON/OFF button which is responsible for connecting the probe. Although
probes have a common acquisition box, they are not supposed to be used simultaneously.

Figure 3.21: Front panel of the GetPulse acquisition box.

The LEP prototype was abandoned in the first tests benches (section 5.1) and was
not included in acquisition box.

3.3.1 Power Supply

To accomplish the requirement of a completely portable system able to be carried to
health centres and hospital units in large-scale validation studies, the system should
be portable and power supplied by an USB port. In this way, all the components are
directly or indirectly supplied by USB port. USB supplies a 5V DC electric power with
a maximum current intensity of 500 mA [112].

For the three prototypes, as the APD and LD probe has to be supplied with± 15V and
the PPD probe has to be supplied with ± 12V, two conversion circuits were integrated
in the acquisition box (Murata R© NDTD 0515C and XP Power R© IR 0512S converters,
respectively) [113], [114]. The converter NDTD0515C Murata R© Power Solutions sup-
ports a 5V DC input and provides two outputs of +15V and -15V with a maximum
output power of 3W and minimum efficiency of 75 %. The converter XP Power R© IR
0512S provides the ± 12V with a maximum output power of 3W and minimum efficiency
of 85%.

The PPD probe needs a different power supply in result of in vivo tests, for the
acquisition in the human skin in the Caucasian persons. In this case a saturation of
signal generated by the photodetector was observed and the solution passes through the
decrease of the LEDs power supply voltage. This effort decreased the luminous intensity
and solved the saturation problem in vivo acquisition.

3.3.2 Anti-aliasing Filter – Laser Probe

Prior to the signal acquisition, a filtering stage is extremely important to prevent aliasing.
Aliasing is a signal discretization effect that distorts the original signal. According to
sampling theorem, the minimum sampling frequency needs to be higher than twice the
highest interest frequency present in the signal in order to prevent aliasing.
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For the LD probe where signals have a frequency modulation, the aliasing of higher
frequencies could be a problem for the signal quality. To reduce the artefacts introduced
by this effect, an anti-aliasing filter based on TL081 op-amp was implemented for the
self-mixing signals (Figure 3.22) [92].

Figure 3.22: Schematic diagram of anti-aliasing filter.

This op-amp configuration has a DC gain of –R2/R1 and the stop band drops off -20
dB per decade because it is a first-order filter. The selected cut off frequency was 50
kHz and the gain was -1. The cut off frequency was selected according to the sampling
frequency of the acquired self-mixing signals.

3.3.3 Data Acquisition System

In order to digitize the probe signals, a commercial data acquisition system was used.
In this work the NI USB-6361 was used to acquire all the data [115]. This module has
a resolution of 16 bits and a maximum sample rate of 1MS/s with multiple channels
and 2MS/s if only one channel is performing the acquisition [115]. This platform is con-
nected to a host computer running Matlab R© R2011a data acquisition toolbox. Through
Matlab R© it is possible to control the acquisition parameters such as sampling frequency,
number of channels to acquire, total time of acquisition and recording the signals for
posterior analysis.

3.4 Database and Graphic User Interface

With the first acquisitions, when the collection of signals becomes larger and some
data could be loss or become unsystematic emerge the necessity to create a structured
database. Storing the data in a relational database brings several benefits, such as the
possibility to reduce the redundancy, to enhance the data integrity and flexibility, to
facilitate the data access to users as well as improve data security.

According to the system requirements, for a several optical probes, a relational
database was developed in order to store and organize the acquired data from the optical
system with the patient clinical information and the acquisition characteristics, and was
connected to the signal processing software in order to achieve an integrated system.
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3.4.1 Database Schema

A database schema is the set of diagrams that define its entire structure of the database.
A relational database schema is composed by an arrangement of tables (entities) and the
relationships between them. An Entity-relationship (ER) model is a high-level database
modelling method used to build a conceptual design for a database. An ER diagram
illustrates the data architecture, how the attributes are arranged by different entities
and gives a global view of the relationships between them.

Four entities were created: Acquitision, Porbe, Operator and Subject. The Acquisi-
tion entity contains the basic principle of the system requirement: a patient could be
submitted to more than one acquisition but one acquisition has to belong to one and
just one subject. The Acquisition entity contains all the values of the obtained hemody-
namic parameters, such as PWV (determined by several algorithms), AIx, SEVR, ETI
or dP/dtmax, among others. It also comprises data that will better define the acquisition,
such as which probe had been used, in which institution was the acquisition carried out,
which operator had realized the acquisition, as well as time/date characteristics and the
filename of the saved file (that corresponds to the acquired signal). When applicable,
the values acquired by commercial devices (for comparison purposes) can also be saved.

The Subject entity allows to store personal data of each patient, such as biometric
values, diseases and risk factors information, as well as familiar medical information.
The Probe register which probe was used in each acquisition, and Operator, the whom
operator did the acquisition.

As each probe could be used for more than one acquisition (or none) but one acquisi-
tion could be made with one and just one probe (mandatory), the relationship between
the entity Probe and the entity Acquisition has a cardinality one to many (1:N) and is
mandatory in Probe to Acquisition direction. The same is applied for the relationship
between Operator and Acquisition, and between Subject and Acquisition.

Every entity has an attribute (or attributes) is named primary key and it allows
the univocal identification of any record in the table. To univocally identify each
record in Acquisition table, an incremental serial attribute was defined as primary key
(id aquisition). In Subject entity the chosen primary keys are the initials of the subject
name (initials) and the Date of Birth (DOB). Preferably the primary key to univocally
identify the subject should be an identification number or patient registration number.
However, the identification number no guarantee the confidentiality of the subjects.

For every attribute there is the need to define the data type that will be stored and the
constraints for each one. This has a special importance in maintaining the data integrity;
restricting the entry of data values in a specific type help to reduce the probability of
violation of the integrity rules. As mentioned before, the entities are related to each
other by specific relationships. The attributes that define those relationships are foreign
keys. A foreign key is an attribute (or a set of attributes) of one table that is identified
as primary key in another table, allowing the record association between those tables.

The developed physical model is represented in Figure 3.23. Both the ER and the
physical diagrams were designed using the Sybase PowerDesigner (v. 15.2, Sybase Inc.)
software.

The Database Management System (DBMS) used to control, maintain and access the
developed database is PostgreSQL 9.1 (v. 1.14.0, PostgreSQL Inc.), which consists of
software that allows the access, maintenance and the control of data by one or more users.
The DBMS ensures that the integrity of the data, since it guarantees that the requests
made by the user to save or modify data does not infringe the defined constraints.

The user interface to a relational database is the Structured Query Language (SQL).
The SQL statements permit the user to manipulate, define, control and consult the data
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Figure 3.23: Developed physical diagram of database. The symbol < pk > represent
the primary keys of each entity and < fk > represent the foreign keys. Adapted from

[81].

in a database. From a physical model a set of SQL statements are generated in order to
create the tables, define relationships, characterize attributes and data types and specify
column constraints.

3.4.2 Graphic User Interface

The interface encloses the real time acquisition signal processing and database connec-
tion joined in a single graphic user interface that allows the user to: quickly visualization
in real-time the acquired data, process and save it; visualization of the signal segmenta-
tion, as well as filter the baseline variations and change features of the peak detection
algorithm; save the acquired signal for further processing with a default file name (pa-
tient name, date, time and probe); store the obtained hemodynamic parameters in the
database and data acquired by another device can also be introduced in order to be able
to compare the obtained values.

The Figure 3.24 shows a schematic flowchart of the principal steps of the user inter-
face. When the user opens the software, four main options are available: Register new
patient, New acquisition, Open saved signal and Consult.

In the Register new patient option, the user can insert a patient in the database by
fulfilling a set of text fields with the patient personal data and biometric parameters and
answer to several questions concerning clinical history. In each text field in which the
user is asked to fill with required information, entry rules were defined for not violate
the defined constraints in database and, in case, it warns the user.

In the New Acquisition, the real-time window will open (Figure 3.25). In this window
the user can choose the patient name, the probe type, the operator name as well as
the institution where the assessment is occurring. The values of the arterial blood
pressure measured with a sphygmomanometer, should be inserted in the appropriate
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Figure 3.24: Flowchart of the main steps of user interface. Adapted from [81].

fields, in order to calibrate the system. In the moment of user choose the probe in use,
automatically, the acquisition frequency of the signals and the channels from the data
acquisition system related to the probe are selected. After setting up the main menu
and be sure that the connections between the box and the probes/PC are established
the user can press Start button in order to start the acquisition. A real time graphic
will show, and each channel, corresponding to both photodetectors has a different colour
(green and blue).

In the end of acquisition process, the user can review the entire acquired signals
through the sliding bar and zoom parts of the signal with the zoom buttons. The user
can choosing a part of the obtained signal to apply the processing algorithms, clicking in
the data selection button of the signal acquisition environment. After the data selection,
the data processing environment of the interface is automatically opened (Figure 3.26).

In the signal processing, the signals are normalized and can be filtered with a digital
filter that removes fluctuations of the signal from the patient’s breathing or clinician
handling. Then, both maxima and minima of the signals are detected and identified in
a separate plot for each signal. A parameter for peak detection improvement can also
be manipulated by the user to adjust the value for the signal in analyses. The signals
are segmented and and shown in two boxes each one related to a single photodetector,
separate pulses (multi-color lines) and their average pulse (black line) are overlapped.
The several hemodynamic parameters determined are shown in a table, and can be saved
with a segment of signal analyzed.

In the Main menu, Open saved signal, allows the user to open and process an already
saved signal press. A new window will appear and the user should choose the intended
file.

Finally, in Consult section the user can access to the stored data in database. The user
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Figure 3.25: GetPulse new acquisition window.

Figure 3.26: GetPulse signal processing window.

can see which patients are registered in database, how many and what acquisitions have
been made, and the patient file as well as the obtained data from the signal processing.
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Signal Processing Algorithms

The optical probe solutions, previously described, were developed with
the purpose of determining clinical relevant parameters, from an ar-
terial distension profile signal. With this in mind, a set of algorithms
was developed and optimized, tailored for each of the probe’s tech-
nology features and constraints. While the prototypes based on non-
coherent light generate amplitude modulated signals, the coherent light
prototypes produce a distinct family of signals where the information
is contained in the frequency modulation pattern. The aspects related
to the development of these algorithms are comprehensively presented
throughout this chapter.

4.1 Amplitude Modulated Signals

The relevant information in the signals generated by probes based on non-coherent light
is contained in amplitude modulation, by the determination of the inflection points in
the structure of the arterial pulse waveform (see Figure 2.4).

During one acquisition the collected data are stored directly into a portable com-
puter. These signals are processed offline in order to parametrize the arterial pulse wave-
form and calculate the corresponding cardiovascular performance indexes. A schematic
overview of the methods for signal processing is represented in Figure 4.1, for the Pulse
Wave Analysis and for Pulse Wave Velocity determination are two different sequences
of signal processing, described by the left and right route, respectively.

Concerning PWV determination (on the right side of the Figure 4.1) the full-length
of chosen sequence the acquired signals from the double channel are considered. After-
wards the two signals underwent a segmentation process and the pulse wave velocity is
determined by one of the four algorithms that were developed for PTT determination.

The several steps for the PWA are described in Figure 4.1 on the left side, only one of
the two signals acquired by the photodetectors is used. A set of cyclic waveforms coming
from one of the channels, with some seconds of duration, undergo segmentation and
normalization to the diastolic–systolic pressure range. An average pulse is determined
and used to compute the hemodynamics parameters. The average pulse is digitally
low-pass filtered, which removes the noise, thus allowing the signal differentiation.

The feature extraction algorithm, capable to detect remarkable points of the PWA,
was implemented to detect the SP, RP, DN and DP in the previously determined average
pulse. For the optical system based in non-coherent light, the developed algorithm for
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waveform features determination is based on differential calculus and was applied to the
remarkable points as a tool to quantify arterial pulse waveform features. This method
uses the consecutive zero-crossing of the first, second and third derivatives to detect
inflection points that correspond to the clinically interesting features of the waveform.
The last step for PWA is the linear normalization of the carotid pressure wave that was
accomplished with the values collected at the brachial artery, Diastolic Blood Pressure
(DBP) and Mean Arterial Pressure (MAP). It was assumed that MAP is relatively
constant along the arterial tree and that DBP do not vary considerably between the
carotid and brachial arteries, whereas Systolic Blood Pressure (SBP) increases along
the arterial tree. These values were used to calibrate the carotid pressure waveform as
recommended and according to the calibration method proposed by Kelly and Fitchett
[116], [117]. After this sequence for pulse waveform analysis the AIx, SEVR, ETI, HR
and dP/dtmax were determined.

The specific algorithms are further described in the subsequent subsections.

4.1.1 PWA Algorithms

4.1.1.1 Segmentation Algorithms

For the PWA parameter determination the segmentation procedure of the acquired signal
into single pulses is fundamental. Three algorithms were developed in order to segment
the set of acquired pulses for the hemodynamic parameters determination, namely the
the windowed systolic peak, minimum point and upstroke threshold methods.

In this section only the algorithms developed for signal segmentation in the PWA
are considered. In this way, they are only applied to the signal acquired by just one
photodetector and do not have to preserve the time delay information between both
channels, contrasting with the segmentation procedure for PWV determination. The
segmentation methods for PWV computation will be further presented in subsection
4.1.2.

Windowed Systolic Peak

The windowed systolic peak method consists in a window defined by a typical proportions
of a regular waveform, before and after the maximum peaks of the set of pulses, as
represented in Figure 4.2 (upper). The method uses the automated peak detection
function in Matlab R© (Peakdet from the Mathworks, by Tom McMurray) [118]. The
Peakdet function analyses the selected signal and detects all the local maxima and
minima in the acquisition prior to any filtering. The time difference between consecutive
maximum was determined and the window of pulse was defined by the point in the
waveform that corresponds 20% of time before the SP and 60% after that.

Minimum Point

This method is based on the determination of the lowest values of the set of pulses,represented
in Figure 4.2 (lower), by a peak detection function, Peakdet. Each local minima, foot
of waves, were used to segment the signals. The set of pulses is cut attending to the
detected points. This method enables the segmentation at the level of the correspond-
ing diastolic pressure ensuring, in this way, the segmentation of the signal in the end of
each cardiac cycle, i.e., in the end of each diastole. However in some waveforms, when
there are baseline variations or with a low SNR in the diastolic part of the signal, the
minimum method could lead to erroneous determinations.
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Figure 4.1: Schematic overview of the data processing workflow to determine the
hemodynamic parameters.
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The method of minimum point takes the assumption that all the pulses have the
same proportion between diastolic and systolic duration, which does not comprises all
physiological cases. The extraction of a part of pulse waveform and not the total of
the pulse, could eliminate a fraction of the latter diastolic baseline, but the diastolic
fraction of the wave does not consist of a determinant region of interest for extraction of
parameters in the pulse wave analysis. However, if the upstroke is cut it will compromise
the determination of several parameters.

Figure 4.2: Segmentation algorithms. Schematic representation of the windowed
systolic peak method for signal segmentation (upper). Minimum segmentation method

in a set of pulses (lower). Adapted from [81].

Upstroke Threshold

This method segments the pulses at the instant when the upstroke reaches 10% of its
total amplitude. This value cannot be neither too low, because the baseline variations
would compromise the segmentation; nor too high, or, in the cases that the reflected peak
occurs before the systolic peak, the RP might not be considered. However this method
has the drawback of cutting part of the total amplitude of the upstroke, preventing the
determination of several important PWA parameters, such as dP/dtmax, AIx or SEVR.

For these reasons, and due to the simplicity and the minimum point method efficacy
on a major number of types of waveform, this was the chosen method used to segment
the signal in order to determine the hemodynamics waveform features.

4.1.1.2 Brachial to Carotid Artery Pressure Calibration

The calibration method is currently still a demanding challenge for optoelectronics prob-
ing techniques such as the hereby presented [119]. The determination of a number of
hemodynamics parameters, specially the dP/dt maximum rate, leads to the requirement
of pressure calibration. Currently, the amplitude of the obtained arterial pulse waveform
through this optical system has to be scaled with the pressure measured inside the carotid
artery. With this purpose, an algorithm that allows the calibration of the carotid pulse
waveform using the measured brachial blood pressure (brachial Diastolic Blood Pres-
sure (bDBP) and brachial Systolic Blood Pressure (bSBP)) by sphygmomanometry was
implemented and is schematized in Figure 4.3.
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Figure 4.3: Brachial to carotid blood pressure calibration procedure. Adapted from
[81].

As it was previously referred, in section 2.2.1, the arterial pulse pressure changes
throughout the arterial tree, suffering an increase in the whole amplitude of the pulse
pressure when it travels to a distal vessel, due to an amplification of SBP whereas the
DBP do not vary considerably between carotid and brachial arteries [64], [116], [117].

The method proposed by Kelly and Fitchett (1992) was used for calibrate the carotid
pressure waveform [116], [117]. This method was based on the assumption that the
bDBP and carotid Diastolic Blood Pressure (cDBP) have the same pressure value and
the carotid Mean Arterial Pressure (cMAP) corresponds to the mean pressure along a
cardiac cycle. One can determine graphically the mean pressure of carotid waveform
cMAP in the wave function (arbitrary units), through the division of the numerical
integration by the length of the pulse 4.3.

Using the measured bDBP and the graphically determined brachial Mean Arterial
Pressure (bMAP), the carotid waveform is calibrated and the carotid Systolic Blood
Pressure (cSBP) is determined. This calibration procedure is a recognized calibration
method, based on proven physiological findings and avoids the use of complex transfer
functions that always need to be validated.

4.1.1.3 Filter and Derivative Method

For detecting the remarkable points of the pulse waveform a feature extraction algo-
rithm was implemented to identify the systolic peak, reflection point, dicrotic notch and
dicrotic peak. This algorithm is based on differential calculus and it is implemented over
an average segmented pulse acquired by only one of the photodetectors available on a
double probe.

The pulse waveform could vary significantly with the subject. In some cases the
reflected peak occurs after the systolic peak, while there are others where it occurs
before, as in the case of elderly people or in those cases of subjects presenting arterial
severe stiffness.

The algorithm is based on first, second and third derivative tracing to identify the
remarkable points as a tool to quantify arterial pressure waveform features, based on
those proposed by other authors [33], [120], [121], [122]. In order to remove the noise
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and to allow the signal differentiation a filter is applied to the determined average pulse.
The signal was filtered using low-pass filter with a cut frequency of 30 Hz to remove
the high frequency noise that might be present in the signal [123]. Lower values for the
filter were tested but have not be sufficient to allow the remarkable points detection by
the derivative method.

Figure 4.4: The arterial pulse waveform (APW, upper panel) and its second derivative
(d2APW/dt2, lower panel). Adapted from [124].

The zero-crossing of the three first derivatives of the pulse are determined to further
describe completely every inflection or variation that occurs in the pulse and the feature
points (SP, RP, DN and DP) are identified. The zeros of the first three derivatives are
used for the determination of inflection points, even the most tenuous inflections are
identified, as in the situation of type A waveform (described in section 2.2). An example
are represented in the Figure 4.4, the inflection points in the upstroke could be identified
by the zero-crossing of third derivative.

The parameters AIx, SEVR, dP/dtmax and ETI are then determined by the expres-
sions presented in table 2.1, using the location information (time and amplitude) of these
points in the arterial wave.

4.1.2 Pulse Wave Velocity

The time delay determination between the signals acquired by each photodetector con-
stitutes the main goal for an accurately local PWV determination. To achieve this, a
number of algorithms were tested. PWV is computed dividing the distance between
the photodetectors by the corresponding determined pulse transit time. For PTT de-
termination it is of foremost importance to preserve the time delay between the two
signals when segmenting, for this, one of the acquired signals is segmented by its min-
ima (Figure 4.5) and the segmentation in the second signal is made taking into account
the corresponding time period of the segmentation of the first signal.

For the set of cyclic waveforms detected, segmented and normalized for PWV, four
different algorithms for extraction of the time delay from the two signals were applied.
They are referred to as Foot-to-foot, Maximum, Threshold, Phase Spectra and Cross-
Correlation algorithms. Their basis derives from the homonymous mathematical func-
tions which is simply explained in the next sections. The foot-to-foot, maximum and
threshold algorithms focus solely on the first part of the waveform (systolic period) while,
the cross-correlation takes into account all the length of the pulse. All these methods are
sensitive to the reflections in the structure of signal. The phase spectra is an frequency
domain analysis, and less sensitive to this phenomena.
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Figure 4.5: Schematic representation of the segmentation process for PTT determi-
nation. Note that the time delay is overrepresented to exemplify, since the original time

delay is in the order of few miliseconds. Adapted from [81].

4.1.2.1 Foot-to-foot Method

The foot-to-foot technique is the most common used for the transit time estimation
in tonometric studies [85]. In the foot-to-foot method, and, in spite of more complex
methods, a simple detection of the time lag between the start of the upstroke of the
two consecutive pulses is carried out [125]. The foot of the pulse wave is the point of
minimal diastolic pressure before upstroke of the pulse wave in the new cardiac cycle.

The “derivative method” and the “intersecting tangent method” are the most repro-
ducible computer algorithm available for the determination of the foot of the pulse wave
[26], [125], [126]. This is possible due to the well behaved nature and low noise levels of
signals. A different situation usually occurs in signals collected from a patient, mostly
due to baseline drift and affected by the superimposed reflections (Figure 4.6). The foot
point of the arterial pulse waveform is such a trivial task as it may look at first sight.
It is known that, depending on a chosen measuring point, the arterial pulse waveform
reflections distort the arterial pulse waveform foot to a certain degree.

Figure 4.6: Arterial pulse wave with a main problems in foot detection, a reflection
wave (upper) and signals with higher noise level. Adapted from [125].



Chapter 4. Signal Processing Algorithms 49

Figure 4.6 shows that the arterial pulse waveform foot is long and flat, and the differ-
ences between nearby values are small. Consequently, even a slight noise or interference
difficults the task of determination of the foot point in the arterial pulse waveform [125].

A method based on an automated peak detection function in Matlab R© (Peakdet from
the Mathworks, by Tom McMurray) was implemented with this propose. The algorithm
analyzes a window of several pulses and detects all the local minima and maxima in sig-
nals from two photodetectors. The transit time is determined by the difference between
the minima point, foot of each waveform. An average value is calculated and the PWV
obtained through this algorithm is displayed.

4.1.2.2 Maxima Method

The maxima algorithm is based in the same automated peak detection function in
Matlab R© (Peakdet from the Mathworks, by Tom McMurray), however uses the maxi-
mum of waveform from each photodetector for estimation of the time delay. Similarity
to the minima algorithm, this method provides an average value for each set of two
pulses, originated by the two distinct photodetectors.

Since the PTT determination is based in a single point on both signals, the limita-
tions of this algorithm become evident, if one considers the noise effect in the maxima
determination. Indeed, the noise is responsible for many wrong PTT determinations
in signals with low SNR. With the purpose of testing an alternative for the maxima
point algorithm problem an digital low-pass filter was tested (cutoff - 30 Hz, the same
that was tested for the PWA agorithm, presented in the section 4.1.1.3) [123]. Even
though, it is recognized the main drawback of using a filter, since the signal undergoes a
temporal shift which involves a loss of important information for the original assignment
of PWV determination. The conclusion is that the filtered signal is corrupted by the
noise leading to miscalculations of PTT. Besides, the use of filter does not ensure that
the signal is not being delayed.

As the systolic peak detection showed to be too sensitive to the noise presence, this
algorithm was not considered preferable to determine PWV.

4.1.2.3 Threshold Method

The threshold algorithm consists of determining the time delay between the points that
assumedly corresponds to 20% of the systolic upstroke amplitude of the normalized set
of pulses acquired by each photodetector. The value of 20% threshold of the systolic
upstroke was chosen considering that this part of upstroke do not suffer modifications
the reflections or baseline artifacts.

This algorithm is also based in the detection of a single point and it has the inherent
drawback in signals with low SNR. Moreover, as the pulses are normalized, the 20%
point of the upstroke in the pulse acquired by one photodetector might not necessary
correspond to the analogous point on the other waveform. This issue assumes spe-
cial importance when there is a significant discrepancy between their amplitude, which
represents an advantage when for the time delay determination.

4.1.2.4 Cross-Correlation Method

The cross-correlation method is based on the property of the peak of cross-correlogram
that allows delays to be calculated by subtracting the peak time position from the pulse
length. The two waveforms are normalized and then temporal difference is calculated
by the equation (4.1),
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Csg =
t=T∑
t=0

s(τ)g(t+ τ), (4.1)

where t is the sweep of distal waveforms for successive correlations, 0 and T denote
end diastole of a waveform, and end diastole of the subsequent waveform, respectively
and s and g are the two waveforms from each photodetector [127].

With each set of two pulses (coming from each photodetector) two correlograms
are obtained; one from the auto-correlation (correlation between the same pulse) and
cross-correlation (correlation between the pulses originated by both photodetectors), as
illustrated in Figure 4.7.

Figure 4.7: Schematic representation of auto-correlation and cross-correlation.
Adapted from [81].

PTT = tmaxCss − tmaxCsg (4.2)

The PTT is determined subtracting the time delay of the maximum point of the auto
correlograms and cross correlogram (equation 4.2). A generic correlogram is displayed by
the number of points that corresponds to the length of the pulses against the amplitude
of the correlation between each set of pulses. As the correlogram implies the correlation
between two signals, the total length of it is twice the length of just one pulse less one
point (2N-1). The PTT is extracted by subtracting the number of points between both
peaks of the correlograms.

The correlation function used belongs to the Matlab R© core (xcorr) that generates
the cross-correlation making direct use of the cross-correlation theorem [128].

The main advantage of using cross-correlation over other waveform identification
methods (foot-to-foot, maximum and threshold) is that the cross-correlation calculates
the time delay of the wave using all of the data points of the waveforms rather than
identifying the arrival of the wave by a single point. In this way, errors from poor wave
arrival time estimations can be minimized [129].

The cross-correlation is a technique to compare two waveforms. The pulse wave at
each vessel location is affected by the arrival time and reflection amplitude changes in the
waveform shape along the arterial tree. For the optical system the waveforms detected
by the two sensors have similar shapes, since are measured in adjacent locations (carotid
vessel) rather than comparing the waveforms from different vessels. Dissimilar shapes in
cross-correlation analyses introduce inconsistency in the results [129]. In the distension
waveform the upstroke region is less susceptible to interference from reflected waves,
and the noise could be affecting same parts of wave that introduce an error in the PWV
determination. To overcome this expected problems the cross-correlation was applied in
the variable sliding window of pulse waveform.
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Cross-Correlation Algorithm: Sliding window

This method consists in a sliding window consecutively smaller that cuts the correspond-
ing set of two pulses from each photodetector in smaller portions, where only a percentage
of pulse pressure was analyzed and at each iteration the proportion of pulse decreases
down to 50% which comprises approximately the region of upstroke in the wave. The
set of those portions for each set of two pulses are submitted to cross-correlation, and
the average PTT value is extracted. In this way, the contribution of errors in the PTT
determinations, that were influenced by reflected waves or regions with more noise, are
diminished in the average calculus.

4.1.2.5 Phase Spectra Method

The fifth method uses data in the phase spectra of the signals. Since the estimation
is conducted in the frequency domain. In this method, the exact frequency of the
signal’s harmonics is firstly identified, using the amplitude spectra, and then, extract
the corresponding phase angles from the phase spectra. The phase angle, θ, is related
with angular frequency of the phase spectrum, ω and with the time delay, t, according
to:

θ = ωt, (4.3)

On its turn, the time delay is computed from the phase angles of the same harmonic
in the phase spectra of each signal, θ1 and θ2:

t =
(θ1 − θ2)

ω
. (4.4)

Despite the fact that, theoretically, the time delay can be determined at any harmonic
of the complete spectrum, the practice, however, differs, given that they are difficultly
affected by noise. This method is used for time delay estimation in deterministic signals,
namely, a single complex sinusoid [130].

4.2 Frequency Modulated Signals

The main application for the entire system is to record and analyze the pulse pressure
waveform in human carotids and extract the clinical information.

Self-mixing signals frequencies are related with the Doppler effect and velocity ab-
solute value of the target object. Due to that information encoding, a reconstruction
algorithm is needed to transform the frequency information carried by self-mixing signals
into velocity information. Since the self-mixing signal is correlated with the absolute
value of the velocity, it is relevant to present the absolute value of the derivative of
membrane movement.

A global vision of Doppler signals processing was described in Figure 4.8. The Doppler
signals require a time–frequency analysis to extract most of the physiologically important
parameters. An algorithm based on the Short-Time Fourier Transform (STFT) and
EMD, was used to find the feature points of the pulse waveform.

4.2.1 Maximum Power Density Profile

The first step in the signal processing is the time-frequency analysis (Figure 4.8). The
self-mixing signal presents a frequency change when the target object varies its velocity.
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Figure 4.8: Schematic overview of the algorithm developed. Algorithm for pre-
processing the Doppler signals and several levels of the EMD.

These frequency variations encode the most important information of the distension
waveform, so a time-frequency analysis is needed.

The short time Fourier transform is a powerful tool to analyze non-stationary signals.
The STFT has been used to process self-mixing signals in hemodynamic applications by
several authors [76], [104].

In the continuous-time case, the function to be transformed is multiplied by a window
function which is nonzero for only a short period of time. The Fourier transform (a one-
dimensional function) of the resulting signal is taken as the window is slid along the time
axis, resulting in a two-dimensional representation of the signal. Therefore, the STFT
is mathematically defined as:

STFT{x(t)}(τ, ψ) ≡ X(τ, ψ) =

∫ ∞
−∞

x(t)Ψ(t− τ)e−jψtdt, (4.5)

where Ψ(t) is the window function, commonly a Hann window or Gaussian window
bell centered around zero, and x(t) is the signal to be transformed. X (τ, ψ) is essentially
the Fourier transform of x(t)Ψ(t − τ), a complex function representing the phase and
magnitude of the signal over time and frequency. Often phase unwrapping is employed
along either or both the time axis, τ , and frequency axis, ψ, to suppress any jump
discontinuity of the phase result of the STFT. The time index τ is normally considered
to be ”slow” time and usually not expressed in as high resolution as time t. Another
important role for the windows function is their spectral leakage prevention. The most
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common window functions are Hamming window, Hanning window, Blackman window
and rectangular window. The Hamming and Hanning windows present a more balanced
performance comparing to Blackman and rectangular windows [131].

The designed algorithm uses a 124-point length Hanning window and a 100-point
segment overlap for high temporal resolution. The use of this type of window is referred
in literature for self-mixing signal analysis [75], [104].

The STFT was performed in Matlab R© through the usage of Spectrogram function.
The spectrogram provides visual information of the STFT results by using a colormap
to illustrate the STFT coefficients for each time and frequency (Figure 4.9). It is a
two-dimensional plot of the energy of the frequency content of a signal as it changes
over time. A waveform similar to the pulse pressure waveform derivative is evident in
the spectrogram but a strong DC component is also visible. The DC component was
expected because the original signal has small amplitude variations compared to the
DC electric potential value and no high-pass filter was used. This component does not
have significant information. In order to determine the most predominant frequency, in
the self-mixing signal, along time, it is necessary to remove the DC component. This
component is removed using a threshold to cut off the coefficients of small frequencies
according to the resultant spectrogram.

Figure 4.9: Spectrogram of the original signal. The image of spectrogram results on a
conventional grey scale representation with 50 dB corresponding to the signal maximum

value.

By finding the higher coefficient along time and register the respective frequency it is
possible to obtain a reconstructed signal of most predominant frequency vs time. The
Figure 4.10 shows the waveform presented in the spectrogram image. The noise is a
repercussion of DC removing threshold once some zero spikes are noticed during the
signal oscillation.

An example of a time domain Doppler signal from a single pulse pressure waveform
and the corresponding Doppler spectrogram is shown in the next Figure 4.11 [6]. The
Doppler relation states that the Doppler frequency is related to the velocity of the moving
target. In this case, the frequency is proportional to the velocity of skin vibration (that
corresponds the distension of artery wall). The skin vibration (Figure 4.11a) is related
to the first derivative of the blood pressure pulse (dP/dt) in Figure 4.11b. Applying a
STFT over the Doppler signals, a Doppler spectrogram can be obtained, which presents
the Doppler frequency shift as a function of time, that is comparable to dP/dt of the
original waveform. This is shown in Figure 4.11d) [6].
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Figure 4.10: Predominant frequencies along time.

Figure 4.11: Processing Doppler signal and arterial distension waveform. (a) Normal
blood pressure pulse and (b) first derivative of the pulse, (c) Doppler signal of the blood

pressure pulse and (d) spectrogram of the Doppler signal. Adapted from [6].

The maximum Doppler frequency can be located to the rising edge of the blood
pressure pulse, where diastolic blood pressure changes to systolic. In the pulse the
maximum frequency is 1.1 kHz (measured with a laser-diode of λ=810 nm), which
corresponds to 445 µm/s radial velocity determined by the equation 3.4 [6].

4.2.2 Empirical Mode Decomposition

After a visual analysis of the frequency decomposition algorithms result it is very dif-
ficult to determine the feature points of arterial pulse waveform. To remove the noise
component of the signals a low-pass filter would be the simplest manner. Low-pass
filters introduce a time delay in the system so, since time occurrence of the feature
points is the information to be extracted, they are not a good option. An empirical
mode decomposition was used to remove the signal noise for posterior feature points
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determination (Figure 4.8). This method is capable of decomposing a signal into a fi-
nite number of Intrinsic Mode Functions (IMF) creating a multistate decomposition and
time-frequency analysis of the original signal [132]. The pulse pressure waveform under-
goes great variability in the shape and duration between individuals; for these reasons
a self-adaptive algorithm, such as EMD represents an advantage in this analysis com-
paratively to Wavelet-Transform [133]. The computation of the EMD does not require
any previous known value of the signal, which accounts to be an eligible tool for that
purpose.

The EMD and wavelet-transform, which represent standard techniques, provide the
decomposition of a signal into different time scales. The main difference is that the EMD
performs the signal decomposition adaptively and based exclusively on the available time
series, whereas the wavelet-transform uses a set of pre-fixed filters based on the choice
of a mother wavelet function and scale [134].

The arterial pulse pressure signals are the result of several biological processes (cardiac
activity and arterial function) that correspond to different time scales in the analyzed
signal. According to the EMD procedures, data are decomposed into several fundamental
components (decomposition layers), each with a distinct time scale, sequential extraction
of energy associated with various intrinsic time scales of the signal starting from finer
temporal scales (high frequency modes) to coarser ones (low frequency modes). The
iterative process explores sequentially the natural constitutive scales of the signal [135],
giving an almost direct insight into the physiological mechanisms undergoing in the
arterial propagation process.

The applied algorithm is an iterative computation where the upper and lower wave
envelopes of the signal are computed using, in this case, a cubic interpolation. Then
the mean value of the upper and lower envelopes (m) is subtracted from the original
signal (x ) yielding hn, expressed in equation 4.6. In this case, the main goal is to find
the feature points of the pulse waveform, the residue (hn) is negligible and the envelope
(m) is considered a new signal to decompose (Figure 4.8). Once the highest frequency
is removed from a signal, the same procedure is applied on the residue signal to identify
the next highest frequency. The stop condition implies that the number of zero crossings
of m is equal, or differs by 1, to the number of the extremes [132]; otherwise it considers
m as x and repeats the envelope procedure, equation 4.6.

hn(t) = x(t)−mn(t), (4.6)

x(t) = mn(t). (4.7)

After the decomposition, for each level two data sets were obtained. The smooth
effect was obtained from the envelope of higher levels, so m data represents the filtered
signal. The extracted data appeared on the m signal. Due to the cubic interpolation,
the decomposed signal’s boundaries tend to have very large absolute values which are
characteristic of the cubic functions. To solve this problem, the edges of the processed
signal were removed was not introduced for the analysis and parameters determination.
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Non-coherent Light Probes
Characterization

The current chapter presents the probe characterization tests for the
prototype based in non-coherent light. Several test benches were assem-
bled in order to evaluate three optical probes prototypes along with the
dedicated algorithms. The APD and PPD probes performances were
compared with the gold standard, based on ultrasound transduction, for
assessment of the carotid distension waveform. The performance of the
probes, both with visible and infrared light sources, was evaluated in a
test setup that simulates the fatty tissues between skin and the artery,
commonly seen in the obese people. Finally, an automatic method to
select the signals, that contain relevant information from acquired data
during clinical tests, was implemented.

The three optical probes developed with non-coherent light, using the PPD, APD and
LEP was characterized in test benches in order to find the sensor with most adequate fea-
tures for acquire the arterial pulse waveform in the carotid vessel and the with temporal
resolution with adequate algorithm for PWV determination.

An algorithm based on a classifier that could distinguish valid data signals containing
arterial pulse waveform and which part has no relevant information from signals acquired
by the optical probe, represents an great advantage. There is a great potential in clinical
applications for a system that assessment the arterial pulse waveform by combining the
non-contact optical probe and advanced machine learning to automatic detection the
signals. Another great challenge was, to study the new features and provide more
information about the arterial pulse waveform. As an initial attempt in this direction,
was used a substantial feature subsets that could provide an extensively study for this
type of signal.

5.1 Characterization of Lateral Effect Photodiode

To characterize the probe based on LEP, both spatial and temporal resolution need to
be determined and two different test setups were design for that purpose.

56
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5.1.1 Spatial Resolution

The spatial resolution of the LEP was determined by computing the sensor’s response
to a laser sweep along its surface. The laser was moved by two linear actuators precision
positioners (T-LA28A from ZABER R© Linear Actuator, 28 mm travel, RS-232 inter-
face) that allow precise control of the position of the laser, however, due to mechanical
platform where they are inserted only 1.5 cm of the movement was allowed. The com-
bination of both actuators in order to increase total spark of actuator origins a central
artifact on the LEP response (Figure 5.1) [136].

Figure 5.1: LEP response to a laser sweep. Adapted from [136].

Figure 5.1 shows an absence of boarding effects, which allows the use of the entire
LEP area. The actuators moved 0.1µm at each step that were discriminated by the
centroid position, showing a 0.1µm spatial resolution for the LEP.

5.1.2 Temporal Resolution

Temporal resolution was also determined using another test setup, consisting in a set
of seven aligned LEDs that are switched on-off sequentially and independently (Figure
5.2), by a counter with a 8 outputs, CMOS Counter CD4022B [137]. An entire cycle
lasted 1 millisecond, corresponding to a 30 ms−1 velocity, that embraces all normal and
pathological PWV values.

As an entire loop of turning on-off of the seven LEDs lasted 1 ms, the frequency of
LED change needed to be 7 kHz. A range of frequencies (from 0.5 to 400 Hz) were tested
and some results from 1, 64, 200 and 400 Hz are shown in Figure 5.3. LEP currents are
represented as blue and green lines and the centroid position is the red line.

At 1 Hz frequency, the difference between the on and LEDs is accurately determined
by the variation in the centroid position, that clearly describes the steps related to each
LED illumination. With the frequency increasing, these differences become less defined
and, at higher frequencies, it is difficult to distinguish the steps of light variation. In
Figure 5.3, the centroid position along time (red line) at 64 Hz frequency does not
define clear transitions of LED illumination, as the transitions are less steeper and
round shaped. For 200 Hz, these transitions are difficultly determined and the centroid
position describes a clear rounded shape along the entire time interval, that is even more
pronounced at 400 Hz, situations away from the conditions required with 7 kHz that
represents the interest value for PWV measurement.
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Figure 5.2: Test bench for temporal resolution determination. Adapted from [136].

Figure 5.3: LEP response for a set of on-off LEDs. Adapted from [136].

This results show as the LEP response for the required frequencies did not accurately
discriminate the light position transitions, from which can conclude that temporal res-
olution of LEP was not enough for PWV assessments.

The capacitance is therefore proportional to junction area, a high capacitance inherent
to the photodiode reduces the frequency bandwidth for the detection [138]. Generally,
larger devices are slower time response than smaller ones, capacitance give a definite
limit on how fast they can respond to modulated light [139]. On the other hand, the size
of photodector represents one limitation for an ergonomic probe configuration, essential
feature for clinical applications. For theses reasons the LEP was not considered as a
value sensor for one probe requirements.
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5.2 PWV Algorithm Evaluation

In this study two optical probe prototypes were evaluated. These probes are dedicated to
pulse transit time and three algorithms for its assessment. Although the tests were car-
ried out at the test bench, where “well behaved” signals can be obtained, the transition
to a probe for use in humans is also considered.

5.2.1 Test Bench

PWV is assessed by measuring the time delay between the signals of the two photo-
sensors using three algorithms: foot-to-foot, cross-correlation and phase spectra. For the
correlation two different functions are used: one nature from Matlab R© core (xcorr) and
another that generates the cross-correlation making direct use of the cross-correlation
theorem (Fcorr).

The test bench was designed to assess the two main parameters of in PWV mea-
surements: linearity and time resolution. Their assessment was carried out in a test
setup where illumination is provided by two LEDs whose light intensities reproduce the
same signal with a variable time delay between them, generator by two arbitrary wave-
form generators, Agilent 33220A (AWG1 and AWG2), are synchronously triggered by
an external signal. The waveform generators have been previously loaded with the same
typical cardiac waveforms, the time delay between the signals was selected in order to
simulate different pulse transit times (Figure 5.4) and was controlled by adding a time
delay on one of the wave generators. These signals must be added to a small offset of
the order of the magnitude of the forward voltage drop of the LED, so that the resulting
light intensity is linearly modulated by the LED signal current.

In the test setup, the probe is placed in front of a test device, see Figure 5.4, which
holds the two modulated LEDs and provides light isolation to prevent crosstalk. During
the tests, the LEDs of the probe itself are deactivated and all light comes from the LEDs
in the test device.

Figure 5.4: Schematic drawing of the test setup.

Figure 5.5 shows a typical set of signals generated and detected in the test setup of
Figure 5.4.

To assess the operational limits of the probes and algorithms, three different tests
were designed. In the first one, signals with frequency similar to the normal heart rate
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(a) Results for PPD probe. (b) Results for APD probe.

Figure 5.5: Excitation and detector responses for each probe.

but with delays within the interesting PTT range are fed to the system to investigate
the integral linearity error. This test was performed at a constant frequency of 1.5 Hz
and time delays varying from 1 ms to 100 ms, corresponding to PWVs in a 30 ms−1

to 0.3 ms−1 interval. This range of values includes the normal PTT range of values in
humans.

In the second test was assess the robustness of the algorithms to noise. To accomplish
this, was added white noise of amplitudes ranging from 1% to 50% of the signal amplitude
in 2% steps, to the isolated pair of pulses. For each noise level, 1000 samples were
produced in order to obtain reasonable statistics. The resulting PTT distribution was
then studied.

The third test was intended to validate our algorithm’s operability under a wide
range of frequencies (simulating different heart rates) with a time lag far greater than
the maximum PTT seen in humans. It consisted of varying the output frequency (1 Hz
to 200 Hz) of the cardiac pulses keeping the time lag between the two signals at 1.1 ms.

5.2.2 Results

5.2.2.1 Integral Linearity

By definition, integral linearity is the maximum deviation of the results from the refer-
ence straight line, expressed as a percentage of the maximum. In this test was explore
delays in the 1 to 100 ms interval, this range includes physiological PTT values. The
results are shown in Figure 5.6. A higher number of points are taken close to the origin
since this is the interesting range of values in human PTT studies using the optical
probes.

For both probes, all the algorithms produce highly linear (better than 1%) results as
well as low error agreement with the reference time delay.

5.2.2.2 Pulse Transit Time Error

Error plots, expressed as a percentage of the corresponding reference value, are shown
in Figures 5.7(a) and 5.7(b).

The main differences between the PPD and the APD probes are analyzed. While
the PPD probe exhibits lower than 8% error, the APD based probe never exceeds the
4% limit. Cross-Correlation theorem based algorithm (Fcorr) can be identified as the
best performing algorithm with a relative error never exceeding 1% in any probe. In the
APD probe, the phase angle detection method also yields very good (lower than 1%)
error, but poor performance for the PPD probe, mainly in the small time lag region.
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Figure 5.6: Reference Delay vs measured delay for the PPD probe. The APD curve
practically coincides with this one.

(a) PPD probe results. (b) APD probe results.

Figure 5.7: Relative errors by algorithm.

As expected all the algorithms performed almost perfectly for higher than 10 ms time
delays.

5.2.2.3 Noise Tolerance

The tests to determine the algorithm was less influenced by noise in the signals was
important step in the selection of algorithm for PWV.

Robustness of the algorithms to noise is assessed by adding normal distribution noise
to the photodiode readings and studying the resulting effect on the algorithm output.

This test was performed just for the correlation and phase methods. It was not used
in foot-to-foot detection, because, as long as added noise is of the order of magnitude of
the threshold used to detect the upstroke, the upstroke will not be detected at all.

Data collected by the PPD and APD probes was submitted to this test using the
following procedure: for each noise level, the algorithm under test was run 1000 times,
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with an independent noise vector affecting each run. In total, 25 relative noise levels,
from zero to 0.5 of peak amplitude, were explored.

The overall performance of probes and algorithms is shown in Figure 5.8 where the
probabilities of the algorithm returning a PTT value with less than 5% and less than
10% error are plotted as a function of noise. Results, expressed as a percentage, are
derived from 1000 runs per curve. Data in Figure 5.8 confirms the superior robustness
of the phase method for both probes.

All algorithms can deliver all the measurements (100%) within the specified error
threshold, up to a certain noise level where the curves show a turning point and start
decaying towards zero. The phase algorithm not only shows a higher turning point but
also decays slower as noise increases, denoting extra robustness to noise.

Figure 5.8: Measurements with less than 5% error (blue dots) and less than 10%
error (red circles) Vs relative noise.

5.2.2.4 Algorithm Robustness to Heart Rate

The effect of different heart rates on the performance of the developed algorithms was
studied as a robustness measure. In fact, all the data mentioned so far was acquired
at a rate of 1 pulse per second, thus, any conclusive notes might not be valid for other
acquisition rates. Accordingly, the referred test was performed for signal repetition rates
varying from 1 to 200 Hz, without artificial noise added to the readings and for a known
constant time delay.

The value used for the time delay, 1.1 ms, was selected by mere convenience. At this
point it’s important to remark that the AWG2 can define the time delay as an angle, the
delay angle, with a precision of a tenth of a degree. On the other hand, for the specific
set of used repetition rates, the value of 1.1 ms yields feasible values for delay angles
that, otherwise, could not be loaded by the equipment.

In conclusion, as Figures 5.9(a) and 5.9(b) reveal, the APD probe performs superiorly
(note that the vertical scales of the figures are different). It is also noticeable that the
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Fcorr and the phase algorithms produce the best results if the entire range of repetition
rates is considered.

(a) Results for PPD probe. (b) Results for APD probe.

Figure 5.9: Relative errors for each algorithm for a range of frequencies of signal, for
PPD and APD probes.

The natural follow-up of this work was start the acquiring pulse data in humans.
Figure 5.10 shows a preliminary acquisition in a human subject, in the carotid site,
using the APD probe. The shape of the pulses is very clear, not too much affected by
noise and allows the anticipation of good results.

Figure 5.10: Preliminary results of the APD probe acquiring data in humans.

5.3 Ultrasound Comparison

Performance of the probes is evaluated in an especially developed test setup and in vivo,
at the carotid site of humans. In this study two methods for measuring the disten-
sion waveform was compared; the gold standard ultrasound and the developed method
based on optical probes. Accordingly, distension waveforms were obtained from both
ultrasound data and optical probes in a test bench setup (able to reproduce the typical
cardiac waveforms), as well as in human carotid arteries.

The gold standard for assessment of the carotid distension waveform is the ultrasonog-
raphy, which is an established source of clinical and experimental information. The main
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scanning mode for vascular analysis is the B-mode, where reflected ultrasound echo sig-
nals are mapped as a 2D scale image. The ultrasound system measures the intensity of
the echo providing information about the type of structures in the scanning region. A
grayscale map evidences the density differences in the B-mode section and an approxi-
mate anatomical image becomes recognizable. The technology is especially accurate at
probing the interface between solid and fluid filled spaces, which is a key requirement
for vascular analysis. Superficial structures such as vessels, muscles, tendons, breast
and the neonatal brain are imaged at a higher frequency (7 to 18 MHz), which provides
better axial and lateral resolution. On the other hand, deeper structures such as liver
and kidney are imaged at a lower frequency (1 to 6 MHz) with lower axial and lateral
resolution but greater penetration depth. The quality of the produced ultrasound image
depends on image axial and lateral resolution [140]. Axial resolution refers to the ability
of representing two points that lie along the direction of ultrasound propagation, and
depends on the frequency of the beamed waveforms.

As the purpose of this study is to measure a superficial vessel (carotid artery) one
should use a high frequency (10 MHz) which provided reasonable resolution to detect the
vessel distension caused by the propagation of the pressure waves. The equipment used
in the tests was Vivid e R© cardiovascular ultrasound system, from the GE Ultrasound
Vivid R© product line [141].

5.3.1 Test Bench

The test bench was designed to evaluate if the optical probes were able to measure disten-
sions with the same magnitude of the ones observed at the carotid (Figure 5.11). The test
waveforms were generated by an Agilent 33220A arbitrary waveform generator, AWG in
Figure 5.12, which feeds an Actuator (ACT), 700 µm Physik Instrumente GmbH, P-287,
High Voltage Linear Power Driver (HV Amp), Physik Instrumente GmbH, E-508.

Figure 5.11: Schematic drawing of the test bench.

The actuator describes an arterial waveform of type C, and moves a Mechanical
Structure (MS), lined with a silicone membrane that reflects the light emitted by the
optical probe, similarly to human skin. The optical probe is positioned in front of
a mechanical structure and detects variations of the reflected light. The illumination
scheme the photodetector and their driving Electronic Circuitry (EC), compose the
optical probe.
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Figure 5.12: Schematic of test setup. Connection of the mechanical structure with
the various electronic subsystems.

5.3.1.1 Optical Sensors in Test Bench

The results obtained in the test setup are shown in Figures 5.13(a) and 5.13(b) for the
PPD and APD probes, respectively. These results show that the optical sensors can
detect the distension wave faithfully, reproducing the waveform with Root Mean Square
Error (RMSE) less than 6% for both probes. The correlation index between the two
signals (actuator waveform and optical response of each of the two probes) is always
greater than 0.99 for the four different types of waves described in literature and showed
before in Figure 2.2, and for the two optical probes under study (PPD and APD).

(a) Results for PPD probe. (b) Results for APD probe.

Figure 5.13: Distension and detector responses for each probe.

5.3.1.2 Ultrasound in the Test Bench

All the studies were performed using a real-time B-mode cardiovascular US image sys-
tem, Vivid e R© with 9L linear probe, at a 10MHz frequency. In the test setup the specific
module was developed and applied to detect the waveform displacement of the structure.
All US images were digitized the B-mode (640-by-480 pixels, at 8 bit grayscale, 30 fps).

Signals were obtained placing the probe in front and very close to the moving struc-
ture, with a gel layer contact interface. The observed image obtained with this setup
shows the defined structures along with the displacement induced by the actuator.
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For the reconstruction of the distension wave detected by US, a Region-of-interest
(ROI) was marked at the image and selected for analysis. The vertical grayscale level
sum over the lines of the ROI shows a cumulative profile in this region. The selection of
a high contrast area eases the identification of the moving part which is done by means
of the differentiated signal (Figure 5.14). The minimum (red circle in Figure 5.14) of
the differentiated signal was computed for each frame in the US sequence. The obtained
minima vector in this sequence is plotted over time, where the waveform described by
the actuator becomes clearly visible (Figure 5.15(a)).

Figure 5.14: Grayscale sum profile and its first derivative (minimum marked with a
red circle) for the image section.

The obtained waveform is thus segmented by the minimum algorithm and after, each
individual pulse, as well as the average pulse, can be plotted to describe the character-
istics of the waveform generated by the actuator. As expected, all pulses exhibit poor
resolution since it is derived from a 30 fps sequence (Figure 5.15(b)).

Comparing the results from the US system with the ones from the optical probes,
it is evident that the optical sensors can measure the distension waveform with much
higher resolution. Nevertheless, the data obtained this way follow the directly observed
profiles registered with the low-resolution US system, in the same time frame.

(a) Signals from US system on the test setup. (b) Average pulse.

Figure 5.15: Set of periodic waveforms detected with the US system on the test setup
and its average, black line.
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5.3.2 In vivo Carotid Measurements

Following the preliminary tests with both systems, a set of in vivo carotid measurements
is necessary to validate the optical probe as a distension profiler. Once again, this was
performed in a comparative way with the gold standard ultrasound system.

5.3.2.1 Ultrasound Based Waveform Profiling

A set of longitudinal section of carotid images were acquired with a cardiovascular
ultrasound system with a linear probe. During the exam, the patient was in the supine
position and the images were stored for offline analysis.

In this study, a sequence of carotid images was used to reconstruct the distension
waveform. From the original image, that contained not only the carotid artery but
also the jugular vein, a ROI of the original image was again used to select only desired
segment of the carotid artery. To compute the diameter time-variation, the sequence of
images was analyzed on the frame basis and the proximal and distal walls were detected
by analysis of the longitudinal grayscale level sum profile in each frame. The diameter
variation is determined through the relative displacement between the minimum and
maximum of the differentiated grayscale sum (red circles in Figure 5.16), allowing the
reconstruction of the diameter variation in the artery over time (Figure 5.16).

Figure 5.16: Ultrasound image of the carotid artery (left) and respective grayscale
sum profile and its first derivative (right).

The resulting waveform was obtained along several cardiac cycles (Figure 5.17(a)),
with a baseline drift caused by the patient’s natural movements (such as breathing) and
by the operator’s handling, that were removed by the application of a digital high-pass
filter that removes the lower frequencies of the signal (cut 0 to 0.5 Hz). To improve the
waveform curve, a smoothing spline was applied, with a smoothing parameter, p, equal
to 0.55 and a 0.9212 r-square fit. The final waveform is show in Figure 5.17(b).

To allow the comparison of the signals obtained with both the optical and ultra-
sound probes, the average pulse of the signals also computed. The signals exhibit high
variability and, as a consequence, the remarkable points are lost in the average pulse
waveform.

5.3.2.2 Optical Probes Measurements

The waveform is measured in the carotid artery by a near contact placement using the
same preliminary procedures described for the US tests.

A baseline drift was affected the signals and had to be removed by the digital high
pass filter referred before that cuts the frequency lower than 0.5 Hz, and remove the
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(a) Set of carotid signals from US system. (b) Average pulse.

Figure 5.17: Set of cyclic carotid pulse pressure waveforms detected by ultrasound
system its average, black line.

breath rate. After baseline removal, the signals clearly show the characteristic carotid
waveform.

The shape of pulse obtained by the PPD probe is very consistent over time and with
high signal-to-noise ratio. The average pulse was computed and is shown in Figure 5.18,
lower left, black line. Its close similarity with the individual pulses is very clear.

Figure 5.18: Distension waveform obtained by PPD in human carotid (left) and by
APD (right) and its respective average pulse (black line).

For the APD probe (right panels of Figure 5.18) a remarkable consistency in mor-
phology and a noise level lower than in the PPD pulses is clear. This can be accounted
by the much larger light detection area of PPDs when compared to the almost punctual
area of the APD. The much smaller skin section intercepted by the APD solid angle of
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detection decreases the errors associated to the measurement and, therefore, decreases
the noise level.

The average pulse for the APD probe (black line in Figure 5.18, lower right panel)
exhibits a very well defined profile, very close to the one of individual pulses, with clearly
visible remarkable points.

For both optical probes, each patient showed his own characteristic waveform, with
high pulse-to-pulse consistency and clear definition of the remarkable points, as show in
the signals of Figure 5.18, all concerning the same patient.

5.3.3 Comparison of Results

The carotid pressure waveforms derived from the US system, from a healthy individual,
were compared with the same waveforms obtained with both, the APD and the PPD
optical probes.

Signals derived from ultrasonography data exhibit very poor time resolution, due to
the low frame rate of the system, and higher inter-pulse variability when compared to the
ones retrieved with the optical probes. This lack of resolution and variability strongly
affects the resulting average pulse and, consequently, comparison of the carotid pressure
waveforms greatly favours the optical probes.

Figures 5.19(a) and 5.19(b) show the ultrasound average pulse overlapped with the
PPD and APD probes average pulse, respectively.

(a) PPD signals Vs US system. (b) APD signals Vs US system.

Figure 5.19: Overlapping of average pulse for distension waveform obtained by optical
probe (blue) and ultrasonography (black) in human carotid.

Figure 5.19(a) shows the overlapping of the average pulse from the PPD probe with
the ultrasound average pulse. Analysing the two waveforms, a typical carotid pressure
waveform is present in both signals, with particular emphasis to the notability of the
characteristic points and inflections of the pressure waveform.

Both signals closely deliver the morphology of a carotid pressure waveform with seem-
ingly potential of allowing extraction of remarkable points and other clinically relevant
parameters. The APD probe signal shows a more accentuated inflection in the dicrotic
notch region (Figure 5.19(b)) when compared to the PPD probe signal.

5.4 Visible and Infrared Optical Probes Comparison

In the case of obese people, the detection of the pressure wave with the existing methods
is rather difficult or impossible. The applanation tonometry in obese subjects is very
difficult, as this technique needs a rigid structure to sustain the artery and therefore,
fatty structures between the artery and the bone should be avoided [27].
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Situations where the carotid artery is not near the skin surface require wavelengths
able to optically penetrate the tissues in order to allow the determination of the dis-
tension waveform. To fulfill those needs, probes fitted with infrared illumination were
developed, in addition to the ones using visible light.

The penetration depth of light into a biological tissue is an important parameter
for the correct determination of the signal detected by the photodetectors. The near-
infrared region of the electromagnetic spectrum provides a window of opportunity with
greater tissue penetration. In the 700–1000 nm wavelengths range the tissue penetration
is on the order of 10–15 mm [142]. The normal carotid arteries lie 10 mm beneath the
skin [143]. As in the plethysmography principle, in this optical system the pulsatile
changes in the light transmission through the living tissues occur due to the changes in
the arterial blood volume on that tissue. The measurement of the pulsatile component
would eliminate the variations of the light absorption by the tissues, skin, pigment, etc.
Thus, only the pulsatile absorbance between the light source and the photodetector
corresponds to the pulsatility of the arteries in the resultant signal [144].

The main absorber in skin tissue is the melanin pigment, a highly effective absorber
of light, particularly in the UV and visible wavelength ranges. Most of the scattering in
blood is also due to the red blood cells, although there are also small contributions from
the leucocytes, the platelets and from the large albumin molecules. The carotid tissue
is mainly composed of elastin and collagen fibers and, as expected, it is very thick and
consequently responsible for the large scattering and reflection of the light [145].

The current study describes the optimization process of four optical probes configu-
ration, PPD and APD probes with visible and IR version, used for the measurement of
the distension profile, over time, at the carotid artery site.

5.4.1 Skin Emulation Model

The different tissues that compose the skin (essentially fatty deposits and muscle) have
particular optical properties. The indices of light absorption and reflection for each
structure allow the understanding of the penetration depth of each wavelength, from
the skin to the carotid artery.

There is an optical window in the skin on the region of 600–1300 nm. Wavelengths
below 600 nm are strongly absorbed by proteins, melanin, acids and DNA while infrared
wavelengths can easily cross the skin and fat barrier before reaching the carotid artery
[146].

In this work, only the LED light wavelengths, capable of crossing the epidermis
(melanin layer) and eventually fat structures, up to its reflection at the carotid artery,
were selected. The ideal optic window is in the IR wavelength.

For obese subjects, independently of the cardiovascular condition, acquiring signals
at the carotid site using optical sensors can be a hard task to accomplish. In this sense,
the use of IR light allows tissue penetration and captures the distension waveform deeper
than in the case of visible light that is mostly reflected at the skin surface level (Figure
5.20).

Silicone rubber has optical and mechanical properties similar to those of the human
skin and is often used to build phantoms in human tissue optical studies [147]. For this
reason, silicone layers were used in the developed test bench in order to simulate the
thickness of the structures that make up the skin and fatty accumulations.

The optical absorption measured across the wavelength range of 300 to 1700 nm,
shows that the silicone has strong absorption bands in the mid-infrared spectrum range,
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Figure 5.20: Structure at the carotid site and its interaction with radiation.

with a maximum at 1260 nm, and has a high refractive index and a lower absorption
(1%) in the visible spectrum [148], [149].

To better understand the IR performance three different wavelengths (635, 830 and
940 nm) were considered along with two photodetectors (APD and PPD) for the assess-
ment of the distension waveform at the carotid site.

5.4.2 Test Setup

The test setup was designed to evaluate the optical ability of the developed probes in
measuring distensions with the same magnitude of the ones observed at the carotid site.
Different number of silicone layers were placed in front of the probes, to simulate the fat
structures that can be accumulated in the neck, between the skin and the artery.

The Arbitrary Waveform Generator (AWG), Agilent 33220A, in Figure 5.21, was
previously loaded with typical cardiac waveforms, as described in the literature [24],
which feeds an ACT, 700 µm Physik Instrumente GmbH, P-287, driven by a HV Amp,
Physik Instrumente GmbH, E-508.

The cardiac waveforms generated in the test setup were of two types; one correspond-
ing to an healthy individual, type C and one with pathological features, type A [24].
The actuator describes this waveforms and moves a MS separated from the probe by a
variable number of static layers of silicone rubber.

In the probe, light is produced by two LEDs (L1 and L2). The lighting system uses a
current regulator, based on transistors, to ensure uniform target illumination. Variations
of the reflected light are detected in the photodiode and driven to dedicated EC, which
complete the optical probe as a whole.

5.4.2.1 Results

On the test setup, each silicone layer has a 1 mm thickness and the tests were conducted
using 2 to 10 layers (10 mm). The signals were acquired for cardiac shaped pulses of
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Figure 5.21: Schematic of test setup. Light interaction with silicone layers and photo
detection circuit.

frequencies 0.5, 1 and 1.5 Hz, to ensure that healthy and pathological cardiac frequencies
were covered. This range was chosen to enclose possible heart rate at rest, normal
conditions in the acquisition of signals. Signal acquisition was made in human carotid
arteries in order to compare the results obtained with the analysis in the test setup.

The signals were obtained for both red and infrared lights, transmitted through two,
four, six, eight and ten silicone layers. Figure 5.22 shows the waveform, type C with 1
Hz, detected by the PPD with different number of silicon layers.

Figure 5.22: PPD signals with visible light for different number of silicone layers and
exponentially attenuation (black line).

The reflected radiation that reaches the photodetector is composed by the light re-
flected on the surface of the silicone and by the component that is reflected in the
deeper layers. The reflection from the top surface corresponds to the DC component of
the signal detected and the AC component captures the reflected light at the pulsating
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mechanical structure in movement. The DC component was removed from the acquired
signals. The main objective of these probes is the measurement of the pressure wave-
form, and the layers have a low pass filter effect that doesn’t affect the waveform profile
but decreases the signal amplitude and the SNR level.

The intensity of the transmitted light decreases exponentially with the increasing
number of layers, i.e., the thickness of the homogeneous body. Lambert’s law (equation
5.1) describes the amount of attenuation (absorption) that the radiation undergoes pass-
ing through a thickness of material, where µ is the linear absorption (or attenuation)
coefficient

I = I0e
−µn. (5.1)

In equation 5.1, the measured intensity I transmitted through a silicone layer with
thickness n is related to the incident intensity I0 according to the inverse exponential
power law.

The attenuation coefficient (µ) is a quantity that characterizes how easily a mate-
rial can be penetrated by light. A large attenuation coefficient means that the beam is
quickly ”attenuated” as it passes through the material, and a small attenuation coeffi-
cient means that the material is relatively transparent to the beam. The attenuation
coefficient was determined for the two probes with visible and infrared light sources.

The black line, in Figure 5.22, is the attenuation suffered by the detected radiation
with the increasing number of silicone layers. Using an exponential fit to this curve,
it is possible to determine the attenuation coefficient for each wavelength. For visible
light this attenuation coefficient is µvisible = 0.5930 mm−1 and for infrared light is
µIR = 0.3971 mm−1. The augmentation of the radiation absorbed by the silicone layers
and the decreasing of the transmitted light that reaches the photodetector are evident in
the increasing of the computed attenuation coefficient. For the APD probe with visible
or infrared light the behavior is similar. For the signals obtained in the test bench, a
spectral analysis was performed in order to determinate the attenuation provided by
the silicone layers. Figure 5.23 shows the spectrum obtained for signals acquired with
the avalanche photodetector with visible light, without silicone (grey line) and with 10
layers (black line).

Figure 5.23: Amplitude spectrum for APD signals with visible light without silicone
layers (grey) and with 10 silicone layers (black).
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Table 5.1: Maximum RMSE between the signals from the waveform generator and
the signals detected from each probe.

Visible IR

PPD 7.19% 6.13%
APD 7.95% 5.66%

In the frequency window of interest for the analyzed signal, bellow 100 Hz, there
is a nearly constant attenuation at about 20 dB for signals acquired with ten silicone
layers. It is possible to identify, in the spectrum, the frequencies which correspond to
the electronic interference detected by the optical sensors, such as the frequencies of
the light bulbs (50 Hz) or monitors used during the acquisition (87 Hz). For the IR
light, the attenuation also occurs at low frequencies with smaller impact, at an almost
constant attenuation level of less than 10 dB. In the case of the planar probe, the spectral
analysis of the acquired signals showed the same attenuation at low frequencies (20 dB
for of visible light and 10 dB for IR light). The signals from four and ten silicone layers
for waveform types A and C acquired at 1 Hz are shown in Figure 5.24. The signals
acquired by the APD probe with infrared light, exhibit higher amplitude as well as a
better waveform resolution. The signals acquired with visible light, marked in red, show
smaller signal amplitude and a higher noise interference imparting lower resolution to the
waveform, mainly in the morphological features that enclose a great clinical importance.

Figure 5.24: APD signals for four and ten layers, with visible (red line) and IR light
(grey line).

Once again, IR light exhibits a better performance (table 5.1), with the lower RMSE
values, although there is not a clear distinction between the photodetectors used.

Another parameter that is used to quantify how much a signal has been corrupted by
noise is the SNR. Its value in dB is computed by the relation between signal amplitude
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and noise amplitude. The experimental determination of this parameter was accom-
plished by acquiring signals from the photodetector with the movement of the actuator
and in static conditions. The last one yields just the noise since there is no signal while
the first is the signal plus noise component. Results from the two probes for A and C
waveform types for different frequencies are shown in Figure 5.25(a).

(a) SNR for PPD. (b) SNR for APD.

Figure 5.25: SNR for each probe with different number of silicone layers.

The SNR from the PPD probes, for the red and infrared wavelengths, decrease with
the increment of the number of silicone layers. It is also noticeable that the SNR
obtained with infrared light is always greater than its counterpart obtained with red
light. SNR values for PPD probes are shown in Figure 5.25(b). For two silicone layers,
(low fat accumulation), visible and IR light perform similarly. However, as the number
of silicone layers increases, IR light probe show higher SNR values and thus a better
performance.

Carotid In vivo Measurements

Following the preliminary tests with both systems, a set of measurements at the carotid
site were carried out in order to validate the use of the optical probes for in vivo condi-
tions.

The radiation spectrum of a person is the same as the one of a blackbody. The
Wien’s Law allows the determination of the maximum wavelength of radiation for a
human (body temperature of 37 ◦C), that is 9700 nm. This wavelength corresponds
to the infrared radiation, also known as body heat. This wavelength is well above the
electromagnetic spectrum range used by the optical probes, as the spectral range of
sensitivity of both, the planar and avalanche photodiodes, is between 400 and 1100 nm.
The influence of the infrared radiation emitted as animal heat, in this specific case the
human body, is thus negligible [150].

The waveform was measured in the carotid artery by a near contact placement.
Measurements were performed while subjects were in a quiet environment after at least
10 minutes of supine rest.

The acquired signal, can be interpreter if considered to have two distinct components:
the DC component which represents the light absorption of the tissue, venous blood, and
non-pulsatile arterial blood, and the signal has a baseline drift caused by the patient’s
natural movements (such as breathing); and the AC component which is related to the
pulsatile arterial blood.

The resulting waveforms obtained along several cardiac cycles show that the infrared
probes allow the acquisition of cardiac waveforms with lower noise and, consequently,
better definition at the morphological features (Figure 5.26). Another, not so obvious,
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advantage of the IR lit probes is that it eases the operator’s task since the detection of the
optimal positioning of the probe becomes faster. This effect assumes great importance in
practice since it can determine the overall time spend in acquiring data from a patient.

Figure 5.26: PPD and APD signals obtained at the human carotid using visible (red
line) and infrared light (grey line).

5.5 Automatic Detection of Pulse Waveforms

Independently of the selected probe an automatic method to select the arterial pulse
waveforms, greatly improves data collection efficiency during a clinical exam.

Machine learning techniques have been successfully employed in automatic classifica-
tion of several physiological signals, including those related with cardiovascular diseases
[151]. Following similar approach of acquired data validation two methods are considered
using supervised learning and perform the implementation of two types of classifiers:
K-Nearest Neighbors (KNN) and Support Vector Machine (SVM) are described.

SVMs take into account an effective classification method with significant advan-
tages. They proved to be very useful in a variety of pattern classification tasks, like
handwritten character recognition, classification of ECGs signals, speaker verification
and image retrieval [152], [153], [154]. Usually, higher classification performances are
achieved using this type of algorithms.

An alternative pulse classification method is the KNN. The Nearest Neighbor appli-
cation has been extensively explored in the field of Geographical Information Systems
[155], computational geometry, detection of cardiovascular signals like heart arrhythmia
[156], movement classification from Electroencephalograms (EEGs) data, implemented
on brain computer interface technologies [157].

To perform a robust classification platform is fundamental to perform a sequence
of tasks are described in the following sections: data acquisition and pre-processing,
features creation, features selection and training of the classifier. The fulfillment of
these steps is directly related with the improvement of classification accuracy.
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5.5.1 Pulse classification Sequence

5.5.1.1 Data pre-processing

The main purpose of pre-processing is to segment each Arterial Pulse Waveform (APW)
from the entire raw data stream. The method was based on an automated peak detection
function in Matlab R© (Peakdet from the Mathworks, by Tom McMurray) [118]. The
algorithm analyzes a window of 10 second and detects the local maxima and minima in
the acquisition. Each local minimum detected corresponds a foot of wave, which were
used to segment the signals that comprise 1 second after the foot of wave.

The dataset used in this work was acquired by the PPD probe in 213 patients and
consisted in an overall of 1752 acquisitions. The study protocol was approved by the
ethical committee of the Centro Hospitalar e Universitário de Coimbra, Portugal, and
all the subjects were volunteers and gave a written informed consent.

5.5.1.2 Features creation

The optical signals were parameterised by means of 37 pulse features divided in the
following subsets: amplitude features (systolic peak; reflection point; full width at half
maximum), time domain statistics (mean; median; standard deviation; variance; in-
terquartile range; skewness; kurtosis; root mean square; entropy), cross-correlation fea-
tures (maximum of cross-correlation with template waveform), wavelet features (relative
power at six levels of wavelets for two mother wavelets, Haar and Db4), and frequency
domain statistics (first to four-order moments in the frequency domain; median fre-
quency; spectral entropy; total spectral power and peak amplitude in frequency band)
[158], [159], [160], [161]. Most of this features are summarized in the Table 5.2.

Table 5.2: Feature subsets and expressions.

Group Feature Expression

Amplitude
features

Reflection Point
(RP)

x’(RP)=0 but is not the absolute maximum
(x’ is the first derivative)

Time
domain
statistics

Mean (M) M =
1

n

n∑
i=1

xi

(n is the number of elements in the sample)

Standard deviation
(σ)

σ = ((
1

n− 1
)

n∑
i=1

(xi−M)2)1/2

(where M is the mean of x)

Variance (Var)
V ar = E[(x−M)2]
(E represents the expected value)

Skewness (s)
s =

E(x−M)3

σ3

(where σ is the standard deviation of x)

Kurtosis (k)
k =

E(x−M)4

σ4
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Table 5.2: (continued)

Group Feature Expression

Root mean square
(RMS)

RMS =

√√√√ 1

n

n∑
i=1

(x2i)

Entropy (H) H = −
n∑
i=1

p(xi)log10p(xi)

(where p(xi) is a probability of x)

Cross-
correlation
features

Cross-correlation
(CC)

CC = max
∞∑

m=−∞
x[n+m]y∗[m]

(y is the signal template, y* denotes the com-
plex conjugated of y)

Wavelet
features

Relative power for
each decomposition
detail (Pj)

Pj =

∫
D2
jdt

(Dj is the reconstructed signal detail at the j
th level)

Frequency
domain
statistics

Moments in the fre-
quency (M1f)

M1f =

L∑
l=1

flPSD(fl)

(where L is the length of FFT and f repre-
senting the frequency component)

Median frequency
(MF)

MF = 0.5
∑

PSD(f)

Spectral entropy
(SE)

SE = −
∑

pjln(pj)

(pj is the normalised value of PSD at each
frequency)

Total spectral power
(PT)

PT =
∑

PSD(f)

Peak amplitude (PA)
PA = max(PSD(f))

For the amplitude features creation, a low-pass filter (with a cut-off frequency of 30
Hz) was used [123], with the intent of removing the noise, thus improving the signal
differentiation that is essential for the detection of the inflection points in the waveform.
The reflection point represents the amplitude of the inflection point in the pulse pressure
waveform corresponds to the arrival of the reflected component that added to the incident
wave. The full width at half maximum further is determined by the difference between
the two values at which amplitude is equal to half of its maximum value.

In the time domain statistics: mean and median quantitatively represent the magni-
tude of each signal variable, whereas standard deviation, variance and interquartile its
variability. Skewness and kurtosis reflects the shape of the amplitude distribution [158],
[161], while the root mean square measures the magnitude of a varying quantify [160].
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The maximum of cross-correlation with a template signal measures a coupling be-
tween two time series. Differences in the structure of arterial pulse waveform indicate
an alteration of cardiovascular system. Four types of pulse pressure profile are described
and identified with arterial stiffness [24], [162]. The waveform templates, used for the
cross-correlation tests, belong to four waveforms groups classified as A, B, C and D,
and which represent the most relevant clinical relevant types [24]: type A, systolic peak
appears after the peak of the wave, type B, corresponds to cases of pronounced artery
stiffness where the systolic peak appears after the inflection point (although the differ-
ence between them is very close to zero); type D, waves are similar to type A waveforms,
but the inflection point can not be identified; type C waveforms, where the systolic peak
appears before the inflection point, are commonly seen in healthy individuals that have
low arterial stiffness and high elasticity [24].

The wavelet features capture relative energies in the different spectral bands. Two
mother wavelets (Haar and Db4) were tested and the relative power for reconstructed
signal detail was determined [24], [163], [164]. The choice of wavelet depends upon type
of application. Generally, a wavelet similar in shape to the signal being analyzed is
considered suitable for the analysis. The mother wavelet function Doubechies 4 is the
most commonly used for the arterial pulse waveform analysis [24], [164], [165]. Although
Haar function does not have the character of excellent time-frequency localization, it is
more suitable for analysis that requirement of peak detection [166], [167].

Figure 5.27 shows the pulse waveform measured by the optical probe decomposed in
6 levels using the Haar wavelet. In this case, the details D1, D2, D3 and D4 embed the
information of the pressure pulse that contains the signature of effects of wave travel
and reflection. For the analysis of the Figure 5.27, typical morphological features of
the pulse waveforms, e.g., the systolic peak and the dicrotic notch, are included in
details D1–D4. Maximum information in the first levels while D5 and D6 only provide
residual information. The normalized power of the details was used, resulting from
wavelet decomposition, as a synthetic descriptor of the morphological differences among
pressure pulses.

Figure 5.27: Wavelet decomposition up to 6 detail coefficient using Haar mother
wavelet. Arterial pulse waveform is original signal.

First to four-order moments in the frequency represents the amplitude of the Power
Spectral Density (PSD) at each single spectral component. The median frequency is



Chapter 5. Non-coherent Light Probes Characterization 80

defined as the spectral component which comprises 50% of the signal power, with higher
values corresponding to signals with significant spectral components at higher frequen-
cies. The spectral entropy is a disorder quantifier related to the flatness of the spectrum.
The total spectral power is computed as the total area under the PSD. The peak am-
plitude is the local maximum of the spectral content in the frequency range [158], [167].

All the features sets are then concatenated to produce a single feature vector. How-
ever, due to the great difference in the characteristics of the feature components a
normalization procedure is required. This task has a strong impact on KNN and SVM
classification algorithms [168]. The normalization consists in subtracting the mean over
all training values and dividing by the corresponding standard deviation [168].

5.5.1.3 Features selection

The choice of the most relevant features reduces the computational complexity and
improves of the classifier’s generalization ability. In an initial stage of a pattern recog-
nition project, it is desirable to discard features with no significant contribution. There
are methods that generate new features from the existing ones that retains the most
meaningful attributes, a process called features extraction. An example is the Principal
Component Analysis (PCA) algorithm. On the contrary, features selection algorithms
preserve the most significant features contained in the original features vector [169].

PCA must be applied for feature extraction with caution because there are some dis-
advantages related with its use. This method could discard components with negligible
contribution to the overall variance, which may nevertheless provide a crucial contri-
bution to pattern discrimination and, inadvertently, impair the classification accuracy
[168].

Feature selection algorithms are divided into two types: filter methods and wrapper
methods. The first one is based on indirect measurements, for example with distances,
reflecting segregation between classes. Wrapper methods, on the contrary, select a subset
of features based on the classification accuracy, which means they are dependent of the
used classifier. The Support Vector Machine Recursive Feature Elimination (SVM RFE)
algorithm is wrapper method based on a recursive process of features elimination. Start-
ing with all available features in the original data, it determines each feature’s contri-
bution in terms of the classification performance. The algorithm eliminates the feature
with the least impact on the classification accuracy until a stopping criterion, indicat-
ing that a good solution has been found, is reached [170]. At the end of process, the
algorithm returns a features ranking, sorted by order of significance in terms of the clas-
sification accuracy [171]. In this work a linear kernel function in SVM RFE was used.
The computational time is smaller in this case, due to the absence of kernel parameters.
Only the Regularisation Constant (RC) has to be tuned and it has been demonstrated
that very low values can improve the performance of SVM RFE [172]. The recursive
features elimination techniques have been successfully applied to physiological signals,
with the aim to find features subsets with high diagnostic relevance [159], [170]. The
SVM RFE algorithm was adopted in the current project, and the SPIDER toolbox for
Matlab R© was used to perform the features selection [173].

5.5.1.4 Classifiers

In biomedical data classification systems is frequent that the classifier which is applied
may not be suitable for the given data set [174]. For this reason, two types of classifiers,
KNN and SVM, were explored to find out which one guarantees the best classification
performance.
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SVM is defined as a classifier that can be linear or non-linear. When applied to data it
can distinguish two different types of classes by finding a separating hyperplane with the
maximal margin between two classes [174]. SVMs are defined by two general attributes:
C, a hyper-parameter that controls the trade-off between having large normalized margin
and having less constraint violation; and kernel, a function that map training data into
a higher dimensional space [169]. The kernel function is used to train the SVM and,
usually, the most common kernel types are the linear and the Gaussian (Radial Basis
Function, RBF) [169]. In this study, the last one was adopted because the Gaussian
kernel is considered the best option on the biological context [151], [175]. By using
SVMs with this type of mapping function a third parameter must be optimized: sigma,
the width of the Gaussian function. Therefore, it is always necessary to define the best
combination of the two hyper-parameters, C and sigma, that define the kernel RBF
model.

Contrary to SVM, KNN does not make any assumptions about the underlying data
pattern distributions. It is an algorithm used for object classification based on closest
training examples in the problem space [168]. The object is then assigned to the most
common class among its k nearest neighbours. KNN is considered the simplest algorithm
of all machine learning techniques, where the function used is only approximated locally
[176].

Generally, the performance of SVM classifier is better than KNN but a comparing
study between them was made, on the current study, to select the best model. The
Statistical Pattern Recognition Toolbox for Matlab R© was used to design both the KNN
and SVM classifiers [177].

5.5.1.5 Performance evaluation

In this phase a set of tests is usually performed in order to estimate the performance
of each classifier. Some data from the original data set is selected randomly and the
model build predicts its output values. Therefore, the predicted values are compared to
the real ones. Performance analysis is conducted under Accuracy (A), Specificity (Sp),
Sensitivity (Se) and F-Measure (F-M) that are explain in the Table 5.3.

In general, the performance of a binary classifier as the ones analyzed here, can be
evaluated taking in account the following quantities: TP, TN, False Positive (FP) and
False Negatives (FN). In the context of the data set analyzed, a ‘positive’ denotes a
part of the signal classified as having a waveform profile and ‘negative’ denotes noise.
Consequently, a TP is a portion of the signal which was correctly classified as having
a waveform profile, and a FP is a portion of the signal with noise which was wrongly
classified as having a waveform profile.

A high sensitivity guarantees that the algorithm rarely miss a ‘positive’ sample when
it appears. A high specificity ensures a very low rate of false alarms (when a ‘positive’
event is classified as a ‘negative’ one). A classifier is considered as having a good per-
formance if it simultaneously has a high sensitivity and a high specificity [168]. F-M
reflects indirectly the sensitivity and the specificity of the method. Therefore, having a
good classifier means that it has a high F-Measure. Globally, the aim of the performance
evaluation task is to find the method that ensures the highest Accuracy and F-Measure
values. In some cases it is important to consider Se and Sp measures individually. For
example, when the data set used is unbalanced as the one that was explored here.

To select a good classifier from a set of classifiers (model selection) is necessary to
adopt an accuracy estimation method. Its implementation is important to predict the
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Table 5.3: Performance measurements.

Performance measure Definition Expression

Accuracy The fraction of True Positives (TP) and True Neg-
atives (TN) in the population of all instances. A =

TP + TN

TP + TN + FP + FN

Sensitivity Dictates how sensitive the decision method is in
the detection of a ‘positive’ event. A high sensi-
tivity guarantees that the algorithm rarely miss a
‘positive’ sample when it appears.

Se =
TP

TP + FN

Sensitivity Informs how specific the classification decision is in
the detection of the ‘negative’ event. A high speci-
ficity guarantees a very low rate of false alarms
(when a ‘positive’ event is classified as a ‘negative’
one).

Sp =
TN

TN + FP

Precision (PR) Denotes the proportion of predicted ‘positive’
cases that are correctly real ‘positives’. PR =

TP

TP + FP

Recall (R) The same as specificity.
R = Sp

F-Measure The harmonic mean of precision and recall, and
reflects indirectly the sensitivity and the specificity
of the method.

FM =
2.PR.R

PR+R

classifier’s future prediction accuracy and to calculate the above performance measures.
Hold-out and cross-validation are the methods chosen in the current study.

Hold-out method divides the data into two mutually exclusive subsets – the training
set and the test set. The training set corresponds to a percentage of the whole data set,
and the test set is defined as the remaining data. Changing the data proportion can lead
to different values of accuracy. The error estimate is obtained from the validation set,
and therefore suffers from bias and variance effects originated by the finiteness of the
training set and the finiteness of the test set, respectively [168]. The hold-out method is
a pessimistic estimator. Only a portion of the data is given to the inducer for training
and the more instances are chosen for the test set, the higher the bias of the estimate
[178]. Usually, the larger is the training data set the better is the classifier. In the
hold-out method, the accuracy of the error estimate is directly related with the length
of the test set. Ideally both training and test sets should be large. To obtain more
reliable results, the hold-out method can be repeated several times and the estimated
accuracy is then computed by averaging the runs [178].

Cross-validation is one of the most common methods [178]. In this method the whole
data set is randomly split into n different subsets (folds). The classifier is trained and
tested n times. In each iteration, one subset is used as the validation set, being the
classifier trained with the other n-1 subsets. A subset assigned as part of the test set
will be used as the training set in the next iteration. The overall estimated accuracy is
the average among the n iterations and it depends on the number of folds n. Usually,
5-fold or 10-fold cross-validation displays lower variance. Cross-validation ensures nearly
unbiased estimate of the prediction error rate and avoids overlapping test sets [179].

5.5.2 Classifier Performance

This section contains the results obtained after thorough testing the two classifiers for
several combinations of different values of parameters.
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Table 5.4: Overall KNN and SVM accuracy for different parameters in the SVM RFE.

RC 1 x 10−7 5 x 10−7 1 x 10−6

N 5 10 25 30 5 10 25 30 5 10 25 30

KNN
Hold-out

0.983 0.980 0.980 0.983 0.995 0.983 0.978 0.991 0.983 0.980 0.980 0.983

KNN
Cross-
validation

0.921 0.919 0.919 0.926 0.932 0.933 0.930 0.924 0.923 0.923 0.924 0.923

SVM
Hold-out

0.991 0.983 0.992 0.983 0.979 0.979 0.979 0.983 0.979 0.991 0.983 0.983

SVM
Cross-
validation

0.947 0.948 0.952 0.948 0.942 0.949 0.947 0.949 0.946 0.950 0.949 0.948

The KNN classifier was tested for 1 to 50 nearest neighbours and 5 to 10 folds in
cross-validation method. For the hold-out method the length of test set varies between
50 % to 90 %. For the SVM classifier tests were used the values of a constraint factor
between 0.01 to 200, the sigma of the 0.01 to 100, 5 to 10 folds in cross-validation and
50% to 90% for the length of test set in hold-out method. The best results obtained
for the accuracy for all combinations of these parameters in test are represented in the
Table 5.4.

Three values for small RC of the SVM RFE were tested, for 1 x 10−7, 5 x 10−7 and 1
x 10−6 and for different features numbers. The best performance of classifiers was found
for the lower values of RC. Similar results were also described in another studies that
used very low values for the regularisation constant in order to improve the performance
of SVM RFE [172], [180].

In the simplest case, hold-out sets are constructed just by splitting some original
dataset into more than one part, but the evaluations obtained in this case tend to reflect
the particular way the data are split up. The solution is the cross-validation that uses
statistical sampling to get more accurate measurements. The advantage of using cross-
validation is the combination of a large training set with several independent test sets.
The cross-validation method is the standard procedure for classification error estimation
[181], [182], for this reason the next discussion of the results is made taking into account
only the cross-validation method.

It can be observed, from Table 5.4, that the overall accuracy is higher than 0.9, for
both classifiers. For the KNN the higher accuracy (0.933) was evaluated for 4 nearest
neighbours using 5-fold cross-validation scheme. In the SVM classifier with a cross-
validation method the best value of accuracy is the 0.952, and the best combination of
parameters for the SVM RFE, results for a small regularisation constant 1 x 10−7 and 25
selected features. The evolution of the accuracy results corresponds to the combination
of sigma and constraint values in the SVM classifier and is represented in Figure 5.28.
The maximum value in the figure occurs for the values mentioned above from reading
the Table 5.4, for a constraint factor of C = 180 and σ = 0.1 with 5-fold cross-validation
scheme. For sigma values higher than 2 there is a great decay of the accuracy results
and from σ = 4 stabilizes at a low performance results. Very small values of sigma keep
a high score of performance for a wide range of constraint values.

From Table 5.4 it was possible to identify the best accuracy value for each classifier
and number of features in the study. For each accuracy measure was identified a value
of Sp, Se and F-M. These values are summarized in Table 5.5 for the cross-validation
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Figure 5.28: Grid search showing the accuracy of SVM classifier for a wide range of
σ and C for data set, and the colour code represents the accuracy result.

Table 5.5: Validation results for KNN and SVM classifiers for different parameters of
SVM RFE.

RC N Sp Se F-M Sp Se F-M

1 x 10−7

5

KNN

0.9018 0.9290 0.9347

SVM

0.9259 0.9623 0.9560
10 0.9018 0.9337 0.9339 0.9203 0.9672 0.9569
25 0.8992 0.9337 0.9336 0.9312 0.9665 0.9600
30 0.8619 0.9743 0.9395 0.9253 0.9640 0.9568

5 x 10−7

5 0.8942 0.9624 0.9432 0.9115 0.9624 0.9515
10 0.8921 0.9658 0.9446 0.9221 0.9668 0.9572
25 0.9054 0.9629 0.9426 0.9221 0.9644 0.9559
30 0.8649 0.9583 0.9369 0.9214 0.9672 0.9573

1 x 10−6

5 0.8500 0.9748 0.9372 0.9183 0.9647 0.9549
10 0.8953 0.9355 0.9370 0.9297 0.9648 0.9585
25 0.8325 0.9747 0.9381 0.9253 0.9648 0.9572
30 0.8943 0.9471 0.9371 0.9253 0.9640 0.9568

method, the best selected values are highlighted. From this table it can be observed
that all the algorithms achieved a good performance, once the overall results for Sp, Se
and F-M are extremely high.

It was expected a lower performance of KNN classifier when compared to SVM. A
good performance of a classifier can be considered when its values of Sp and Se have
some balance between them. The best values of specificity and sensitivity were selected
for each algorithm. In all cases, the value of Se is higher than 0.9 which means that the
False Negative rate is very small, showing that the classifiers are identifying the signal
in the correct class. On the other hand, for SVM higher values of Sp, were obtained
indicating, again, that SVM classifier have a much stronger performance than KNN
classifier. The high values of Se ensure that a small number of signals are classified
as noise, and this affords an important characteristic of the classifier for this type of
problem, ensuring that good signal segments are not disposed.

The parameters that lead to best accuracy were selected for more detailed testing of
the implemented algorithm, to each group of selected features. For these parameters,
the graphic illustrated in Figure 5.29 shows the evolution of accuracy with the number
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of features chosen from SVM RFE, for the two different classifiers under study with
cross-validation method. It can be observed that the best values of accuracy were ob-
tained for the SVM algorithms, which are in agreement with the previously performance
analysis and confirms that KNN has a weaker behaviour. Besides that, this illustration
gives important information about the number of features that should be selected from
SVM RFE.

Figure 5.29: Accuracy for two classifiers obtained for different numbers of features
extracted from SVM RFE.

It is clearly visible that accuracy has a strong increase until 5 features, but from
that point it does not suffer substantial changes in the accuracy results indicated that
extracting a higher number of characteristics will not affect the classifiers performance.
There is therefore a lot of redundancy in the signal features extracted. Through this
analysis it can be concluded that the first selected features, from SVM RFE, will have
enough information to make a correct and safe distinction between clear and noisy sig-
nals. This point has important practical consequences for the classifier implementation,
since, being only 5 features necessary processing can be much faster.

The most important features identified by the SVM RFE procedure are: Root Mean
Square (RMS); cross-correlation with signal template C and D; relative power for the
first two levels decomposition in the wavelet analysis using the mother wavelet function
Haar. These 5 features are sufficient for the classifier distinguish between signal and
noise.

The Figure 5.30 shows the scatter plots between features, it is observed that the
features extracted from signals and noise acquisitions are almost distinguishable.

5.6 Conclusions

Three optical probes specifically designed to measure PTT have been developed, however
in the first tests with LEP demonstrated to have a low temporal resolution, not enough
for measure the PWV expected in pathological cases. The PPD and APD probe was
tested along with three different signal processing algorithms. All three tested algorithms
can measure PTT with an error below 8%. Tests show that although both probes are
capable of measuring PTT accurately, the APD based one is more precise and accurate.
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Figure 5.30: Scatterplot matrix of the five variables distinguished by class, signals
are marked in red and noise with black. The diagonal plots show the histogram of
each feature. List of features: RMS; Cross-C C represents cross-correlation with signal
template C; Cross-C D represents cross-correlation with signal template D; P1 is the
relative power for the first level of decomposition with mother wavelet function Haar;
P2 is the relative power for the second level of decomposition with Haar mother wavelet.

The pulse waveform obtained by optical probes, PPD and APD probes, were com-
pared with US in a test bench and in vivo at the carotid site. Although both systems,
optical and US, allow the reproduction of the arterial waveform, the overall results clearly
favour the optical solution. The optical probes are able to reproduce the pressure wave-
form and respective characteristic points with great consistency and resolution, APD
probe exhibits a better performance as well as a lower noise profile, when compared to
the PPD probe.

The probes developed with infrared light show better results with the progressive
increase in the number of silicone layers. They also provide better resolution in the
waveform features and higher SNR and lower RMSE when compared to the signals
acquired with visible light.

The APD has an inner gain of 50 due to its intrinsic avalanche effect and is considered
almost point-like (1 mm2). On the other hand, the PPD has a detection area of 52
mm2, which is 52 times larger than the APD detection area. However, as the PPD
does not have any inherent gain, we can consider that the gain of the APD compensates
the detection area of the PPD and thus, the signals can be comparable. APD probes
exhibit a better performance for both visible and IR lighting, with better SNR when
compared to the signals from the PPD probes. On the other hand, the APD has a
stronger electric field which allows the decreasing of the drift velocity, a fast response
time and an increased bandwidth response.

The study of the attenuation coefficient showed that there is a greater absorption
of visible light, when compared to the infrared light, in the silicone layers for both the
APD and PPD probes: µvisible > µIR. For the probes with visible illumination, a lower
amount of light is transmitted when compared with infrared illumination, and the signal
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detected is poorer, demonstrating the preference for the ability of the infrared light in
tissue penetration, in order to detect the signal in cases of fat accumulation.

The good results obtained with the PPD combined with the far lower cost of the
PPD detector makes the LED/PPD combination the best solution.

An algorithm based on a classifier was developed for distinguish valid data signals
containing arterial pulse waveform and which part has no relevant information from
signals acquired by the optical probe.

The 37 created features which allow the data characterization were divided in different
subsets: amplitude features, time domain statistics, wavelet features, cross-correlation
features and frequency domain features. The SVM RFE was implemented for feature
selection in order to reduce the computational complexity and to improvement of the
classifier’s performance.

Two classifiers architectures were tested, KNN and SVM, and compared to find the
one that guarantees the highest classification performance. The SVM classifier obtained
the higher accuracy (0.952) with a specificity of 0.9312, sensitivity of 0.9660 and F-
Measure of 0.9600, for a constraint factor of C = 180 and σ = 0.1.



Chapter 6

Coherent Light Probe Perform
Evaluation

This chapter presents the validation tests of a probe based on the self-
mixing effect. These tests encompass the electrical and optical crosstalk
tests, along with the tests that allow the evaluation of the algorithms’
performance for signal processing based on Short-Time Fourier Trans-
form and Empirical Mode Decomposition when applied to self-mixing
signals. The next test determines the ability, of this kind of probes, to
measure velocity, and other characteristics, of the movement described
by a target. The last study represents a novel approach to obtain the
mixing effect outside the laser cavity using an external photo-detector.

The optical probe, based on laser Doppler technology, is composed by two LDs. This fact
implies the need for electrical and optical crosstalk tests in order to prove the robustness
and galvanic isolation of the electric circuits and non influence of optical axis between
the LDs.

The main objective of the optical probe developed is the use self-mixing signals to
obtain the arterial pulse waveform measured in the carotid artery, of to determine the
temporal occurrence of the feature wave points with dedicated algorithms. To achieve
these goals, a STFT algorithm and EMD were applied to the self-mixing signals and the
performance of the method was evaluated.

The self-mixing probe was tested with two different test benches in order to determine
its ability to accurately measure velocity and other movement characteristics of a moving
target. These tests included the characterization and analysis of piezoelectric actuators
and piezoelectric transducers used in the tests setup.

Some problems could be expected while acquiring signals in the human carotid artery
with an optical probe using the self-mixing principle. In order to improve the acqui-
sition a new approach was tested for obtain the self-mixing signals using an external
photodetector such as a planar photodiode. This configuration was intended to increase
light collection efficiency and therefore SNR.

88
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6.1 Cross-talk Tests

6.1.1 Electrical Crosstalk Results

The probe construction was realized with two independent and identical circuits of driver
and trans-amplification. The common points between the channels are the ground and
power supply. In order to evaluate the electrical robustness of the probe, the test setup
was performed with a devoted test bench. This consists on putting one LD sensor in
front of the silicone membrane while keeping the other laser-diode covered with a non
reflective material represented in Figure 6.1. Both sensors are switched on but only one
of them illuminates the membrane surface.

Figure 6.1: Electrical crosstalk test bench. The probe has an open laser-diode sensor
and a closed laser-diode sensor. Adapted from [183].

The silicone membrane executes a controlled movement that tries to simulate the
skin displacement of healthy subject, i.e. describes a pulse pressure waveform of C type
(see section 2.2). The generated waveform has a period of 1 second, which tries to
simulate a heart rate of 60 bpm, and a maximum displacement of approximately 470
µm (refereed value for the carotid distension) [184]. The acquired self-mixing signals
are shown in Figure 6.2. LD A corresponds to the opened sensor, emitting light to the
membrane, and LD B corresponds to the closed sensor. By analyzing these results it
is clearly visible in LD A signal, the modulation caused by the membrane movement
(Figure 6.2(a)). In contrast, the LD B signal shows no amplitude modulations correlated
with the membrane movement.

6.1.2 Optical Crosstalk Results

When two optical emitters/receivers are used proximal to each other or in the same area,
it is important to study the influence of the emitted light from one component in the
sensing operation of another component in the vicinity. Due to this problem another
test was idealized (Figure 6.3). In this case, the two sensors are open and pointing to
silicone membranes. One of the membranes is moving with the pulse pressure profile
and the other is fixed. LD A is pointing to the moving membrane and LD B is pointing
to the stopped membrane.

Acquired signals from both sensors are showed in Figure 6.4. In the signals is clearly
visible the amplitude modulation in the LD A signals due to the membrane movement.
In the LD B signals does not exists any indication of this amplitude modulation. In
the frequency analysis, by the spectrogram, no components were identified in the signal
from LD B. These results prove that laser light reflected by the moving membrane do
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(a) Test setup signals. (b) Detail of the signals.

Figure 6.2: Acquired signals in crosstalk tests. a) Signal of the LD A (opened). b)
Signal of the LD B (closed). Adapted from [183].

Figure 6.3: Optical crosstalk test bench. The probe is placed in front of two silicon
membranes. The moving membrane, with a pulse pressure waveform movement and

the fixed membrane, without movement. Adapted from [183].

not reach the LD which is pointed to a fixed surface. This fact occurs due to the small
area of aperture of the LD, the photodiode is a point-like sensor.

6.2 Empirical Mode Decomposition Results

6.2.1 Test Setup

The test setup, schematically represented in Figure 6.5, was designed to evaluate if the
optical probe was able to measure distensions of the same order of magnitude as the
ones observed at the skin over the carotid site. The test waveforms were generated by
an Agilent 33220A arbitrary waveform generator, which feeds an actuator, biased by a
high voltage linear power driver. The actuator moves a mechanical structure, MS as
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(a) Test setup signals. (b) Detail of the signals.

Figure 6.4: Acquired signals with optical probe. a) LD A pointing to a moving
membrane. b) LD B pointing to a fixed membrane. Adapted from [183].

shown in Figure 6.5, lined up with a silicone membrane that reflects the light emitted
by the laser-diode, similarly to human skin. Each silicone layer was 1 mm thick and the
tests were conducted using four layers (4 mm). The cardiac-like waveforms, generated
in the test setup are similar to healthy individual cardiac waveforms. The actuator
reproduces these waveforms with a maximum displacement of 500 µm. The optical
probe was positioned in front of the MS and detected variations of the reflected light.

Figure 6.5: Block diagram of the optical system and all its minor components and
simple diagram of the implemented test setup. Adapted from [183].

Self-mixing signals were acquired in a long range of sampling frequencies (from 20
kHz up to 200 kHz) [76], [185], [186]. The sampling frequency set must ensure that it is
always higher than twice the Doppler frequency to be measured with this system. In the
arterial pulse pressure, the velocity expected for the carotid movement is approximately
4500 µms−1 [187], that corresponds approximately to a maximum Doppler frequency
of 20 kHz. A 100 kHz sampling frequency was elected for the acquisition of the signals
since it ensures the best compromise between signal quality and computational effort,
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according to a shape waveform RMSE test. As mentioned before, section 4.2, the self-
mixing signals are a non-stationary type of data due to their high dependence on the
Doppler effect [75]. The typical signals acquired in the test setup are shown in Figure
6.6 and the solid line represents the actuator displacement.

(a) Test setup signals. (b) Detail of the signals.

Figure 6.6: Test setup signals. (a) Self-mixed laser signal acquired in the test setup
and the waveform described by the actuator marked by a solid line. (b) Detail of the

signals, self-mixing effect.

The Doppler signals require a time–frequency analysis to extract most of the physio-
logically important parameters. To find the time of occurrence of the clinically relevant
feature points of the pulse pressure waveform a STFT was performed. This algorithm
was used with a 124-point length Hanning window and a 100-point segment overlap for
high temporal resolution [104]. The Fourier length was 1024 points using zero padding
of the analyzed signal to obtain a better frequency discretization and the resulting spec-
trogram is shown in Figure 6.7(a), a two-dimensional matrix with the coefficients repre-
sentative of the frequencies present in each time window. After these processing stages,
a two-dimensional signal was constructed for a good visualization of the time–frequency
spectrum (Figure 6.7(b)). Numerically, this is achieved by finding the maximum value in
every column and representing its values on a time scale. Since the dc value of the signal
is extremely high, the zero frequency is the predominant at every window. However, as
the zero frequency does not bear significant information, it was excluded from this search
of frequencies in order to find the correct Doppler shift frequency using this algorithm.
In addition, a threshold was defined to prevent the determination of image artifacts as
predominant frequencies. Thereafter, a Doppler shift frequency was reconstructed along
time from the original self-mixing signal. The reconstructed signal represents the most
predominant frequency of the original self-mixing signal over time, which corresponds
to the Doppler frequency shift.

Figure 6.7(b) shows the reconstructed signal which evidences a strong correlation
with the derivative of the signal fed to the actuator, despite the presence of high noise
level. To remove the noise present in the reconstructed signal an EMD-based algo-
rithm was conducted. This method intended to create a multiscale decomposition and
a time–frequency analysis of the reconstructed signal [132].

Figure 6.8 represents the decomposition levels with relevant information in EMD
processing. The smoothing effect of this algorithm is clearly evident as the signal is
decomposed. In the first levels, noise spikes are removed and the waveform is preserved,
in the last levels do not show the main waveform, but the frequency presented in the
envelope of level 5 is the fundamental frequency of the original signal. The level 6 of
decomposition has no longer relevant information.
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(a) Spectrogram. (b) Wave reconstructed.

Figure 6.7: Spectrogram of the original signal. (a) Spectrogram in a conventional
gray scale representing the top 50 dB of the signal. (b) Wave reconstructed from the

image spectrogram.

Table 6.1: RMSEs between the turning points from the waveform generator and the
temporal features determined by the EMD in the first level.

data sets 1st 2nd 3rd 4th 5th

Systolic peak eRMS (ms) 2.5 2.7 2.9 4.7 2.9
Reflected wave eRMS (ms) 1.4 1.3 1.9 2.1 3.0

6.2.2 Error Evaluation

The described algorithm was applied to five different data sets. For every test, data were
acquired in the test setup and, between the data acquisition, the probe was withdrawn
from the forward-facing of the membrane and re-aligned. Such variations of the initial
conditions permit the understanding of the influence of the probe’s positioning and
alignment in the final results. The data sets are composed of the generated original
signal, the self-mixing signal and time correspondence.

After the signal processing, a few quality parameters were extracted by comparing
the reconstructed and the original data in order to evaluate the performance of the
presented algorithm. Since temporal coherence is the objective of this work, the temporal
occurrence of the SP and the reflected wave were previously determined for all data sets.
Each data set has ten SP and ten reflected waves because the synthetic pulse waveform
period is 1 s. Besides this, the corresponding SP and reflected wave occurrence time
were computed in the reconstructed signal using a semi-automatic method. For each
peak, the time lags were calculated by subtracting the original time occurrence from the
reconstructed time occurrence.

Finally, the RMSEs for the SP and RP were calculated for each data set. For every
data set, the first and second levels of decomposition were considered. The first decom-
position level achieves the best performance in all cases and the errors were computed
for this decomposition level.

In terms of RMSEs (table 6.1), it is important to note the high precision in the point
time determination of the reflected wave. For this event, the maximum mean error was
3 ms for the fifth data set. Between data, small differences in errors occurred. This fact
is understandable because the probe alignment influences the quality of the extracted
signal but, despite this, the reconstructed algorithm showed high robustness.
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Figure 6.8: EMD first, second and fifth levels. The envelope and the residue result
for each level.
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With regard to the systolic peak, the RMSEs were slightly larger in almost all sets
and never exceeded 3 ms. The high RMSE in their fourth data set is an outlier probably
originated by an under optimization of the alignment in the test setup. Lastly, all time
errors were small if one considers that under physiological conditions the pulse waveform
has a period between 1 and 0.5 s, which is equivalent to 60 and 120 beats per minute.
Data sets were composed of ten SP and ten reflected waves that made a total of 50
feature points for each data set. To get information about the dispersion of the time
errors, a histogram (Figure 6.9) was constructed with the time errors of all analyzed
data, separated by the feature points (SP and RP).

(a) Error dispersion for the SP. (b) Error dispersion for the RP.

Figure 6.9: Error dispersion plots for each temporal feature determined by the al-
gorithm. (a) Error dispersion for the SP determination. (b) Error dispersion for the

RP.

Considering the histogram of the single errors, a strong conclusion needs to be made.
At the time of the determination of the SP, almost all errors had a negative signal. This
means that all points were identified with a small delay. This conclusion is acceptable
because the spectrograms do not permit to split the original signal into an infinite
number of windows. Another cause for this delay is the strong dc component present in
the original signal. The need to remove this signal component causes some information
loss. Nevertheless, in the reflected wave point histogram, a more balanced distribution
of the errors is present. This fact happens because the reflected wave has two rapid
turning points (local maximum and local minimum) and the reconstruction algorithm,
in some cases, can only identify one of them.

6.2.3 In vivo Carotid Measurements

The expected follow-up of this work started with the acquisition of pulse data in humans,
in the carotid artery. Measurements were carried out after 15 minutes of rest period in
a temperature controlled environment (25 ◦C). Each exam procedure consisted in the
acquisition of a set of cardiac cycles at the carotid artery during 2-3 minutes, with the
patient lying in supine position.

Figure 6.10 shows a preliminary acquisition in humans using the optical probe. Data
were collected directly into a portable computer for a few minutes. The signals show
great consistency in the waveform of the pressure wave (Figure 6.10(a)). The self-mixing
effect is clearly visible in the Doppler signal (Figure 6.10(b)).

The one-dimensional signal reconstructed from the spectrogram of the set of acquired
pulses is shown in Figure 6.11. The reconstructed signal shows the periodic structure of
the wave, proportional to the velocity of the distension of the carotid wall.
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(a) Set of cyclic laser Doppler signals. (b) Detail of the pulse detected.

Figure 6.10: In vivo carotid measurements. (a) Set of cyclic self-mixed laser Doppler
signals from the movement of the carotid artery. (b) Detail of the pulse detected by

the optical probe.

Figure 6.11: Reconstructed signal from the STFT and EMD.

6.3 Sub-micron Doppler Vibrometry

The capabilities of the optical probe measurement vibration was tested in extreme condi-
tions, sub-micron amplitude vibrations and high frequencies. This probe was tested with
two test bench apparatus that enhance its precision performance, with a linear actuator
at low frequency (35 µm, 5 - 60 Hz), and its dynamics, with disc shaped transducers for
small amplitude and high frequency (0.6 µm, 100 – 2500 Hz).

Doppler shifted scattered light is proportional to the component of its axial veloc-
ity with a magnitude that may be evaluated by measuring the frequency of the beats
produced by the scattered light [100]. The readout LD signal is converted in a Doppler
spectrogram, using a short-time Fourier transform and overall spectrogram represents
the estimated signal power distribution in the time-frequency plane, and each instan-
taneous time has a corresponding instantaneous frequency. The velocity of a target is
not constant and the statistical distribution of the successively measured Doppler shifts
is proportional to the Probability Density Function (PDF) of the object velocity. The
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maximum Doppler frequency corresponds to the maximum velocity of the target. The
peak of the curve on the power spectrum corresponds to the dominant frequency and
can be related with the scattered velocity [188], [189].

Based in the information given by the Doppler spectrogram and power spectrum from
the selfmixing signal it is possible to determine the velocity and the amplitude of the
moving target, and consequently it is possible to reconstruct the movement equations
described by the target vibrations [76].

6.3.1 Test Benches

The optical probe was tested in two different test setups, where two types of displace-
ment transducers were used. The first one is based on a piezoelectric actuator whose
movement can be electronically controlled, biased by a HV Amp. This test allows an
error evaluation by comparing the original values defined in the system with the mea-
surements obtained by the self-mixing signals.

The second bench test is based on a disc shaped piezoelectric element driven by an
oscillating electronic circuit and was conducted to study the capability of the probe for
measurement a sub-micro vibrations.

6.3.1.1 Test Bench I - Sensibility characterization

The test bench I, which is represented in Figure 6.12, was based on a piezoelectric
actuator mechanically coupled to a mirror surface that acts as the moving target. For
bench procedure, a sinusoidal driving signal was used thus providing a single frequency
oscillatory movement. This test was designed to evaluate the ability of the optical probe
to measure the velocity and amplitude in a micron range.

The sinusoidal movement signal was provided by an actuator (ACT in Figure 6.12)
driven by the HV Amp; that amplifies to the appropriate high voltage level the Agilent R©
33220A output. The mirror attached to the actuator reproduced a pure sinusoidal
movement with 35 µm amplitude. In the velocity study, several frequencies, from 5 to
60 Hz, were tested with the optical probe axis perpendicular to the mirror surface in
order to detect the Doppler frequency modulation imposed to the reflected light.

Figure 6.12: Photo of the experimental setup with ACT, mirror and the optical
probe.
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6.3.1.2 Test Bench II - Vibration Response Characterization

In the second test bench the ACT was replaced by a piezoelectric disc, finely polished
to improve the reflection properties of the vibrating surface. A circularly-shaped piezo-
electric sounder, MURATA R© 7BB-35-3, with 23 mm electrode size diameter and 2.8 ±
0.5 kHz resonant frequency, was used.

To determine the characteristics of the Piezoelectric (PZ) vibration, a sinusoidal
voltage from an Agilent R© 33220A arbitrary waveform generator, was used as a driving
signal for the sounder. Figure 6.13 depicts this test bench apparatus with a three axis
linear precision positioner (T-LA28A from ZABER R© Linear Actuator, 28 mm travel
range with RS-232 interface) that allows precise control of the actuator position relative
to the probe. The PZ is welded at two points at the edge of the metal disc to guarantee
free vibration of the piezo wafer.

Figure 6.13: Photo of the experimental setup with PZ disc fixed in three linear
actuators in front of optical probe.

6.3.2 Results and Discussion

The self-mixing signals readout from the optical probe, were processed in order to char-
acterize the mechanical dynamics of the target. Complementally, a study of the errors
associated to this measure was performed.

6.3.2.1 Actuator Velocity Determination

The self-mixing signals were sampled at 100 kHz. Figure 6.14 shows the power spectrum
of the self-mixing signals obtained when the sinusoidal frequency, that drives the ACT,
is swept from 5 to 60 Hz, with a constant amplitude of the 35 µm . The Doppler
frequency is computed as the maximum peak in the power spectrum calculated for the
signals (magenta dots). It is clearly visible that the Doppler frequency increases when
the ACT velocity also increases. However there is a non-linear correlation between these
two variables that were expected to be linearly correlated. This behaviour results from
the operating limits the HV Amp when it drives high capacitive loads. Regarding the
inherent electrical capacitance of the actuator (290 nF ± 20%), the response curve of
the HV Amp presents a decreasing amplitude for frequencies values higher than 45 Hz.
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In Figure 6.14 it is also possible to identify another frequency component, which is
twice the Doppler frequency, representing a second harmonic generated by the multiple
reflections at the dielectric mirror used in the test setup. An interface between two
different dielectric media is a source of second and third-harmonic components which
are clearly visible in the spectrogram (Figure 6.14) [16]. In the power spectrum plot
the presence of a strong component at 28.52 kHz and at 42.97 kHz is also clear, for all
the analysed signals. This effect results from an interference in the DAS, which is easily
proved since the two peaks remain in the spectrum even for acquisitions with the probe
turned off. However, these interference peaks don’t affect the conclusions on the target’s
dynamics, if properly considered during processing.

Figure 6.14: Power spectral density generated by the self-mixing signals for a sinu-
soidal vibration of the ACT (movement frequencies between 5 to 60 Hz). The power
spectral characteristics evidence the behavior of Doppler frequency with the ACT fre-

quency marked with magenta dots.

The theoretical relationship for the Doppler frequency, equation 3.4, allows the de-
termination of the ACT velocity. To solve the equation that describes the sinusoidal
movement, the amplitude of the ACT displacement needs to be assessed. The spec-
trogram is considered the most valuable tool to derive the target movement from the
self-mixing signals. This time dependent spectral description of the signal is obtained
through a sequence of STFT over the analysis interval, providing a two-dimensional
matrix with the coefficients proportional to the frequencies present in each time window
(Figure 6.15). In this grey scale plot the predominant frequencies are represented by
the darker colours (50 dB). The successively attenuated harmonics are clearly visible
as lighter traces on the STFT plot. The period of the original signal can be estimated
from the spectrogram analysis considering the double frequency of the self-mixing signal,
arises from the rectified effect results the Doppler technique.

From equations 6.1, 6.2 and 6.3 that describe the sinusoidal movement:

x(t) = A sin(ωt), (6.1)

v(t) = Aω cos(ωt), (6.2)
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Figure 6.15: Spectrogram for a self-mixing signal at a 20 Hz vibration of the actuator
ACT. Conventional gray scale representing the top 50 dB of the signal.

a(t) = −Aω2 sin(ωt), (6.3)

These expressions are related to equation 3.4 leading to the equation that describes
the velocity ν = Aω.

6.3.2.2 Error Evaluation

For the results obtained with optical signals processing was important quantify the error
and study their origin. The velocity computation, according to the previously described
expressions, revealed a particular distribution illustrated by Figure 6.16. The comparison
between these values obtained from the self-mixing signal analysis and the real values,
imposed on the actuator shows an average error of 10% for the amplitude and velocity
values. This error is inversely proportional to the ACT driving frequency for values
bellow 45 Hz and quickly increases above this value. This behaviour is explained by the
performance degradation of the actuator for this frequency range, as mentioned earlier.

Figure 6.16: Error evolution for the velocity determined in the different frequencies
tested.
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The relative error is higher at lower velocities and decreases when the velocity in-
creases. Similar results obtained by other authors [105], [190], [191] support these ob-
servations. It is shown that the method is not sensitive to slow movements, i.e. low
frequencies, since the Doppler frequency is too close to the fundamental frequency and
consequently cannot be clearly distinguished.

The movement amplitude is estimated from two variables extracted from the self-
mixing analysis: ν and ω. The amplitude mean value obtained is 33.8 µm with standard
error of 5.6 µm. The error associated to these values produces an amplitude error of less
than 20% in all measurements.

6.3.2.3 Piezoelectric Velocity Measurements

Higher Doppler frequencies are expected for the test bench II in order to test the
capability of optical probe to measurement sub-micron vibrations. As the sampling
frequency must always be higher than twice the measured beat frequency (from the
Nyquist–Shannon theorem), the self-mixing signals were sampled at the higher possible
frequency supported by the DAS, i.e. 500 kHz.

To study the PZ vibration it was necessary to select the best surface region on the
PZ to acquire the signals. In order to build the PZ vibration profile, a systematic
disc surface scan was performed. The axis linear precision positioners were used in 28
incremental steps, both in x and y axis, resulting in a square image (28x28 pixel). The
signals were acquired for a fixed vibration frequency of 600 Hz, which is far enough
from the PZ resonance frequency expected to be around 2.8 ± 0.5 kHz. The Doppler
shifted frequencies determined are represented by a colour scheme in Figure 6.17. From
the observation of this image it can be concluded that points near the disc fixation site
(left and right peripheral points) present low vibration, i.e., the determined Doppler
frequency is close to zero. This vibration absence, corresponds to a null velocity, and
account for the elliptical shape of the vibration area.

The vibration amplitude, in the centre of disc was estimated to be 0.6 µm by using
the central Doppler information presented in the PZ disc scanning.

The Figure 6.17, obtained from the surface scan, can be used to identify the vibration
mode of the PZ disc and explains the deflection directions on the disc. The vibration
mode (0,1) acts like a monopole source, and represents the most efficient mode concern-
ing the transfer of vibrational energy [192].

The frequency spectrum of the PZ measured by the optical probe is shown in Figure
6.18. The PZ disc transducer was swept by frequencies from 100 to 2500 Hz, and, for
each scan, four slightly different amplitudes were tested. Frequencies above 2.5 kHz
were tested but the power spectrum of the self-mixing becomes very complex, making
the Doppler frequency determination very hard most likely due to the resonance effect
expected for these frequencies.

The behaviour of the Doppler frequency curve (Figure 6.18) shows an inflection
point when the PZ vibrates at 1 kHz that can be properly understood considering the
impedance analysis of the PZ (section 6.3.2.4).

In the test bench the piezoelectric layer converts electrical energy into mechanical
energy. When excited at the resonant frequency, the PZ will resonate freely with higher
amplitude than at any other frequencies. In the vicinity of this resonant frequency,
an anti-resonant frequency is expected, with a consequent impedance maximum and,
therefore, minimum oscillation amplitude.
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Figure 6.17: The mode shape (0,1) of the PZ disc vibration obtained by the Doppler
frequencies. The scales represent the number of pixels, and the colour code represents

the Doppler frequency (in Hz) for each pixel.

Figure 6.18: Typical curve response for the Doppler frequency obtained from the
self-mixing signals for different frequencies in the PZ movement.

6.3.2.4 Piezoelectric Impedance Measurements

The ability to transform electrical energy into mechanical energy depends on the fre-
quency response of the PZ and can be measured through the impedance spectrum. The
impedance analysis implies the measurement with an electrical impedance spectroscopy
Electrical Impedance Spectroscopy (EIS) system [193] being the obtained results repre-
sented in Figure 6.19.

The resonant frequency, i.e. minimum of impedance, occurs at 3 kHz which corre-
sponds to the value expected for the PZ used in this study. The anti-resonant frequency,
i.e. maximum impedance, occurs immediately afterwards, at about 3.3 kHz. For the
anti-resonant frequency, the PZ disc shows almost no displacement and no reproductive
behaviour to the applied voltage, showing minimum conversion of electrical energy into
mechanical energy. There is another maximum in the impedance curve that explains the
particular behaviour for the determined Doppler frequencies. At around 1 kHz (red dot
mark in Figure 6.19 the Doppler frequency is close to zero due to the higher impedance
of PZ. The dashed box in Figure 6.19 defines the frequency window that is represented



Chapter 6. Coherent Light Probe Perform Evaluation 103

Figure 6.19: Impedance of a piezoelectric disc for several frequencies. The frequencies
are represented in logarithmic scale. Dashed box define the frequency window that
corresponds to the frequencies analyzed for the PZ response, red dot makes a second

anti-resonance point in 1 kHz.

in Figure 6.18 8 and exhibits the same wave profile, which explains the behaviour of PZ
vibration and Doppler frequencies obtained.

6.3.2.5 Piezoelectric Energy Study

The electric to mechanical energy conversion in the actuator accounts for the mechan-
ical movement (oscillation) of the piezo element and its adjacent materials, when the
sinusoidal voltage is applied. The electric power delivered to the PZ is evaluated by
measuring its electrical current using a sense resistor. The instantaneous electric power
for a 600 Hz frequency was found to be 2.9 x 10−3W.

The mechanical power was computed as the sum of the power of each pixel, as seen
in Figure 6.17, P = Σmpapvp where ap and vp are acceleration and velocity, respectively,
directly derived from the corresponding Doppler frequencies, and mp is the mass of the
vibrating pixel, estimated from its dimensions and from the physical properties of the
disc [194]. A total mechanical power of 6.01 x 10−6W was computed.

The efficiency of the energy conversion process, understood as ratio between the
electrical input and the mechanical output powers, was computed to be 2.07 x 103. A
significant part of the electric energy seems to be lost due to the source-load impedance
mismatch at 600 Hz, which is very far from equality, the condition for maximum power
transfer. The low conversion efficiency of piezoelectric materials also contributes to these
final results that are similar to others [194], [195].

6.4 Out-of-cavity Self-Mixing Approach

During the in vivo tests, some difficulties were verified in the acquisition the signals in
the human carotid artery with an optical probe using the self-mixing effect. The laser-
diode has a small aperture area which means that, for physiological sensing techniques,
can be considered to act as a point of light detection. This feature causes difficulties
in recording good quality signals in physiological conditions, i.e. it is difficult to place
the sensor exactly above the carotid artery. On the other hand, some limitations on the
power of the optical probe are imposed by the security rules of laser exposure. Light
output power cannot exceed values for which there is risk of damage of organic tissues,
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such as skin [109]. The high power for the LD improves the SNR of the acquired signals;
however, the medical devices have security limitations.

In order to avoid the problems in the in vivo tests, an external PD with a large area is
coupled to the probe, collecting more photons reflected from the skin and then improving
the quality of the signal producing a higher SNR. However, a high capacitance inherent
to the photodiode reduces the frequency bandwidth for the detection. For this reason
the size chosen for the photodetector is defined by the balance between the area for the
collection of photons and the frequency bandwidth which allows the obtention of the
self-mixing effect.

The aim of this work is to demonstrate the possibility of acquiring self-mixing effect
signals outside the laser cavity, using an external photodetector such as a planar photo-
diode. For this purpose, a test bench setup was designed. The developed probe is based
on a LD component that emits the coherent light required for the self-mixing effect and
a planar photodetector that receives the final signal. For the test bench the presence
of two reflectors is mandatory. The first one was fixed and that reflects the light beam
with the same frequency of the original one, and the second one that is movable in order
to reflect a light beam with a different frequency.

6.4.1 Test Benches

Two test benches were designed in order to obtain a self-mixing effect outside the laser
cavity, using an external photodetector. To prove this concept, two simple test benches
were constructed. In both cases, the aim was to have a fixed reflective surface, acting
as a reference for that conserved the original frequency, and another moving surface
that reflects the light corresponding to the Doppler effect. The interference between the
beam with Doppler shift frequency and the original beam, the self-mixing effect, occurs
in the planar photodetector.

For this purpose the test bench A used a fixed mirror that reflects the beam with
the original frequency, and the test bench B used an optical wedged beam splitter to
reflect a multiple beam with the original one. In both cases, a moving mirror was used
to produce the Doppler shifted frequency beam.

6.4.1.1 Test Bench A

Test Bench A: Characterization

In the first test bench the LD and the photoreceptor were positioned in the same plan.
The Fixed Mirror (FM) was positioned between the LD and the speaker, making a
defined angle, in order to reflect the light beams from the LD to the photoreceptor.
The Moving Mirror (MM) was placed just behind the FM, bonded in a loudspeaker
to reflect the light over to the photodetector. The MM is attached to the loudspeaker
which moves with a sinusoidal profile. Light from the fixed mirror was reflected with
the same frequency as the original beam and the light reflected from the movable mirror
was reflected with a different frequency (Doppler shifted). Figure 6.20 presents a 3D
model of the experiment with the light beam representation.

Test Bench A: Signals

The signals that were acquired on the test bench A are represented in Figure 6.21 which
shows a typical set of signals detected by the planar photodetector. Several data sets
were recorded for alignment and positioning changes.
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(a) Drawing of 3D model of the experiment. (b) Photo of the experimental setup.

Figure 6.20: Test bench A. a) Diagram model of the operating mechanism. b) Photo
of the experimental setup with FM, MM, PD and LD. The light beam is represented

with the red waves.

Figure 6.21 shows the photodiode signals acquired from the described experiment
(Figure 6.20). . This amplitude modulation is extremely evident in the planar PD, due
to its large photo sensitive area of the planar photodiode 6.21(a). The approximation and
withdrawal of the mirror causes variation in the number of photons reflected directly to
the photodiode. Figure 6.21(b) shows the self-mixing effect manifestation in the turning
points of the main profile. The fringe number increases with the velocity increase of the
movable mirror [76], i.e. the Doppler frequency is proportional to the mirror velocity.
In the turning point (stopping of the mirror), is clearly seen a decrease in the signal
frequency oscillations which is consistent with the self-mixing effect [103].

(a) Set of cyclic laser Doppler signals. (b) Detail of the pulse detected.

Figure 6.21: Planar photodiode signal form test bench A. a) Row of pulses with
amplitude and frequency modulation. b) Turning point magnification.

The acquired signal was filtered using a two pole high-pass Butterworth filter with a
cutoff frequency of 10 Hz. This filter removes the strong constant frequency component
(DC value) and the amplitude modulation for a better visualization of the frequency
modulation. The Doppler spectrogram, represented in Figure 6.22, shows the changes
in frequency along the time that correspond to the modulus of the derivative of the
mirror movement.

Analyzing the Doppler spectrogram from the test bench A signals, the frequency
changes along time are evident. The obtained profile is related with the MM velocity
absolute value. The highest frequency (4000 Hz) occurs when the target moves with
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Figure 6.22: Detail of the Doppler spectrogram from the planar photodetector.

the maximum velocity and the zero frequency is the most predominant when the target
stops.

6.4.1.2 Test Bench B

Test Bench B: Characterization

Test bench B arises from the need to find an arrangement of optical elements without
any leftover areas such as those generated by the fixed mirror on the movable mirror.
Thus, the ideal would be to have an element that is responsible to reflect the part of
beam light and to transmit part of beam to mobile mirror. This new assembly is based
on Wedged Plate Beamsplitter (WSB) from Thorlabs R© (BSF2550) which ensures the
separation of a single input beam into multiple copies through successive reflections and
refractions. The wedge is formed using a 5 ◦ apex angle, which is designed to provide
good separation between the multiple outputs, and offers a transmission over a large
broad wavelength range (from 185 nm to 2.1 µm). The refraction index depends on the
wavelength, and for the LD used in the optical probe (635 nm) is 1.46. The rectangular
shape allows a precise positioning of the WSB for a full control of the output beams
direction. The WSB is parallel to a mirror surface, which allows numerous copy beams
to be created.

The test bench composed by the optical WSB is represented in Figure 6.23. The
LD emits the coherent light, and some light waves are reflected by the planar surface
of the WSB, and other light beams are transmitted through the WSB and reach the
movable mirror. The mirror reflects this light with a Doppler frequency shift due to its
sinusoid movement. The photodetector receives the light reflected by the WSB, with the
original frequency, and reflected by MM, with the Doppler frequency shift. In the PD,
the MM reflected beams are coupled with the original beams and produce interference
patterns describing the self-mixing effect. In Figure 6.23, the red lines represent the
main pathways that beams may take, when they interact with the successive surfaces of
the test bench, specifically in the beamsplitter and contribute to the mixing effect in the
PD. The photons which are reflected by the WSB, maintain the original frequency, on
the other hand, the photons reflected by the movable mirror show a Doppler frequency
shift. These pair of photons that go through each of the tracks are responsible for the
generation of the self-mixing effect signal.
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(a) Drawing of 3D model of the experiment. (b) Photo of the experimental setup.

Figure 6.23: Test bench B. a) Schematic drawing. b) Photo of the experimental setup
with MM, WSB, PD and LD.

Test Bench B: Signals

The signals represented in Figure 6.24 were acquired in test bench B by the planar
photodiode of the probe. These data show the amplitude modulation of the signal in
a set of cycles (Figure 6.24(a)) and in detail (Figure 6.24(b)) the interference patterns
characteristics of the self-mixing effect are visible.

(a) Set of cyclic laser Doppler signals. (b) Detail of the pulse detected.

Figure 6.24: Planar photodiode signal from test bench B. a) Row of pulses with
amplitude and frequency modulation. b) Turning point magnification.

The Doppler spectrogram is represented in Figure 6.25. Frequency decomposition
was reconstructed along time from the original self-mixing signal, obtained by the planar
photodetector. The reconstructed signal represents the most predominant frequency of
the original self-mixing signal over time which corresponds to the Doppler frequency
shift.

The self-mixing signals obtained in the test bench B have a poor SNR compared with
the signals of the test bench A. The large frequency band presented in the signal along
time makes it difficult to identify in a unique way which is the correct Doppler frequency
shift. It happens due to the high number of reflection and refraction in the WSB, which
cause some of the input power to be lost. Hence, the WSB acts as an attenuator.
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Figure 6.25: Detail of the Doppler spectrogram from the planar photodetector.

6.5 Conclusions

For the optical probe, two crosstalk tests were performed (electrical and optical) and
significant interference were not found between the LDs that composed the probe.

For the probe’s validation, a test setup system was designed, developed and char-
acterized. This test is capable of controlled generation of cardiac pressure waveforms,
and well suited to validate feature-extracting algorithms for hemodynamic studies. The
developed optical probe has demonstrated good performance in the test setup system.

In addition, the developed algorithm uses well established methods for signal pro-
cessing of self-mixing Doppler signals, such as the STFT and EMD, to remove noise
and apply semi-automatic peak detection. The decomposition levels of the EMD permit
the extraction of different pieces of information. The first level allows an easy detection
of the feature points in contrast to the fourth/fifth levels that clearly show the basic
oscillation frequency. The developed instrumentation and the reconstruction algorithm
allow the identification of the pulse waveform feature points with an accuracy of a few
milliseconds and high performance in the identification of the reflected wave.

The use of several data sets, by changing the alignment between the probe and the
silicone membrane, are evidence of the robustness of the system. As the developed probe
uses an optical signal, it is relevant to note that tests were performed to assess if the
room illumination conditions influence the self-mixing signal. No changes in the signal
were observed between the dark and illuminated rooms.

In the in vivo carotid measurements, the operator hand vibration needs to be mini-
mized because the laser is a point-like sensor and the pulse pressure waveform needs to
be recorded precisely above the carotid site.

The low-cost optical system, able to acquire a self-mixing signal from a vibration
target, was used to develop an algorithm for estimation of the movement features. The
STFT and PSD algorithm used for determination of the features of the movement, allows
the estimation of the movement equations of target and the evaluation of velocity and
amplitude with an average error less than 10%.

The optical probe was also used to evaluate the vibration modes of a piezoelectric disc
membrane. The results obtained by the Doppler signals enabled the construction of the
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vibration curve of the PZ. Its behaviour was confirmed by the impedance spectroscopy
analysis. The scan of all regions of the PZ disc allowed the identification of its main
vibration mode (0,1) and explained the deflection directions in the disc.

Finally, it has been demonstrated that a laser vibrometer based on the self-mixing
effect, with a simple optical apparatus, can accurately perform measurements of velocity
and displacements in sub-micron vibrations amplitudes.

Due to the potential interest to use a photodetector with a larger area that can
improve the quality of the signal, with a better signal-to-noise ratio and which may have
biomedical applications, an optical system capable of generating a self-mixing signal
outside the optical laser cavity was created.

The two test benches designed to obtain the self-mixing effect demonstrated that is
possible to reach the mixing effect outside the laser cavity, using a planar photodiode
that detects the interference between the original beam and a beam with Doppler shifted
frequency.

Tests developed in the test benches opened the possibility to construct a probe that
uses a planar photodiode with a large area for the collection of medical signals and
improve the quality of the acquisition and expected a better SNR.



Chapter 7

Towards Clinical Analysis

The current chapter presents several studies for a preliminary evalua-
tion of an optical system devoted to the clinical environment. These
studies attempt to validate the proposed optical system as a reliable
tool and method to non-invasively assess local PWV and PWA param-
eters in the carotid artery. These tests were performed using the PPD
and APD probes.

This chapter consists of several tests for the experimental validation and a clinical fea-
sibility for a non-invasive and multi-parametric optical system for evaluation of the
cardiovascular condition. Two prototypes, based on two different types of photodetec-
tors (planar and avalanche photodiode) were tested in a several groups of volunteers,
and several main hemodynamic parameters were measured. These parameters including
such as pulse wave velocity and indexes of pulse waveform analysis: the Augmentation
Index, Subendocardial Viability Ratio and Ejection Time Index.

The first tests in this chapter evaluate the probe performance for clinical data. The
fisrt one estimates the repeatability of the parameters determined by the developed sys-
tem in a small group of volunteers during 4 weeks and infer about its clinical feasibility.
Other test compares the local PWV measured by the optical probe with the regional
PWV obtained with Tonometry probe. The reproducibility tests of pulse pressure pro-
file was performed for both inter-operator (systematic differences among the observers)
and intra-operator (deviations of a particular observer’s score on a particular patient)
variability.

The following tests were performed in a clinical environment and represent an impor-
tant step for the clinical validation of optical system. These tests allowed the assessment
the values for local PWV, to establish its reference values for the carotid artery in a
young and healthy population and find correlations between hemodynamic parameters
and population characteristics.

A comparative test between the acquired signals from optical probe and an intra
arterial catheter in the ascending aorta, allowed to study the relationship and the cor-
respondence between the distention profile and the pulse pressure waveform.

In the end of this chapter one case study is presented that evidence the modifications
of arterial pulse pressure in consequence of changes in arterial system, and the possibility
of detection with the optical system.

All studies presented in this chapter have a study protocol approved by the Ethical
Committee of the Centro Hospitalar e Universitário de Coimbra, EPE Portugal. All the
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subjects were volunteers and gave a written informed consent.
All the data were analyzed as mean ± Standard Deviation (SD) with Predictive

Analytics Software Statistics 18 (SPSS, Inc, Chicago, IL).

7.1 Probe Performance for Clinical Data

7.1.1 Optical Probe Performance

A preliminary test was made to evaluate the optical system capability in determining
the hemodynamic parameters. The main objective of the this study was to estimate the
repeatability of the parameters determined by the developed system as a preliminary
evaluation test with a small group of volunteers and infer about its clinical feasibility.
Signals were acquired with non-commercial prototype optical probes during 4 weeks in
10 volunteers and the results for the different parameters were evaluated.

In vivo tests were performed in a set of healthy individuals. The main purpose of these
tests was to assess the capability of the system in determining the pressure waveform
features and pulse wave velocity.

Each exam procedure consisted in the acquisition of a set of cardiac cycles at the
carotid artery during a few minutes, with the patient in the supine position.

The acquisitions for each volunteer is weekly based, with the two developed probes
(PPD and APD, described in the section 3.2.1), during four consecutive weeks. The
procedure was continued for each of the acquisitions, and the different hemodynamic
parameters were determined.

For the set of cyclic waveforms detected, segmented and normalized for PWV, three
different algorithms for extraction of the time delay from the two detector’s signals were
applied. They are referred to as Maximum, Threshold and Cross-Correlation algorithms.

The algorithm of phase spectra, described in section 4.1.2.5, was abandoned in the
first in vivo acquisitions, due to large measurement errors in PTT determination, proba-
bly because the algorithm is used for sinusoidal signals and not for this type of structure
as the pulse pressure waveform [130].

For each acquisition, the three algorithms mentioned above were used for the PWV
determination. Further tests were made to compare the results and study the variability
between different measures and subjects.

7.1.1.1 Study Population

The characteristics of the volunteers are presented in table 7.1. The group consisted
of 10 subjects (5 male and 5 female), normotensive and with no documented history of
cardiovascular disorders or diabetes, with average (± SD) age of 24.4 ± 2.5 years old.

7.1.1.2 Results

A reliable estimation of PWV, AIx, ETI, HR and dP/dtmax, and area under the curve
were obtained in all the subjects with the two probes of the optical system. The values of
systolic and diastolic pressure were obtained from brachial pressure measurement with
sphygmomanometer (blood pressure cuff) using a commercial system.

Reproducibility of PWV

The results from the three algorithms for local PWV determination were compared
to select the one that exhibits the best results. The average PWV, obtained by the
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Table 7.1: Main characteristics of the volunteers.

Characteristics Values

n, Males/Females 10 (5/5)
Age (years) 24.4 ± 2.5
Height (cm) 168.1 ± 10
Weight (kg) 63 ± 11.2
BMI (kg/m2) 22.2 ± 2.6
Brachial SBP* (mmHg) 104.6 ± 11.1
Brachial DBP* (mmHg) 68.0 ± 8.6
Heart Rate* (bpm) 64.6 ± 8.4

Values are numbers or mean ± SD.
BMI body mass index.
SBP systolic blood pressure.
DBP diastolic blood pressure.
* Measure in brachial with a sphygmomanometer.

Maximum algorithm, is 4.37 ms−1 with SD of 1.79 ms−1, for the Cross-Correlation
method the result is 4.58 ± 1.29 ms−1 and for Threshold method 4.78 ± 1.89 ms−1. All
algorithms exhibit a good performance, and the correlations between all of them were
evaluated. The best correlation was found for the Cross-Correlation and Threshold
methods, as shown in Figure 7.1(a).

(a) Correlation between the two methods for PWV. (b) Bland–Altman plot between two methods.

Figure 7.1: Comparison between Threshold and Cross-Correlation methods. a) Cor-
relation between the two methods for PWV; b) Bland–Altman plot displaying the

difference between two methods.

The average difference between the two methods, Threshold and Cross-Correlation,
was 0.78 ms−1 with a SD of 2.52 ms−1 as shown in a Bland–Altman plot in Figure
7.1(b). The Cross-Correlation method analyzes the pulse pressure waveform as a whole,
incorporating all moments of the arterial pulse, while the Threshold is based on a pulse
by pulse single point identification (at the diastole) followed by for time delay assessment.
For this reason the Threshold method should be more sensitive to noise and artifacts on
the baseline [196]. Due to lower SD for the values obtained with the Cross-Correlation,
this method was preferred for the PWV determination. The values of pulse wave velocity
determined by the optical system are slightly lower than those reported in the literature
[53], [197]. However, the values mentioned above are for a regional PWV while the
values determined here are for local PWV and there is no consistent reference for this
type of measurement.
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Reproducibility of AIx

The distribution of AIx values was also assessed for each subject (Figure 7.2). The results
show that the AIx values are consistently negative, except for one of the subjects. This
is consistent with the waveform observed for each subject, since the subject 8 always
shows an early reflected peak that corresponds to a positive Augmentation Index and
could indicate a case of arterial stiffness.

Figure 7.2: Box plot of data from the AIx determined for the all the subjects.

The correlation between AIx and heart rate was evaluated. The results of Pearson-
Correlation test were compatible with a significant negative correlation, between HR and
AIx at a 0.01 level (2-tailed), as it was found in other studies [36], [37]. Even though
the strength of the relationship found between these two variables is medium, since the
Pearson Correlation is -0.315.

It should be noticed that the obtained values by the proposed system are predomi-
nantly negative, and therefore lower than those found in previous studies [37]. However,
it is significant that in these studies, the mean age of the sample population (63 years)
is much higher comparing to this sample, which have an mean age of 24.4 years (range
20–29 years), which may explain this trend to lower values. Once again, the subject who
had higher values of AIx (subject 8) is the oldest in this sample.

Reproducibility of other PWA Parameters

The other parameters described before, such as HR, area under the curve, dP/dtmax,
SEVR and ETI were determined by the optical system with a PWA algorithm; all
data was analyzed as mean ± SD and is shown in table 7.2. The SD presented in
table for the PWA parameters represents the standard deviation for each volunteer
during the different measures of the four consecutive weeks. The results obtained for
the subjects submitted to this study are consistent over time for all parameters. For
the area under the normalized curve, the values obtained are closer than described in
literature, 0.54–0.58 [42], in spite of the differences in volunteers of the study. This fact
suggests that there is no variation over gender for the area under the pressure curve.

For the dP/dtmax and SEVR parameters the values obtained were within the range
expected for a sample of healthy individuals. For the SEVR parameter were expected
values for healthy individuals greater than 100%, in which the perfusion of the heart
is made during a time period longer than the period of contraction, which is energy
consumption. In some volunteers, the perfusion period is twice the time of contraction
(systole) and the SEVR is about 200%. There is a consistency between the trials for ETI
and that there are no large variations in its value to the same subjects. The expected
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Table 7.2: Hemodynamic parameters obtained for each subject.

Subject HR (bpm) Area dP/dtmax

(mmHg/s)
SEVR (%) ETI (%)

1 63.2 ± 19.3 0.5 ± 0.10 566.0 ± 187.6 201.1 ± 41.4 30.93 ± 1.75
2 84.5 ± 8.2 0.3 ± 0.04 731.6 ± 83.2 117.5 ± 15.6 44.59 ± 3.70
3 67.5 ± 5.0 0.5 ± 0.04 509.3 ± 93.6 167.7 ± 21.4 35.90 ± 3.05
4 66.9 ± 3.1 0.5 ± 0.10 682.7 ± 105.0 143.3 ± 26.9 32.87 ± 9.70
5 56.8 ± 6.0 0.5 ± 0.10 541.2 ± 83.1 221.2 ± 30.3 28.97 ± 3.23
6 76.3 ± 12.0 0.4 ± 0.10 570.0 ± 113.7 171.2 ± 29.6 35.16 ± 5.33
7 73.5 ± 6.4 0.5 ± 0.10 466.3 ± 110.0 173.7 ± 30.9 35.83 ± 4.34
8 64.2 ± 3.4 0.5 ± 0.05 504.1 ± 93.1 197.3 ± 18.8 32.98 ± 1.62
9 64.6 ± 3.8 0.5 ± 0.10 746.6 ± 150.0 176.3 ± 29.5 33.86 ± 0.65
10 76.8 ± 8.0 0.4 ± 0.10 790.8 ± 269.0 189.8 ± 7.40 29.49 ± 3.69
Total 69.7 ± 10.8 0.5 ± 0.10 620.0 ± 166 171.7 ± 36.2 34.06 ± 3.71

values are included between 30 and 42% in other studies [34], [35]. The results obtained
by the optical system are within the expected range.

Comparison Results between Two Probes

The developed multi-parametric system is composed of two types of probes, PPD and
APD, used in this study for all subjects. The parameters previously obtained were
determined from acquired data with the two probes. To allow certain values in their
differentiation the comparison was made in the PWV values determined for the three
algorithms under study.

The results showed a carotid PWV mean value (± SD) of 4.72 ± 1.22 ms−1 for planar
probe while avalanche probe showed a mean PWV value of 4.32± 1.38ms−1, represented
in Figure 7.3(a). In Figure 7.3(b) it is visible that there are no major variations between
the PWV values obtained by the two probes for each subject.

(a) Box plot for comparison of PWV. (b) Mean of PWV values for each subject.

Figure 7.3: PWV determined by two probes. a) Box plot for comparison of PWV
determined by Cross-Correlation for the two optical probes, Avalanche and Planar; b)

mean of PWV values for each subject.
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The results obtained for PWV suggest an underestimation of values in the case of
the APD probe. The avalanche photodiodes are almost punctual and the signal-to-
noise ratio is worse, therefore increasing the difficulty in the determination of the delay
between the two acquired signals.

The good results obtained with the PPD combining with the much lower cost of the
PPD detector than the APD and the fact that in the acquisition of signals in vivo with
APD probe was more difficult than with the PPD probe, the solution based in the planar
photodiodes becomes the best option.

7.1.2 Comparison with Tonometry Probe

In this test was made a comparison between the optical system and the gold-standard in
the regional PWV assessment, a Complior Analyse R© device, to explore the correlations
and differences in the results obtained using the two techniques of measuring the pulse
wave velocity. In spite of this comparison, it is worth to point out that the nature
of the PWV determination is different in the optical system, that is based on local
assessment (carotid artery measure) and the Complior R© system, which is based on a
regional assessment (carotid-femoral measures).

Based on what has been discussed previously, the probe composed of the planar
photodiode along with the Cross-Correlation method represents the best combination
for PWV determination. In order to validate the data obtained by the developed optical
system, a number of volunteers had been previously submitted to a signal acquisition
procedure, using simultaneously the proposed optical device and a gold-standard in
the PWV assessment, a Complior Analyse R© device. This study was undertaken in 14
healthy subjects (9 females/5 males, average age 23.2 ± 5.5 years).

Using a non-parametric correlation analysis between the values obtained from the
two systems, the Pearson correlation value is 0.819, which is a strong correlation and
significant at the 0.01 level (2-tailed).

The agreement between the PWV values obtained by the Complior R© and the op-
tical probe is shown in Figure 7.4(a). The values of PWV obtained by the two sys-
tems are correlated (r2 = 0.67) being the average difference between the two systems,
Complior R© and optical probe, was -1.8557 ms−1 with a SD of 0.5744 ms−1 as shown
in a Bland–Altman plot in Figure 7.4(b). As shown in Figure 7.4(a), there is a shift
towards a have systematic lower values from the optical probe device in comparison to
those of Complior R©. This may be due to the fact that the parameters correspond to
slightly different PWV determination processes (local vs regional) and lower values are
expected for PWV in the carotid than the PWV in a carotid-femoral measure. This
issue could explain the obtained associated error [53], [60], [61].

Altogether, these results allow the use of the proposed optical system as a reliable
method to determine local carotid PWV.

The PWV obtained by the developed optical system was validated by comparing
results with Complior R© that showed a great consistency between the PWV obtained
with the two devices, even though their direct comparison should be carefully taken due
to the fact that they refer to different PWV parameters (Complior R© is regional PWV,
while the designed probes measure local PWV at the carotid).

It should be noted that the parameters assessment in this study is local, i.e., only
at the carotid artery and, unlike some commercial system (e.g., Complior R©), does not
require measurements at two distant points to determine PWV. This represents an
important advance because it allows the analysis of this type of parameter without the
coarse approximations of the distance between test points in arteries. In the local PWV
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(a) Correlation between the two systems for PWV. (b) Bland–Altman plot displaying.

Figure 7.4: Comparison between the Complior R© and Optical probe. a) Correlation
between the two systems for PWV determination; b) Bland–Altman plot displaying the
difference between the two systems (Complior and Optical probe) as a function of the

average of the determined PWV.

approach the detectors equally are spaced by a fixed distance and the outcome gives a
glimpse over the physiological status of a particular arterial segment.

7.1.3 Reproducibility Tests by Operator

In this study was investigated the reproducibility of pulse pressure profile, and both inter-
operator (systematic differences among the observers) and intra-operator (deviations of
a particular observer’s score on a particular patient) variability analysis were performed.
Thus the aim of the present study is to assess intra- and inter-operator reproducibility.

Reproducibility was evaluated in 13 healthy subjects by two senior operators, and
evaluates the degree of closeness of the repeated measurements made on the same subject
either by the same instrument [198].

This is a preliminary study to investigate the reproducibility of the optical system
by comparing the results obtained by the two operators and not a statistical study, thus
it was used a limited cohort of 13 volunteers. This is a prospective study and similar
studies of this kind presents a sample of the same magnitude [199], [200], [201].

The reproducilbity study covering inter-operator and intra-operator variability anal-
ysis. Inter-operator variability refers to systematic differences among the observers.
Intra-operator variability refers to deviations of a particular observer’s score on a par-
ticular patient that are not part of a systematic difference.

This work contributes to the design a protocol for this type of non-invasive probes
used in determination of hemodynamic parameters, which contains the required guide-
lines to assessment test for the operator variability.

7.1.3.1 Methods

Study Population

The group consisted of 13 healthy human volunteers (7 males and 6 females), normoten-
sive and with no documented history of cardiovascular disorders or diabetes, that had
undergone signal acquisitions with the optical probe. The characteristics of the volun-
teers are presented in table 7.3.
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Table 7.3: Main characteristics of the volunteers.

Characteristics Values

n, Males/Females 13 (7/6)
Age (years) 24.1 ± 2.2
Height (cm) 166.6 ± 8.0
Weight (kg) 63.8 ± 12.8
BMI (kg/m2) 22.8 ± 2.9
Brachial SBP* (mmHg) 113.5 ± 12.5
Brachial DBP* (mmHg) 73.2 ± 9.1
Heart Rate* (bpm) 65.4 ± 11.4

* Measure in brachial with a sphygmomanometer.

Study Protocol

Two trained blinded operators (further referred as ‘A’ and ‘B’) alternatively undertook
2 measurements each, in the same location, using the same probe in the same day, over
a short period of time.

The subjects rested for 10 minutes in supine position, reached the physiological base-
line conditions, in a standardized temperature environment and then, both operators
measured BP before each measurement and acquired signals in alternate order (ABAB
or BABA). Each trial consisted of few acquisitions, usually between 2 and 4, and the
values of each trial were further averaged.

Similar reproducibility studies have been carried out with same protocol, that ac-
cepted as rigorous approach this evaluation of PWA and PWV repeatability [35], [202],
[203]. As expected BP, pulse pressure waveform and consequently the hemodynamic
indices remained, are stable during the assessment period.

The sequence of operator was random, which reduce bias will have tended to com-
promise intraoperator variability.

Statistical Analysis

The data are reported as mean values ± standard error with 95% confidence intervals
and percentages were used to describe qualitative variables. The Bland-Altman approach
for ”95% limits of agreement” was used in inter and intra-operator differences in paired
measurements.

Reproducibility was assessed by Intraclass Correlation Coefficients (ICC), Coefficients
of Variation (CoefV), Standard Error of Measurement (SEM) and Limits of Agreement
(LA) [204], [205].

Intraclass correlation coefficient was computed for repeatability studies, based on
one-way analysis of variance (ANOVA). ICC describes how strongly measurements in
the same group resemble each other. The CoefV expresses the variation between mea-
surements in relation to the mean value of all measurements. The LA provides direct
information about the absolute measurement error. The standard error of measurement
takes the amount of measurement error into consideration [206].

7.1.3.2 Results

Pulse wave analysis and pulse wave velocity were successfully undertaken in consecutive
series from 13 subjects and the results are summarized in the next sections.
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Table 7.4: PWV mean values obtained by each operator A and B, per trial.

Trials Operator Range (min-max) (ms−1) Mean (ms−1) SD (ms−1) Var

1
A (3.090 - 5.463) 4.263 0.734 0.539
B (3.616 - 5.699) 4.629 0.714 0.510

2
A (2.932 - 5.710) 4.568 0.649 0.422
B (3.558 - 5.729) 4.517 0.663 0.440

Ope: operator; Var: variance.

PWV Results

The normality of the variables distribution for each trial/operator were assessed using the
test of normality Shapiro-Wilk, all the sets of PWV values follow a normal distribution
(Significance value ≥ 0.169, p <0.05) [207]. The correlation between the PWV values
obtained by both operators is plotted in Figure 7.5(a).

(a) Correlation between the operators for PWV. (b) Bland-Altman plot.

Figure 7.5: Comparison between two operators (A and B). a) Correlation between
the operators for PWV measurements. b) Bland-Altman plot displays the interoperator
interoperator difference for the two operators (A and B) as a function of the mean of

the determined PWV.

The mean difference between the two operators is 0.1570 ms−1 with a SD of 0.8160
ms−1 as shown in a Bland-Altman plot (Figure 7.5(b)). This difference represents
approximately 3% of the arithmetic average of the means obtained by each operator per
trial. The between-operator ICC of 0.602 (95% from 0.12 to 0.82) revealed a moderate
agreement between classes (measurement made by operator A and operator B).

Considering all measurements there is only one that has a difference greater than 2
ms−1, and just 4 measurements have a difference higher than 1 ms−1.

According to Figure 7.5 the acceptable intraoperator PWV differences (<1 ms−1)
are observed in 22 measurements (85%).

Considering variance results, in table 7.4, there is no evident variation depending on
the operator. However, considering the values between trials, the trial 2 shows lower
variance comparing to trial 1 for each operator. Furthermore, the coefficients of variation
obtained for inter-observer and intraobserver reproducibility were less than 15%.

The graph represented in Figure 7.6 shows that values obtained by operator A are
very similar to the operator B. Also the mean values for PWV from different trials of
each operator have very close values.
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Figure 7.6: Bar graphs for mean values of PWV by operator.

In spite of this apparent difference, the ICC for both trials per operator shows that
for operator A there is a moderate agreement between trial 1 and 2 (ICC=0.674; 95%
CI from 0.01 to 0.82) and for operator B this coefficient has a similar value of agreement
(ICC=0.654; 95% CI from -0.17 to 0.89).

To better understand the variability of the PWV values, the values obtained within
each operator and between trials are represented in the Figure 7.7.

No significant association between the PWV intra-operators values was found after
a correlation analysis. The average difference between the two trials assessed by the
operator A was -0.30 ms−1 with a SD of 0.73 ms−1 as shown in a Bland-Altman plot
in Figure 7.7(b). This limit of agreement (from -1.78 to 1.17 ms−1) represents at most
6.9% of the mean PWV for this operator.

The average difference between the two trials assessed by operator B was 0.11 ms−1

with a 0.68 SD of ms−1 as shown in a Bland-Altman plot in Figure 7.7(d). This limit of
agreement (from -1.25 to 1.47 ms−1) represents at most 7.6% of the mean PWV value
for operator B.

PWA Results

Relatively to the other PWA parameters the values determined in this dataset by the
optical system are shown in Table 7.5.

For the all parameters the values obtained were within the range expected for healthy
population, since they are coherent with those reference values. The resulting values for
dP/dtmax differ substantially from the ones presented as reference. Actually, the mean
value for this parameter was relatively low, a wider range than the expected and a
smaller mean value is evident, probably originated by the differences in the calibration
method used. The values for other parameters are very similar between operators.

The more reliable the measurement response, the less error variability around the
mean is verified. The standard deviation of measurement errors is therefore a reflection
of the reliability of the test response [206]. The SEM is expressed in the actual units
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(a) Correlation of PWV between two trials. (b) Bland-Altman plot.

(c) Correlation of PWV between two trials. (d) Bland-Altman plot.

Figure 7.7: Comparison between two trials for two operators (A and B). a) Correlation
of PWV between two trials acquired by Operator A. b) Bland-Altman plot displays
the intra-operator difference for the Operator A. c) Correlation of PWV between the
two trials acquired by Operator B. d) Bland-Altman plot displays the intra-operator

difference for the Operator A.

Table 7.5: Mean values of PWA hemodynamic parameters for each operator.

Operator Mean SEM 95% CI SD

HR (bpm)
A 65.41 1.47 62.48 to 68.35 11.18
B 64.95 1.79 61.34 to 68.57 11.90

AIx (%)
A -1.57 1.70 -5.15 to 2.00 13.61
B -4.19 1.89 -7.99 to -0.39 12.51

SEVR (%)
A 149.4 9.38 130.98 to 168.53 71.20
B 152.9 13.04 126.63 to 179.84 86.53

dP/dtmax (mmHg/s)
A 328.4 20.75 286.92 to 370.00 158.00
B 347.7 19.59 308.29 to 387.25 129.94

ETI (%)
A 42.24 1.96 38.31 to 46.16 14.93
B 42.61 2.27 38.04 to 47.18 15.04
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Table 7.6: Inter-operator repeatability of PWA: based in the differences correspond
to operator A measurement minus operator B measurement.

ICCa 95% CI Mean Diff SD (2SD) Limits of agreementb

HR (bpm) 0.976 0.95 to 0.99 -0.279 3.52 (7.03) -7.31 to 6.75

AIx (%) 0.734 0.41 to 0.88 -1.929 10.01 (20.02) -21.95 to 18.09

SEVR (%) 0.472 -0.20 to 0.77 7.173 152.26 (304.52) -151.75 to 166.09

dP/dtmax (mmHg/s) 0.581 0.09 to 0.81 -2.660 14.96 (29.91) -263.61 to 345.44

ETI (%) 0.442 -0.24 to 0.75 0.014 0.09 (0.19) -32.57 to 27.25

a Intraclass correlation coefficient (ICC) using an absolute agreement definition.
b Limits of agreement for differences= mean difference ± 2SD.
Mean diff means Mean of difference between measures.

of measurement, making it easy to interpret, i.e. the smaller the SEM, the greater the
reliability and the values obtained for HR, AIx and ETI parameter are low values, only
in the case of dP/dtmax and SEVR were presents slightly higher values for the SEM.

Inter-Operator Repeatability

The proximity of the mean values Inter-operator is expressed in the ICC results (table
7.6). Some parameters showed good agreement. As one can observe, the HR and
dP/dtmax had shown high ICC values, concordant with almost perfect agreement. On
the other hand for SEVR and ETI parameters, the determined low ICC is congruent
with fair agreement.

Concerning AIx, its corresponding ICC values show a moderate level of between-
operator agreement.

In Figure 7.8 the results for AIx measurements for all subjects for operator A and
operator B are represented. It is visible that there are not major differences between
AIx values obtained by the two operators for each subject.

The results in the Figure 7.8 show a common trend between the values obtained for
AIx parameter by two operators measurement for each subject. A convention for the
signal of AIx, defines when the reflected wave arrival occurs earlier than the systolic peak
the AIx have positive value while a negative value of AIx indicates that the reflected
wave arrives after the systolic peak.

A positive Augmentation Index could indicate a case of arterial stiffness. With an
increase in stiffness there is a faster propagation of the forward pulse wave as well as a
more rapid reflected wave, a positive AIx means that the reflected wave arrival occurs
earlier than the systolic peak is [208].

Depending on the AIx value (positive or negative) the pulse wave type is defined as
follows: when a negative value occurs the pulse shows characteristic of healthy subjects
and when a positive value occurs the pulse have characteristic of subjects suffering from
arterial stiffness [209].

Intra-Operator Repeatability

Comparing the ICC results from table 7.7 with those presented in table 7.6, which are
referent to within-operator differences, one could see that there are no major discrepan-
cies, except for AIx that has a lower ICC and dP/dtmax that is slightly higher.
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Figure 7.8: Trends in AIx measurements: mean of values for each subject by operator
A and operator B.

Table 7.7: Intra-operator repeatability of PWA, based in the differences corresponds
to trial 1 measurement minus trial 2 measurement.

ICCa 95% CI Mean Diff SD (2SD) Limitsofagreementb

HR (bpm) 0.926 0.83 to 0.97 1.837 5.73 (11.46) -9.62 to 13.20

AIx (%) 0.448 -0.23 to 0.75 -2.398 13.00 (26.00) -28.40 to 23.61

SEVR (%) 0.473 -0.20 to 0.77 -4.804 79.53 (159.05) -163.86 to 154.25

dP/dtmax (mmHg/s) 0.678 0.27 to 0.86 6.902 141.85 (283.70) -276.80 to 290.60

ETI (%) 0.494 -0.16 to 0.78 0.740 14.63 (29.27) -28.53 to 30.00

7.2 Test with Clinical Populations

7.2.1 Validation in Population

The objective of this study was to assess the values for local PWV, to establish its
reference values for the carotid artery in a young and healthy population and validate the
technology for hemodynamic parameters assessment from the pulse pressure waveform.
The study also aimed to find correlations between hemodynamic parameters with the
population characteristics such as age, gender, smoking, body mass index, blood pressure
or heart rate: main characteristics described in the literature and have significant impact
in the cardiovascular system evaluation.

The complete study database contains 131 subjects constituting a representative
cohort of 18–35 year old subjects randomly sampled.

Measurements were performed after a rest period in a temperature-controlled envi-
ronment. Each exam procedure consisted in the acquisition of a set of cardiac cycles at
the carotid artery during 2-3 minutes, with the patient lying in supine position. The
assessment of the arterial BP by conventional measurement using an automated digital
oscillometric sphygmomanometer (Omron Matsusaka Co., Ltd., Japan) was performed
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Table 7.8: Main characteristics of the volunteers.

Characteristics Values

n, Males/Females 131 (69/62)
Age (years) 22.6 ± 5.3
Height (cm) 169.2 ± 10
Weight (kg) 64.5 ± 13.2
BMI (kg/m2) 22.4 ± 3.2
Brachial SBP* (mmHg) 113.3 ± 14.5
Brachial DBP* (mmHg) 72.7 ± 9.9
Brachial MAP* (mmHg) 86.2 ± 10.4
Estimated Carotid SBP** (mmHg) 99.1 ± 12.2
Heart Rate* (bpm) 69.0 ± 11.7

* Measure in brachial with a sphygmomanometer.
** Determined using the calibration method

prior and after the exam for reference purposes. The diastolic and systolic pressures of
arm blood pressure were used to calibrate the system.

7.2.1.1 Study Protocol

The characteristics of the volunteers are presented in table 7.8. The group consisted of
131 subjects (62 men and 69 women), normotensive and with no documented history of
cardiovascular disorders or diabetes, with mean (± SD) age of 22.6 ± 5.3 years old.

7.2.1.2 Results

The results for the parameters that were assessed by the optical probe are presented in
the next sections. Data are reported as mean values (± SD) or 95% confidence intervals,
with P<0.05 considered significant unless stated otherwise. The Shapiro-Wilk test of
normality was used to assess the normality of the variables distribution. Mean differences
between variables were assessed using ANOVA. The strength of the association between
two variables was assessed using Pearson Correlation, for normal distributions, unless
stated otherwise.

Carotid PWV Results

In a total of 131 subjects the mean value for PWV is 3.33 ± 0.72 ms−1 (range of 2.00-5.13
ms−1). The results obtained for PWV approximated a normal distribution. Statistically
negligible differences between genders were found. For females the mean of PWV is 3.31
± 0.64 ms−1 and for males is 3.35 ± 0.81 ms−1.

It is well documented in other studies that PWV tends to increase with age [53].
Since the population under study is young we categorized it in three groups: under 20
years (22 subjects), 21-29 years (93 subjects) and over 30 years old (16 subjects).

The correlation between PWV and age is weak (0.244) but significant with a 2-tailed
significance value of 0.008 (p<0.01). The comparison of PWV mean values among the
different age categories using ANOVA shown this statistically significant difference, with
a significance value=0.024 (p<0.05). The PWV mean value (± SD) for each age category
is 2.96 ± 0.52 ms−1 for the less than 20 years old group, 3.38 ± 0.7 ms−1 for the 20-29
years group and 3.58 ± 0.7 ms−1 for subjects above 30 years old (Figure 7.9).

It was hypothesized whether there is a statistically significant difference for PWV,
between smoker and non-smoker subjects. The data analysis shows that smoking influ-
ences significantly the PWV.
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Figure 7.9: PWV by age category. The continuous line connects mean values; error
bars indicate the 95% confidence interval of the sample mean.

These results show a small but significant correlation between PWV and smoking
with a 2-tailed significance value of 0.016 (p<0.05). Non-smoker subjects presented a
PWV mean value (± SD) of 3.29 ± 0.72 ms−1 while smoker subjects showed a mean
PWV value of 3.81 ± 0.6 ms−1, represented in Figure 7.10.

Figure 7.10: Bar plot of PWV by smoking status. The error bars indicate the 95%
confidence interval of the sample mean.

The comparison of PWV mean values among these two groups using ANOVA confirms
the statistically significant difference between the obtained PWV for smokers and non-
smokers, with a significance value = 0.021 (p<0.05).

The data suggests that, in spite of having a young population, smoking would signif-
icantly influence the arterial stiffness, thus leading to increased PWV. Similar findings
have been reported by N. Jatoi et al. [210].

Contrary to expectations, no significant correlation between blood pressure and PWV
was found. This contrasts with other studies where this correlation is verified [211], [53].
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AIx Results

For the total of the subjects in study, the mean value for AIx is -6.1 ± 11.5% (range
-44.3% to 24.3 %).

Small differences between genders were verified, as the female mean of AIx is -5.6 ±
1.4% and the male is -6.9 ± 1.6%. However, this difference did not reach the statistical
significance threshold (P > 0.05).

Also for this parameter, as well as for PWV, statistically differences between smoker
and non-smoker subjects were found. AIx is higher for smokers (-4.3 ± 4.4%) than for
non-smokers (-6.4 ± 1.0%), this shows that for smokers the reflected wave arrives earlier
in time, which is consistent with a slight higher arterial stiffness.

The negative correlation between the AIx and the heart rate was described in other
tests [37], [162] and was confirmed in this study (Figure 7.11). The results of Person-
Correlation test were compatible with a significant negative correlation, between heart
rate and AIx at a 0.05 level (2-tailed). Nevertheless, the strength of the relationship
found between these two variables is medium, since the Pearson Correlation is significant
with a 2-tailed significance value of -0.226 (p< 0.05). The comparison of AIx mean values
among these three groups using ANOVA confirms a statistically significant difference,
with a significance value = 0.024 (p < 0.05).

Figure 7.11: The continuous line connects plots of AIx mean by heart rate category,
with error bars representing the 95% confidence interval of the sample mean.

The negative correlation between these two parameters is explained due to the early
return of the reflected wave in systole when HR is lower, and the long period of heart
contraction.

Other Hemodynamic Parameters Results

The ETI, SEVR and dP/dtmax are other hemodynamic parameters assessed by the
optical system, and the results for the population in study are shown in table 7.9.

It is remarkable that the mean values of SEVR and ETI stay within the range pre-
sented by other studies (table 2.1) even though it is clear that they show a wide variation.
For the SEVR parameter it was also verified a decrease with the heart rate (Figure 7.12)
with a significant variance (ANOVA, P=0.01) and a significant Pearson correlation at
0.01 level (2-tailed).

The derived values for dP/dtmax differ substantially from the ones presented by other
studies [33]. A wider range than the expected and a smaller mean value is evident
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Table 7.9: Hemodynamic parameters obtained with the optical system.

Min. Max. Mean SD

SEVR (%) 86.41 412.25 176.86 53.44
dP/dtmax (mmHg/s) 212.59 953.33 443.92 151.68
ETI (%) 14.33 47.17 33.96 6.37

Figure 7.12: Box plot of data from the determined SEVR versus heart rate categories.

probably originated by the differences in the calibration method used. However, a
relation between dP/dtmax and gender, was found, since the Pearson Correlation is -
0.408. The female subjects showed lower values for this parameter, which are represented
in Figure 7.13.

Figure 7.13: Error plots of dP/dtmax mean values according to gender. The error
bars represent the 95% confidence interval of the sample mean.

The dP/dtmax values decrease significantly with subjects’ age, this allows the inferring
that with the increasing age the velocity of the myocardial contraction is lower, meaning
that there is a decrease in the myocardial performance.

For the ETI parameter there were verified slight differences between gender, the
mean vales for the females is 36.80 ± 0.72% and for males 33.60 ± 0.85%. This suggests
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Table 7.10: Brachial blood pressures and calibrated carotid systolic pressure.

Range (Min. to Max.) Mean SEM SD Variance

bSBP (mmHg) 69 (80 to 149) 113.31 1.26 14.46 209.06
bDBP (mmHg) 56 (48 to 104) 72.71 0.86 9.88 97.67
bMAP (mmHg) 54.33 (58.67 to 113) 86.24 0.91 10.38 107.73
cSBP (mmHg) 66.91 (68.34 to 135.26) 99.12 1.07 12.21 148.98

that there is a shorter systole during cardiac cycle in males than in females. Also for
this parameter, a significance correlation with heart rate was found since the Pearson
Correlation is -0.408.

Brachial-to-Carotid Pressure Calibration Results

In table 7.10 are shown the assessed brachial blood pressures as well as the obtained
carotid systolic blood pressure, resultant of the implemented calibration algorithm (pre-
sented in section 4.1.1.2). The values are reported to the large sample (n= 131 partici-
pants).

The calibrated cSBP determined using the developed algorithm revealed average
values 12.52% lower than brachial systolic pressure. This result is not so different of
that presented by McEniery et.al. (2008) in which the difference between aortic and
brachial blood pressure was assessed in a significant cohort of healthy people [212].

According to these authors the brachial/aortic systolic pressure is within the range
5-15%. Considering that the systolic pressure does not vary significantly from aorta to
carotid artery due to their proximity and due to the fact that carotid artery is con-
sidered a central artery. Another study, with healthy subjects shown that the carotid
mean pressure is 12% lower than brachial mean pressure [213]. The obtained value for
the implemented calibration algorithm is in accordance of the values presented by the
mentioned studies.

7.2.2 Invasive Comparison

In the current study, an optical probe developed for measuring the distension waveform
of the carotid artery was compared with the invasive profile of the pulse pressure ac-
quired by an intra arterial catheter in the ascending aorta, during cardiac catheterization
procedures, in order to validate the new optical device. Direct blood pressure monitoring
with an arterial catheter is currently considered to be the most accurate method, but
its invasive nature has several disadvantages. This work was designed to determine the
correlation between the two waveforms and analyze the differences obtained from PWA
parameters based on time intervals of the cardiac cycle and corresponding areas in the
arterial pulse pressure of 16 subjects [214], [200].

7.2.2.1 Methods

Study Population

The characteristics of the volunteers in this study are presented in table 7.11. This is
a preliminary study for correlation of the two measures and not a statistical study, and
therefore a limited cohort was used. This is a prospective study and similar studies of
this kind presents a sample of the same magnitude [200], [201], [199].
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Table 7.11: Main characteristics of the volunteers.

Characteristics Values

n, Males/Females 16 (12/4)
Age (years) 65.2 ± 12.3
Height (cm) 163.3 ± 6.0
Weight (kg) 72.3 ± 7.0
BMI (kg/m2) 27.1 ± 2.6

Study Protocol

Measurements were performed in a study population of 16 patients, with a cardiovas-
cular pathology, who had undergone cardiac catheterization. In all cases, simultaneous
invasive (in the aortic root) and non-invasive measurements were performed. The study
protocol was approved by the ethical committee of the CHUC, Portugal.

Subjects were allowed to rest for 15 minutes in the supine position at a temperature
controlled environment before the angiography proceeds. Each exam procedure consisted
on the acquisition of a set of cardiac cycles at the carotid artery during a few minutes
with the optical system. The measurements were taken by a senior physician who was
trained to operate the optical probe device.

After the optical acquisition, the arterial catheter was used to monitor the blood
pressure during the surgery and it was positioned to record the pulse pressure at the
aorta. These tests make use of a 6-Fr Judkins right catheter that was connected to
a pressure transducer using a saline infusion system. After flushing and transducer
calibration, the hemodynamic polygraph was set to 200mmHg/10 cm sensitivity and
a 100mm/s registry speed. The system used was a Siemens R© Artis Zee with AXIOM
Sensis hemodynamic recording system. Data were resampled at 200 Hz for waveform
analysis, during 10s to cover at least two respiratory cycles. The invasive pulse pressure
waveform acquired was stored and processed with Matlab R©.

Hemodynamic measurements

To compare the two waveforms acquired with the two systems with different amplitudes
and time duration, it is convenient to normalize both over amplitude and time. After this
process, the inflection points for the extraction of the parameters were determined. The
end of systole was determined by the identification of the dicrotic notch, which marks
the beginning of the diastole. The areas under the curve of the pulse wave represent
the cardiac performance and the potential for coronary perfusion enabling the cardiac
workload. The indices under analysis were: the AUC, the Area during Systole (AS) and
Area during Diastole (AD) their ratio (AD/AS) and the ETI [200]. In a non-invasive
approach of the global cardiac function time intervals from the cardiac cycle were used
[214].

7.2.2.2 Results

The correlation in shape and hemodynamic parameters under study were compared
between the two pulse pressure waveforms acquired (invasive and non-invasive). The
mean value of HR from the optical measure is 69 ± 8.80 and for the invasive measure
is 71 ± 7.81, with a mean difference of 5 bpm between them. HR remained unchanged
during the surgery procedures, consequently the hemodynamic indices are also stable
during the assessment period.
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Comparison of the Pulse Pressure Waveform

The waveforms obtained with the new optical system, placed externally over the carotid
artery have a very similar contour to the pressure curve obtained with a catheter, placed
inside the aortic artery (Figure 7.14). The dicrotic notch is marked with a small square
at the represented waveforms (Figure 7.14).

Figure 7.14: Invasive aortic pulse pressure waveform and non-invasive carotid wave-
form.

The small effect of signal amplification in the carotid results from a phenomenon that
occurs throughout the arterial tree. In clinical practice, it is recognized an increase in the
whole amplitude of the pulse pressure when it travels distally, i.e., a gradual widening
of the pulse pressure between two sites of the arterial tree [30]. This amplification
of the pressure wave with distance (spatial amplification) does not require additional
energy input in the arterial system, and so, by definition, is more a distortion than a
true amplification, translated as an alteration in the morphology of the waveform [31].
Between the two arteries that are close to each other, the distortion is very small but
significant, due to the structural arterial differences as can be seen in the performed
analysis [215].

The results show that invasive and non-invasive signals are correlated and show good
overall similarity, for all patients, with less than 20% RMSE, and the mean value for
the RMSE in all analyzed samples was 13%. The R-Squared value, coefficient of deter-
mination, for the profile of the signals under analysis is approximately 0.8 in all cases.

The strength of the correlation of pulse pressure waveforms is expressed by the co-
efficient of correlation (1 means that the two signals are identical), and for the signals
varies in the range of 0.9202-0.9959, thus demonstrating the strong correlation.

The signals frequency study showed great similarity in the modulus. The power spec-
tral density analysis showed attenuation for the invasive signals and confirms the ampli-
fication effect in the optical signals. In the frequency window of interest for the analysed
signals (below 100 Hz) there is a nearly constant attenuation for signals acquired with
the invasive system for all patients. Therefore, there is no frequency modulation able to
distort pulse waveforms in a significant way, in the scope of the presented analysis.

Comparison of hemodynamics parameters

The comparison between the areas under the curves allows the assessment of the differ-
ences between the phases of the cardiac cycle, systole and diastole. Figure 7.15 shows a
biparametric plot of the invasive signal versus the non-invasive signal. For both systems
a mean of the pulse pressure from the sample in analysis is represented. When the two
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signals are the same, the result would be the bisector of the first quadrant, the line y=x.
The plotted curve shows that in the upstroke of the waves, part of the systole period
marked in black has a greater proximity to the y=x, these means that in this zone the
signals are almost equal.

Figure 7.15: Plot of the invasive signal vs optical signal. The upstroke of the pulse
pressures are marked in black, the systolic period segment is comprised by the black
and green, the diastolic period is in blue and the solid line marked the x=y segment.

There was a close relationship between the Optical (diameter)–Invasive (pressure)
slopes obtained for all subjects and represented by the mean curve in Figure 7.15. How-
ever, comparing the change shown by a slope obtained some differences were detected.

After the systolic peak, differences between the two signals are more obvious and
during diastole, after the dicrotic notch marked in blue segment, the difference is more
substantial. This means that in this cycle phase, the optical signal exhibits greater
amplitude than the non-invasive signal, or in other words, there is a higher difference
between the structures of the two analyzed waves.

The arterial wall has both elastic and viscous properties. The difference is related to
the time-dependent response to the stress–strain relationship (pressure change–diameter
change). In a purely elastic artery, this relationship is time-independent, and after the
removal of stress, the arterial diameter dimensions would return to the initial dimen-
sions. In the presence of wall viscosity, the arterial wall retains part of the deformation.
The arterial viscous properties are responsible for part of the left ventricular energy
dissipation characterized by the hysteresis of the pressure–diameter loop represented in
Figure 7.15 [201], [17], [216]. The surface between ascending and descending parts of
the loop is hysteresis representing the energy dissipation due to the viscous properties
of the arterial wall, which could indicate an alteration of the mechanical properties of
the arterial vessel [217].

Arterial compliance reflects the ability of an artery to expand and recoil with cardiac
pulsation and relaxation [17]. The increasing age of the sample at study leads to changes
in the structural components of the aorta walls, and reduces compliance. This change in
compliance has significant implications in the pulse type contour analysis and contributes
to the hysteresis verified in Figure 7.15 [17], [218].

Evaluating the whole area under the curve, there is an over-estimation of the values
for the non-invasive method. The optical system presented an AUC mean value (± SD)
of 0.51 ± 0.04, while the invasive system showed of 0.42 ± 0.04, as shown in Figure 7.16.
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Figure 7.16: Bar plot of AS and AD determined by the two systems.

The area during the diastole is the responsible component for the difference between
the AUC, the sum of the two components, in the two systems. During the systolic period
the AS mean values are very similar, 0.30 ± 0.05 for the optical method and 0.29 ± 0.04
for the invasive system. The variability of values measured by the two systems for each
subject under the study was compared and represented in Figure 7.17.

(a) Variability in AS. (b) Variability in AD.

Figure 7.17: Variability of two systems within each individual subject and mean
values by acquisition method, with error bars representing the 95% confidence interval

of the sample mean.

The variability over the measures was assessed by the coefficient of variation which
is defined by a ratio of the SD of measures divided by their mean value. For the optical
and invasive systems, these coefficients are similar (13% vs 16%) with a lower variability
for the optical probe.

Figure 7.18 represents the curve of mean differences during the cardiac cycle, between
the two systems for all subjects. For the pressure pulse samples in analysis, the average
systolic peak occurs approximately after 0.2 seconds, marked in a dashed line in Figure
7.18. After that, the difference begins to be more significant, as a result of the energy
dissipation, due to viscous properties of the arterial wall. After the removal of stress, the
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arterial diameter dimensions would return to their initial dimensions but, the arterial
wall retains part of the deformation.

The average difference between the two systems along the cardiac cycle is 0.0875. A
Pearson-Correlation analysis between the areas of signals shows a significant correlation
of 0.847 at a 0.01 level (2-tailed).

Figure 7.18: Mean difference between the optical and the invasive signals during a
heart cycle.

The ratio AD/AS demonstrates, again, the differences (optical system 0.76 ± 0.19;
invasive system 0.42 ± 0.25) explained by the discrepancies originated during the dias-
tole.

The ETI values obtained are correlated but there is a trend to have systematic lower
values from the optical probe device. The ETI mean value (± SD) is 45.64 ± 7.80% for
the invasive measurements and 41.40 ± 6.53% for the optical signals. The mean values
for the ETI obtained by the two optical systems are slightly higher than the expected.
Patients with systolic dysfunction have been found to have higher values of ETI, the
prolonged ejection time is primarily due to the increased afterload [35], [219].

7.2.3 Case Study: Carotid Stenosis

The main purpose of the tests on this particular case study was to assess the capability
of the system in determining the pressure waveform features.

The tests were performed in a patient who had undergone a carotid angiography, and
the assessment trials were made before and after the endovascular angioplasty procedure.

7.2.3.1 Description of Case

The subject under study is a 76-year-old woman with a of 90% left internal carotid artery
stenosis, as well as hypertension and type II diabetes. The body mass index is 22.8, and
at the time of the surgical procedure she had heart rate of 36.6 ◦C of temperature and
69 beats per minute. An obstruction of 90% causes a significant decrease in the blood
flow that passes through this vessel (Figure 7.19), which consequently causes variations
of the arterial pulse pressure waveform. The patient was subject to an endovascular
angioplasty and stenting procedure.

The carotid pressure waveform was recorded with the optical probe before the surgery,
and the detected waveform revealed a modified profile when compared to the normal
range, with a large increase of pressure before the systolic peak (Figure 7.20(a)).

Figure 7.20(a) evidences the presence of a reflected wave, marked in blue for the
RP, prior to the systolic peak that is caused by the reflection of the pressure wave in
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Figure 7.19: Angiographic image of the patient in the case study showing the carotid
artery with stenosis, marked with a white arrow.

the atherosclerotic plaque of the internal carotid artery wall. Because this plaque is
nearby the assessment location, the return of the backward reflected wave is detected
almost immediately its occurrence, i.e., even before the systolic peak. Along the detected
waveform there are few inflections indicate that multiple reflections are occurring. In the
end of the diastole it is noticed an increase of pressure, that is not common in normal
pressure waveforms and will be analyzed below.

After the procedure, few pressure waveform signals were acquired once again, with
the optical probe at the carotid site, for comparison with the pre-surgery signals. The
pulse pressure waveform changed with the intervention and the abnormal inflection in
the wave, during the diastole, has disappeared (Figure 7.20(b)).

(a) Before the surgical procedure. (b) After the surgical procedure.

Figure 7.20: Set of a few heart beats detected with the optical probe at the carotid
site. (a) Before the surgical procedure. Main features marked in the waveform and
abnormal effect marked in red circle. (b) After the surgical procedure. The abnormal
effect disappears from the region of the end-diastole in the waveform, marked with the

dotted circle.

The waveform acquired after the surgery presents the characteristics of a normal
arterial pulse pressure waveform, which seems to indicate that the anomalous inflections
disappeared with the correction of the diameter of the vessel. However, small inflections
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continue to appear in the pulse pressure upstroke, probably originated by the different
compliance in the vessel wall in the local of stent.

7.2.3.2 Discussion

In particular, this case illustrates the variation of the pulse pressure waveform in a
stenosis intervention case. The pulse pressure waveform reflects the interaction between
the left ventricle ejection and the physical properties of the arterial circulation. Its
behavior demonstrates that the atherosclerotic plaque buildup is responsible for wave
reflection events.

As already stated, in the pressure waveform acquired before the surgical procedure,
it is notable an early wave reflection that occurs due to the severe obstruction in the
internal carotid artery. In fact, due to the proximity of the atherosclerotic plaque to
the assessment local, this reflection was expected and is actually easily observed im-
mediately before the systolic peak. However, in the later diastole a phenomenon of
augmented pressure is visible (red circle in Figure 7.20(a)). This event is unexpected
in these pressure waveforms and hypothetical explanations for the occurrence of that
were theorized. The fact that the pressure increases in the end of the diastole is likely
corroborative with a distal event, otherwise, if the cause of this phenomenon was nearby
the local of assessment, the pressure augmentation would be detectable earlier, most
probably during the systole.

The hypothetical justification that can be given to explain this occurrence is based
in collateral circulation confirmed by the angiography data. It is known and described
that in cases of severe internal carotid artery stenosis, cerebral collateral circulation can
take place [220], [221], [222]. The collateral circulation consists on a supplying of blood
flow to the ischemic regions, which is in when the principal pathway of circulation is
compromised. This phenomenon compensates the lack of perfusion, through existing
anastomoses, namely the circle of Willis [220], [223]. In the pathological cases of in-
tracranial artery stenosis, this mechanism of compensation of blood flow can occur in
order to maintain the cerebral tissue perfusion and prevent ischemic episodes [222].

Once the distal region of the stenotic artery has lower pressure than the proximal
segment of the artery, the blood tends to flow downstream from anastomose towards
the distal end of the plaque. Hence, a hypothesis could be made and the increase of
pressure in diastole may be explained by a latter backward blood flow in the stenotic
internal carotid artery, due to the collateral circulation.

Altogether, the optical probe proved to be a very useful tool for a non-invasive mon-
itoring of the arterial pressure waveform and could help in the early diagnosis of cardio-
vascular diseases. In particular, this probe is able to detect stenosis events and can be
used in the diagnostic and monitoring of this cardiovascular pathology.

The natural follow-up of this work would be to compare the distension waveform in
carotid obtained with Ultrasound in cases with different levels of stenosis severity, with
the signals being acquired by the optical system, in order to quantify the changes of
pulse pressure waveform with the stenosis severity.

In the future, a study of other cardiovascular pathologies will be interesting to classify
the differences in waveform arising from physiological variations. A system able to make
an assessment of the cardiovascular system without resorting to expensive and invasive
techniques will be an important tool in the clinical context.
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7.3 Discussion and Conclusions

In this chapter was intended to select the best combination: probe/algorithm for acquire
the arterial waveform in the carotid site and determine the main hemodynamic param-
eters. After selecting the probe, it was necessary to extensively test for evaluate the
robustness of the optical probe and validates the capability to measurement the arterial
pulse waveform.

The tests were carried out over 4 weeks, in a small group of volunteers with two types
of optical probes, APD and PPD, allowed the selection of the best algorithms for PWA
and PWV computing.

The shown algorithms, developed for the determination of PWV have a good overall
performance. The best results was obtained for Cross-Correlation method while the
algorithm based on differential calculus for PWA allows the determination of the main
hemodynamic parameters used in clinical practice.

The two types of probes in study proved to be able to reliably measure the pulse
pressure waveform at the carotid site. However, the determination of the PWV with
the APD probe evidences an underestimation of this parameter. Furthermore, the ac-
quisition of signals in vivo, with the APD probe, was more difficult than with the PPD
probe, because the SNR is significantly lower. This is due to the fact that the sensitive
area of the avalanche photodiodes is almost a point, which makes positioning of both
photodiodes over the carotid artery tougher. The good results obtained with the PPD,
combining with the much lower cost of the PPD, does the solution based in the planar
photodiodes the best option.

The major limitation of this type of technology is the inability to direct calibration of
the waveform obtained by the optical probe. For the determination of parameters like
AIx, SEVR, ETI and dP/dtmax, it was necessary to calibrate the system with the systolic
and diastolic pressure. With this purpose each evaluation was preceded of brachial blood
pressure measurement with a clinical sphygmomanometer.

These preliminary tests allowed a study of repeatability of the parameters inferred
by the system validation, showing great consistency over time for different subjects.

The validation test on a small sample showed the clinical feasibility of the optical
probes, preceding a large study of healthy subjects.

The comparison test between the optical system and Complior Analyse R© device show
a strong correlation for the values of PWV obtained, however, these devices measure
different PWV parameters that is responsible for some discrepancies in the results.

The reproducibility study was performed in 13 volunteers by two trained operators.
The main limitations of this study are its small size and the inclusion of healthy vol-
unteers rather than patients. However it is common to evaluate emerging techniques
in volunteers initially and these studies are important platforms for further method
improvement and subsequent patient studies.

The PWA repeatability results are considered high for HR, strong for AIx, moder-
ate for dP/dtmax and low for SEVR and ETI. Actually, for all analysis the resulting
values for dP/dtmax and SEVR differ substantially from the ones presented as reference
and show the lower values for reproducibility evaluation, probably originated by the
calibration method used.

The PWV results had a good inter and intraoperator reproducibility judged by the
Bland-Altman plots as well as the test of differences between measures.

The factors such as the position of two photodetectors in the carotid vessel, tremors
in the hands of an operator, respiratory movements of the volunteers could introduce
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differences in the measurements between operators and trials. These factors might affect
the measurements and are possible to quantify making changes in the probe by the
introducing an accelerometer or a respiratory band in the volunteers, however escaped
to the objective of this work.

The newly developed optical system showed good reproducibility as evaluated by
both inter and intra-operator methods.

The trial tests, in a large group of young and healthy subjects, has attempted to
validate the proposed optical system as a reliable method to assess non-invasively local
PWV in the carotid artery, to establish reference values of the local PWV as well as
other mentioned parameters in this type of population.

Even though the sample consists of young subjects with a relatively narrow age
distribution, this result generally agrees with those obtained in other studies. The
PWA parameters revealed the important relations between some characteristics of the
population and the arterial system status.

All the correlations obtained in this study showed that the age contributes to the
arterial stiffness as reflected in the values found for the various parameters. Smokers
appear to have higher arterial age, and therefore increased cardiovascular risk.

The optical system under study proved to be a good choice for the determinations of
hemodynamic parameters in a non-invasive and non-contact assessment, which allows
a better knowledge about the cardiovascular condition and the management of many
disease states.

The proposed method exhibits a very high patient hit success. In fact, for 119 out
of 131 patients (90%) it took around 1 to 2 mins to start acquiring reasonable quality
signals, each take lasting for 30 seconds.

The study between the measurements obtained with invasive system and the optical
method, emphasizes the effect of the energy dissipation due to the viscous properties of
the arterial wall that occurs during the heart cycle characterized by the hysteresis in
the pressure–diameter loop. In the presence of wall viscosity, the arterial wall retains
part of the deformation that results of in part of the energy dissipation by the arterial
viscous properties.

The displacement of the pressure–diameter loop, indicating changes in the vessel
function and these data can be used to provide the response of a large elastic vessel
to the blood pressure changes within a cardiac cycle and thus on large elastic arterial
mechanical properties.

The results show that the two pulse waveforms obtained by the two systems have a
strong correlation and the mean values of the area analysis during the systolic period
are very similar. The diastole is the period at which the biggest differences between the
two waves are observed which might be explained by the mechanical energy dissipation
during the heart cycle.

This study validates the capability to estimate the arterial pulse waveform with a
non-invasive way with a new contactless optical probe, in a carotid measure. The dif-
ferences between the two systems are due to the different measures in study, diameter
and pressure.
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Conclusions and Future Work

8.1 Conclusions

The main objective of this work was demonstrate that an optical system is capable of
contactless measure of pulse pressure waveform in carotid artery along with algorithms
for determination of the temporal specific features, for PWA and PWV estimation which
may allows a rigorous cardiovascular diagnosis.

All the system was built from scratch with clinical requirements. The most impor-
tant characteristics of this system are its high portability, a compact size, ergonomic
configuration probes, user-friendly and non-invasive, with a truly non-contact operation
capability, and allows measurements without complex patient preparation and the ab-
sence of complex optical constituents. All the optical system is portable, lightweight
and it was designed with low power consumption and low cost materials, in order to be
considered as an interesting solution for commercial purposes.

Four prototypes were developed in this work: three based in non-coherent light and
one based in coherent light.

The probes based in non-coherent light were tested for three different photodetectors:
avalanche photodiode, planar photodiode and lateral effect photodiode. The last one
was abandoned due to low temporal resolution and therefore not enough to measure the
expected PWV in pathological cases. The optical probes based in planar and avalanche
photodiodes were extensively evaluated in bench tests and in vivo acquisitions. The-
ses optical probes, APD and PPD, specifically designed to measure PWV have been
developed and tested along with three different signal processing algorithms for PTT
determination. The algorithm based in Cross-Correlation method delivers PTTs with
the lowest errors in the bench test. These results were confirmed with in in vivo tests.

The APD and PPD probes proved to be reliable in detecting the distension wave-
forms either in the test bench or in vivo tests at the carotid site where they reflect the
propagating pressure wave. In order to evaluate the capability of the developed optical
device to accurately detect the pulse waveform, a comparison test was carried out be-
tween an ultrasound image system, as source of reference data, and the optical probes.
This study demonstrated that the optical probes allow the reproduction of the arterial
waveform with a higher resolution.

Probes with infrared light sources were developed for situations where the carotid
artery is distant from the skin surface. These cases require wavelengths able to optically
penetrate the tissues in order to allow the determination of the distension waveform.
The probes with infrared light show better results with the progressive increase in the
number of silicone layers that simulates the fatty accumulation levels. They also provide
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better resolution in the waveform features, higher SNR and lower RMSE when compared
to the signals acquired with visible light.

The good results obtained with the PPD in the benches tests, combined with the
lower cost of the PPD detector compared to the APD and the easy bias voltage of 15
V, makes the solution LED/PPD combination the best option.

The several studies carried out along this project have proved the feasibility and the
potentiality of this optical system in the clinical practice.

All clinical studies follow a protocol approved by the ethical committee of the Centro
Hospitalar e Universitário de Coimbra, EPE Portugal. All the subjects were volunteers
and gave a written informed consent.

The tests carried out over 4 weeks in a small group of volunteers led to an experimental
validation of the optical system under study composed by two types of optical probes,
APD and PPD. This study allowed the selection of the best algorithms for PWV
computing based on the cross-correlation method. The acquisition of in vivo signals
with APD probe was harder than with the PPD probe. The solution based in the
planar photodiodes becomes the best option and the following studies were made only
with PPD probe.

The PWV obtained by the developed optical system was validated by comparing
results with gold-standard tonometry probe Complior R© that showed a great consistency
between the PWV obtained with the two devices. The Pearson correlation value is 0.819
that represents a strong correlation. However, in these trials, the obtained values for
local carotid PWV are substantially lower than the regional carotid-femoral PWV. This
systematic shift towards overvalues from Complior R© was expected since it is known that
the femoral PWV is higher than carotid PWV.

The developed optical system showed good reproducibility as evaluated by both inter-
operator and intra-operator methods. This study could be extended by comparing PWV
and PWA values from patients with vascular risks.

One limitation identified in vivo tests was due to the two photodetectors (placed at
a precise and well-known distance of 20 mm) that detect the pulse wave propagation,
along the arterial segment. This distance could be a limitation only in cases were a small
segment of carotid artery is accessible, which difficults the position of two photodetectors
centred on the artery.

A large study was performed in 131 young subjects to establish the reference values
for several hemodynamic parameters and to find correlations between these and the
population characteristics. The results proved that the use of this new technique is a
trustworthy method to determine PWV and PWA parameters.

The mean value for PWV is 3.33 ± 0.72 ms−1 measured by the optical probe, and
confirmed a significant increase of PWV with age. The PWA parameters revealed the
important relations between some characteristics of the population and the arterial sys-
tem status. The negative correlation between the AIx and the heart rate were verified
in this study also differences between gender and smokers/non-smokers were found. For
the SEVR parameter it was also verified a decrease with the heart rate. The dP/dtmax
analysis showed a difference with gender, with lower values for the female subjects, and
this parameter decreased significantly with age. All the correlations obtained in this
study showed that the age contributes to the arterial stiffness as reflected in the val-
ues found for the various parameters. Smokers appear to have higher arterial age, and
therefore increased cardiovascular risk.

The optical probe developed was compared with the invasive profile of the pulse
pressure acquired by an intra arterial catheter in the ascending aorta during cardiac
catheterization procedures in order to validate the new waveform acquired by the optical
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device. The results show that the waveforms obtained by the two systems have a strong
correlation (mean value of 0.958) and the mean values of the area analysis during the
systolic period are very similar (0.30 - 0.05 for the optical method and 0.29 - 0.04 for the
invasive system). The diastole is the period at which the biggest differences between the
two waves are observed which might be explained by the mechanical energy dissipation
during the heart cycle.

The analysed case study suggests that the optical prototype is able to detect a wave-
form distorted due to the presence of severe carotid stenosis. This finding constitutes
an important milestone in the development of this prototype, extending its capabilities
and potentiality in the diagnosis of cardiovascular diseases.

The probe based in Doppler technique was designed with two LDs. For this probe,
based in coherent light, tests were performed in order to evaluate the performance of
the probe and the specific algorithms for frequency analysis.

The crosstalk tests were performed (electrical and optical) and significant interfer-
ences were not found.

To extract most of the physiologically important parameters from the Doppler signals,
an algorithm based on the short time Fourier transform and empirical mode decomposi-
tion was used. The decomposition levels of the EMD permit the extraction of different
pieces of information. The first level allows an easy detection of the feature points in
contrast to the fourth/fifth levels that clearly show the basic oscillation frequency. The
first decomposition level wave envelope achieves a feature points identification with a
maximum RMSE of 4.7 ms for SP and 3 ms for RP, a minimum RMSE of 2.5 ms for SP
and 1.3 ms for RP.

The coherent optical probe demonstrated that a laser vibrometer based on the self-
mixing effect, with a simple optical apparatus developed, can accurately perform mea-
surements of velocity and displacements in the sub-micron vibrations amplitudes, con-
firming the multiple utility of this method for this kind of measurements.

Another configuration for the probe based in Doppler effect was tested, for the po-
tential interest to use a photodetector with a larger area that can improve the quality
of the signal which may have biomedical applications. The mixing effect was obtained
outside the laser cavity, using a planar photodiode that detects the interference between
the original beam and a beam with Doppler shifted frequency, and opened the possibility
to construct a new probe with this new configuration.

To conclude, the non-invasive and non-contact method proposed by the optical so-
lutions, as well as the implementation of rapid algorithms to assess hemodynamic pa-
rameters, will permit a continuous monitoring of the cardiovascular system and give an
early and accurate diagnosis about the cardiovascular conditions.

8.2 Future Work

The presented results are considered encouraging and demonstrated the great potential
of the optical probes as a reliable approach for non-invasive hemodynamic parameters
assessment. Nevertheless, towards the continuous development of the optical probes and
its system few issues should be enhanced. Those questions could offer opportunities for
further work.

During this project, several configurations were design to improve the signal acquisi-
tion process and overtake the eventual difficulties in positioning the probe in the carotid
vessel. The implementation of a new configuration could represent a great advance in the
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flexibility and freedom to adjust the measure (Figure 8.1). This new probe would have
more degrees of freedom which would allow a better adaptation to the neck’s anatomy.
The probe would never touch the beating artery because the head of the probe would
have a support system that could be orientated alongside the artery, preventing signal
distortions. Although the optical probes allow a contactless measurement and just the
box contacts the skin, to stabilize and maintain constant the distance between the pho-
todector and the artery site, a layer of polymeric gel without optical properties to do
the interface between the probe and the skin could solve hygiene problems in the use of
probes without interfering with the signal that is measured.

Figure 8.1: Schematic version of a new design PPD based probe.

The algorithm developed that provides an automatic method to select the data ac-
quired in a clinical exam that contains the relevant information, has not been yet tested
in a population in order to prove their capability to select the pulse waveforms in the
data acquired.

The preliminary tests allowed the clinical feasibility of the optical probes, preceding a
large study of patients with different pathologies and cardiovascular diseases. Envisaging
a possible clinical use of the probes, feature extraction tests have to be carried out, in
the follow-up of this work, in a multi-center medical oriented clinical trial program.
Large scale clinical trials, with central hospital partners, are mandatory for the clinical
validation of the optical probe systems.

The stenotic lesions could be identified and quantified by analyzing Doppler velocity
spectra in combination with real-time B-mode and color-flow images of these vessels
[224], [225]. Comparison of the Doppler analysis with optical system results of accu-
mulation status in atherosclerotic plaques in cohort of patients with carotid stenosis,
could confirm the results obtained in the severe stenosis case and proved the potential
of this new technique to be able to detect a distorted wavefom due to the presence of
atherosclerotic in this vessel segment.

Optical Coherence Tomography (OCT) is an imaging method used to take high-
resolution pictures of blood vessel walls. OCT provides detailed images of the plaques
(build-up of cholesterol and other materials) in blood vessel walls and the distension of
wall during of cardiac cycle could be access. This detailed information about artery wall
distension can be compared with the results obtained with optical probes. These tests
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would focus on comparing distension waveforms of the carotid artery from an invasive
method and the optical probe.

For the probe based in Doppler technique, where the signals are modulated in fre-
quency, some hardware improvements could be implemented in order to substitute al-
gorithms steps and to allow an online data analysis. It is expected that the inclusion
of a frequency-to-voltage converter will substitute the time frequency analysis, which is
currently performed with algorithmic analysis. The hardware time-frequency analysis
will reduce the software computational effort.

This work demonstrated the possibility to generate self-mixing signals outside the
optical laser cavity using a photodetector with a larger area. That fact can improve the
quality of the signal in biomedical applications, using a configuration that may allow
data acquisition in vivo. This approach still remains to be explored.



Appendix A

Schematics of Probes

In this appendix is represented the schematics of circuits for all prototypes developed
during this project.

A.1 Prototypes Based in Non-coherent Light

Figure A.1: Schematic of the PPD Probe.
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Figure A.2: Schematic of the APD Probe.
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Figure A.3: Schematic of the LEP Probe.
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A.2 Prototype Based in Coherent Light

Figure A.4: Schematic of the LD Probe.



Appendix B

Schematics of Acquisition Box
Modules

In this appendix is represented the schematics of circuits from different modules of
acquisition box.

B.1 Power Supply

Figure B.1: Convertion circuit for ±15V probe power supply (Murata NDTD 0515C
converter).

Figure B.2: Convertion circuit for ±12V probe power supply (XPpower IR 0512S
converter).
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B.2 Anti-aliasing Filter

Figure B.3: Schematic of the anti-aliasing filter.
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