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Abstract

This paper tackles the problem of the quadric mirror estimation of omnidirectional imaging systems, as

well as the poses of the camera relative to the mirror and to the world reference system. These estimates are

obtained for quadric-shaped mirrors (including elliptic, parabolic, hyperbolic and spherical mirrors) where

the position of the camera and mirror is unconstrained (fully non central configurations). The apparent

contour of the mirror can be used to reduce the uncertainty in the estimation. Although it can enhance

both the accuracy of the estimation (allowing the method to converge from farther initial configurations)

and also its performance, its use is not strictly required. The intrinsic parameters of the camera model

(pinhole or orthographic) are assumed to be known as well as the structure of a calibration object in local

coordinates. The method is nonlinear and we use a genetic algorithm in conjunction with the Nelder-Mead

simplex algorithm to minimize the objective function. Experimental results using real data are presented

demonstrating the accuracy of this calibration method, comparing accuracy with and without the apparent

contour and computing the reprojection error. As the mirror quadric is estimated, this method can also be

used to identify and classify the mirror.

Keywords: mirror shape recovery, catadioptric imaging, camera pose estimation, mirror pose estimation
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I. INTRODUCTION

Changing the direction of light rays has been used for several applications and particularly it

has been widely used for imaging purposes, usually with the help of mirrors or lenses. Panoramic

imaging systems are very popular for applications requiring wide field of views. The systems

that use mirrors and cameras are called catadioptric and recently they have been studied and used

in several applications. Amongst all catadioptric systems, the most useful are those made up of

rotationally symmetric mirrors. From these the most used are those whose mirrors are quadrics.

Catadioptric cameras can be divided into two types depending on whether the projection is

central or not. The projection is central if all light rays intersect at a unique point. This point is

called the effective viewpoint. In the general case the optical center of the camera is the effective

viewpoint to guarantee central projection. Particularly, it has been shown by Nayar and Baker

[1, 2] that for quadric mirror catadioptric systems, the central projection can be obtained only for a

particular position of the camera optical center, usually the focus of the quadric. However, for the

general case and when this constraint is relaxed, the projection is non central which implies that

the light rays do not intersect each other at a single viewpoint. In that case, they are all tangent to a

surface called caustic. The caustic of an imaging system can then be defined as the envelope of all

reflected light rays that are imaged by a camera [3–5] and so it uniquely determines the imaging

system. For central cameras, the caustic degenerates in a point.

This issue can be relevant since the geometry of central projection systems is much simpler.

The projection model can be obtained in a closed form and generalized to all quadric mirror based

systems. Geyer et al. [6, 7] and Barreto et al. [8] derived closed form expressions for central

catadioptric systems. In addition, several algorithms for perspective cameras can be easily applied

to central catadioptric systems [9–12]. Another classification of cameras was proposed recently in

[13]. These General Linear Cameras include also catadioptric cameras for which all incident rays

intersect the optical axis (all central catadioptric cameras and some non-central cameras, those

where the mirror is aligned with the camera optical axis).

Since for many of new vision sensors their projection models are unknown, Grossberg and

Nayar [14] introduced the black box camera model. For this model the correspondence between

each image pixel and a 3D direction in space is estimated. The calibration of a vision system is then

regarded as a list of correspondences between pixels and 3D rays in space. In [15] this calibration

is assumed to be available to solve the problem of motion estimation and 3D reconstruction on a
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structure from motion basis. Ramalingam and Sturm [16] presented a generic method to calibrate

any vision system based on the black box model. This method uses three images of a calibration

pattern to recover the motion between the coordinate frames of the camera and of the objects.

Its application to omnidirectional cameras is presented in [17] and subsequent work in this field

includes [18, 19]. Another approach to generalized cameras is proposed by Chen and Chang in

[20] where they use an iterative model solve a classical NPnP problem to estimate the pose of the

camera in relation to the world reference frame.

The problem of recognition, identification, classification and reconstruction of reflecting sur-

faces has been studied for many years and the approaches used are diverse. In the field of optics

(considering reflectance models, polarization, color, photometric characteristics and structured

light) there are some reference works like [21–29]. Savarese and Perona [30] have also formulated

this problem by using fully calibrated cameras and studying the properties of a line projected on

the mirror. They recover locally the shape of the mirror surface. Other approaches to the problem

include stereo or multiple views [24, 31] and a moving observer or moving surfaces [32, 33].

Closer approaches to the problem include all works in catadioptric cameras, central or not, that

use only geometric relations to the calibration, irrespective of the lighting and reflectance model,

color, photometric or polarization issues. Calibration algorithms to central catadioptric cameras

includes [34] where some geometric invariants are formulated and used to an accurate calibration

of the intrinsic parameters. Projection of lines, spheres or a combination of both are used. A

similar approach [35] uses the principal point to calibrate a central catadioptric camera using also

geometric invariants. Other important work in central catadioptric cameras include [36, 37].

For non-central catadioptric cameras there are also calibration methods. Micusik and Pajdla

[38, 39] have formulated a calibration method for near-central catadioptric cameras using two

images in two steps. The first step assumed central projection and find the best suited parameters

for the catadioptric system and in the second step the parameters are tuned to fit the non central

model. Jeng and Tsai [40, 41] have used the particular case of hyperbolic-shaped mirror and

have calibrated them to produce perspective images. Strelow et al. [42] have applied shape from

motion to non central cameras. Gonçalves and Araújo have also presented calibration techniques

to calibrate non central quadric mirror catadioptric cameras using correspondence between image

points and incident light rays in space [43] using an adapted bundle adjustment technique and in

[44] they have formulated a calibration technique based on two images and on collinearity of three

points in the incident light rays.
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We are interested in catadioptric systems with quadric mirrors in which the camera is positioned

in an unconstrained position relative to the mirror, thus performing a non central configuration.

Our aim is to estimate the quadric mirror, and the poses of the camera relative to the mirror and

to the world reference frame. The approach we present in this paper may or may not use the

information from the apparent contour of the quadric (a conic) that may be visible or not. This

information improves the method by both allowing for more accurate results (since the algorithm

converges more easily to the solution) and also by improving its performance (allowing for a faster

convergence). Notice that the apparent contour can be partially visible and one is still allowed to

estimate its conic parameters. In the experiments we introduce a study on the influence of the

apparent contour in the estimation.

In the next section the problem is stated and formalized, and the notation conventions are

defined. The following section III discusses the use of the quadric apparent contour in the image

plane in the calibration method and in section IV the nonlinear method is formalized by defining

the objective/error function to be minimized. In section V the quadric mirror in its canonical form

and the pose of the camera relative to the mirror are estimated from the result of the minimization

algorithm (the quadric in camera coordinates). This also provides a means to classify the shape of

the mirror. In the following section VI, the experimental tests using both synthetic data and real

images are presented and, finally, in section VII a summary and the main conclusions of the work

are presented.

II. PROBLEM STATEMENT

In this paper we consider a catadioptric camera made up by a camera (perspective or ortho-

graphic) and a quadric surface mirror. The camera is represented by its intrinsic parameters matrix

K (3× 3) and the mirror surface by its quadric matrix Q (4× 4). The system is fully non-central

so the location and pose of the camera relative to the mirror are unconstrained and represented by

the screw rigid transformation T (a 4× 4 matrix).

Q is expressed in the quadric coordinate system and in the camera coordinate system it is

expressed by Qcam = TTQT. We also consider the quadric matrix given in its block form:

Qcam =


Q3cam qcam

qcam
T q44cam


 (1)
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Consider now an object in the scene. Consider a set of 3D points Pi with known coordinates

in the object local reference frame (or in the world reference frame). This reference frame is

related to the camera coordinate system by the screw rigid transformation H in such a way that

Picam = HPi.

The location and pose of the object relative to the camera (represented by the 4× 4 matrix H),

is described by three rotations about the coordinate axes (θX , θY and θZ) and three translations

along the same coordinate axes (tX , tY and tZ). See figure 1.

The goal of this paper is to describe a method for the estimation of the quadric surface Q, the

pose of the camera relative to the mirror ( T) and the pose of the set of points in the scene relative

to the camera (H).

III. APPARENT CONTOUR

The apparent contour of the quadric mirror contains useful information that can be used to

estimate the quadric itself. It reduces the uncertainty in the estimation of the quadric elements.

As stated in [45], under the camera matrix P the conic C back-projects to the cone

Qcone = PTCP (2)

where in the case of a perspective camera we have P = K [I|0] and in this case it yields:

Qcone =


KTCK 0

0T 0


 (3)

On the other hand, [45] also states that the cone with vertex V and tangent to the quadric Qcam

is the degenerate quadric with the equation given by:

Qcone = (VTQcamV)Qcam − (QcamV)(QcamV)T (4)

and if the vertex is at the center of the coordinate system (V =
[
0 0 0 1

]
) and the quadric matrix

is expressed in block form, then the cone is given by:

Qcone =


q44camQ3cam − qcamqcam

T 0

0 0


 (5)
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As a result it can be seen that the cones represented in equations 3 and 5 are projectively

equivalent. That means that the following equations can be written:





q44camq11cam − q14camq14cam = Γ11

q44camq12cam − q14camq24cam = Γ12

q44camq13cam − q14camq34cam = Γ13

q44camq22cam − q24camq24cam = Γ22

q44camq23cam − q24camq34cam = Γ23

q44camq33cam − q34camq34cam = Γ33

(6)

where Γij are the elements of the matrix Γ = KTCK. These six equations correspond to five

degrees of freedom since the matrices are symmetric and projectively equivalent. The five degrees

of freedom can be represented independently by the five ratios. If the last equation is chosen as

the reference, the following five equations are obtained:

qijcam =
Γij(q44camq33cam − q34camq34cam) + Γ33qi4camqj4cam

q44cam

(7)

where (i, j) ∈ {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3)}. These equations define five of the quadric mir-

ror parameters as function of the other five, as a function of the intrinsic parameters of the camera

and also as a function of the conic that represents the quadric apparent contour.

IV. NONLINEAR CALIBRATION OF THE CATADIOPTRIC CAMERA

The aim of this paper is to provide an algorithm to calibrate the mirror, its pose relative to the

camera and the pose of the camera relative to 3D world coordinates. We assume that the intrinsic

parameters of the perspective camera are known as well as the local structure of the 3D calibration

scene points.

If the apparent contour (which is a conic in the image plane) of the quadric surface mirror is

visible in the image it is possible to estimate its five independent parameters using at least five

points (see for instance [45]). This conic is the 3× 3 C matrix in equation 3 and since the intrinsic

parameters K are known, the back-projected cone from the apparent contour of the mirror is

known. On the other hand, this cone is projectively equivalent to the cone given by equation 5,

providing the five equations 7 that are used in our method.
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Additionally, as the quadric has nine degrees of freedom instead of the ten which is the number

of parameters qij , the scale factor can be fixed if the value for one of parameters is arbitrarily

chosen. We may choose for instance q11 = 1 (however any other value or any other parameter can

be chosen) which reduces the number of unknowns and also removes the scale factor ambiguity.

The algorithm we propose starts from an initial guess for all the ten unknown parameters (four

for the quadric Qcam - (q14, q24, q34 and q44) and six for the screw H - three translations and three

rotation angles).

Consider the set of image points pi and their corresponding 3D coordinates Pi in the local

coordinate system of the calibration object. These 3D points have coordinates in the camera co-

ordinate system given by HPi. Back projecting image points to incident lines in space by using

geometric optics is trivial (see for instance [38]) and gives a line Li for each image point of the set

being considered.

The distance of a 3D point P to a line in space (defined by two points A and B) is given by the

following equation:

d =
‖B − A‖ × ‖A− P‖

‖B − A‖ (8)

where A, B and P are expressed in inhomogeneous coordinates.

If the quadric Qcam and the transformation between the camera system and the local object

system H are correct, points HPi belong to the lines Li. However, in a wrong configuration,

the lines will not pass through the 3D points HPi. Thus, the distances between these points

and the lines Li can be added to define the objective function to be minimized by any non-linear

optimization method.

Once estimated, the three rotation angles and the three translations can be used to compute the

transformation matrix H easily. This step is straightforward.

Although, uniqueness of the solution is not proved, in experiments it is in general achieved.

V. QUADRIC POSE ESTIMATION

In this section we describe how the quadric in its canonical form and its pose relative to the

camera can be estimated starting from the quadric matrix computed in the camera coordinate

frame.
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The general quadric can be described by a 4 × 4 symmetric matrix Qcam such that

XTQcamX = 0 holds for all points on the quadric surface (where X is the vector of the ho-

mogeneous coordinates of a surface point). Due to symmetry the quadric has ten coefficients and

nine degrees of freedom.

If the quadric parameters q11 to q44 are computed using some known world structure (as stated

by the previous sections) the corresponding quadric matrix can be diagonalized in such a way as

to specify a change of coordinates transforming the quadric into its canonical form. That means

that the coordinate transformation between the camera and the quadric coordinate frames can be

estimated. As a result the misalignment between the camera and the mirror can be estimated. In

[46, 47] an alternative form to convert the quadric into its canonical form is proposed, using block

diagonalization [48, 49]. However this method does not constrain the point transformation to be

rigid as required in our case.

Consider a rigid transformation T made up by a rotation matrix R (3 × 3) and a translation

vector t and the quadric mirror in its reduced form given by equation 1. These matrices can be

written in the form:

T =


R t

0 1


 Q =


Q3 q

q′ q44


 (9)

The generic quadric in the camera coordinate system (Qcam) is obtained through the application

of the rigid transformation of the quadric Q by T. The relationship is Qcam = TTQT. This

equation can be expanded to obtain the following expression:

Qcam =


Q3cam qcam

qcam
T q44cam





 RTQ3R RTQ3t + RTq

tTQ3R + qTR tTQ3t + qTt + tTq + q44


 (10)

The goal is to estimate linearly the rigid transformation T and the quadric in its canonical form

Q, starting with the knowledge of the quadric Qcam. This estimation is impossible since there are

more unknowns (twelve for the transformation and nine for the quadric) than equations. However,

some constraints on the quadric Q allow the recovery of both T and Q. The quadric mirror for the

most general mirrors can also be expressed in the simpler form:
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Q =




1 0 0 0

0 1 0 0

0 0 A B/2

0 0 B/2 −C




(11)

and so Q3 is a diagonal matrix whose first two diagonal elements are unitary and q is a 3-vector

whose first two components are zero. The mirrors that we wish to study are paraboloids, hy-

perboloids, ellipsoids and spheres. The constraints that the parameters must satisfy are: for

paraboloids (C = 0; A = 0),for ellipsoids (B = 0),for hyperboloids (A < 0; C < 0) and for

spheres (A = 1; C + B2/2 > 0). By changing the coordinates in the Z axis for hyperboloids and

spheres, the additional constraint B = 0 can be applied. It can be seen that the parameter B is non

zero only for paraboloids and zero for all other mirror types and also that in the former case the

parameter A is zero. We thus have:

• paraboloids - B 6= 0; A = 0; C = 0 =⇒Q3 =




1 0 0

0 1 0

0 0 0


, q =

[
0 0 B/2

]T

and q44 = 0

• hyperboloids, ellipsoids and spheres - B = 0 =⇒Q3 =




1 0 0

0 1 0

0 0 A


 and q = 0T .

The estimation of the rotation matrix R and of the first block diagonal Q3 is performed us-

ing the diagonalization obtained by the eigenvalue decomposition of the matrix Q3cam. This step

is simple and as a result we obtain two matrices such that Q3camV3 = V3D3 where D3 is a

diagonal matrix with the eigenvalues in the principal diagonal and V3 is a full matrix with their

corresponding eigenvectors as columns. Due to the symmetric nature of the quadrics the eigenvec-

tors matrices are naturally symmetric and therefore it can be written Q3cam = V3D3V3
T since

V3 is orthogonal. Furthermore the diagonal matrix D3 can be decomposed in such a way that the

central matrix has the elements in the order required in the diagonal as stated in equation 11. It

thus yields:
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D3 =




d1 0 0

0 d2 0

0 0 d3


 = Pijk ·




di 0 0

0 dj 0

0 0 dk


 ·P

T
ijk = PijkQ3P

T
ijk (12)

where Pijk is a permutation matrix possibly necessary to order the eigenvalues in the diagonal.

Substituting equation 12 into the equation of Q3cam it then holds that:

R = (V3Pijk)
T Q3 =




1 0 0

0 1 0

0 0 d


 (13)

which gives the estimates for the rotation matrix and the first 3×3 block of the quadric, where since

the quadric is rotationally symmetric, the first two diagonal elements are equal and can be made,

by scaling, equal to 1. For the remaining unknowns (translation vector t and q44), the elements

qcam e q44cam are used.

However, different analysis are made for hyperbolic, elliptic and spherical mirrors and for

parabolic mirrors. Consider now the first mirror type in which case q = 0T . Therefore:

t = Q−1
3 R−Tqcam (14)

and

q44 = q44cam − tTQ3t (15)

which completes the estimation of the pose of the camera relative to the quadric mirror for hyper-

bolic, elliptic and spherical mirrors.

Consider now the case of parabolic mirrors in which case B 6= 0 and A = 0; C = 0. In this case

the diagonal matrix Q3 has only two nonzero elements and so its identification is easy. Expanding

now the elements of qcam the following three linear equations are obtained:





r11t1 + r21t2 + r31
B
2

= q1cam

r12t1 + r22t2 + r32
B
2

= q2cam

r13t1 + r23t2 + r33
B
2

= q3cam

⇐⇒




t1

t2
B
2


 = R−Tqcam (16)

and finally, expanding the equation for q44cam, the equation to estimate the last unknown is:
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t3 =
q44cam − t21 − t22

B
(17)

since q44 = 0.

We have therefore shown that it is possible to recover linearly the pose of the mirror relative

to the camera and the misalignment of both (as long as the quadric matrix is known in the camera

coordinate system).

VI. EXPERIMENTAL RESULTS

In this section we show the usefulness of the method described by applying it to synthetic data

and also to real images. We estimate the quadric that describes the mirror surface, its pose relative

to the camera and the pose of the camera relative to the world reference frame.

We start by presenting the results with synthetic data. Two different camera/mirror configu-

rations are considered: a perspective camera with a spherical mirror with a 37.5mm radius (the

camera and the mirror are not aligned) and an orthographic camera with a parabolic mirror in a

paracatadioptric configuration (the axis is aligned with the mirror).

The algorithm tries to minimize the error function using two known minimization methods that

are combined: a genetic algorithm and the simplex Nelder-Mead method. Successive runs of both

methods, one at a time, led to solutions.

Convergence was tested in two different cases. In the first case we added some noise (gaussian

distribution with zero mean) to the ground truth values. The algorithm was then run until one of

the stopping conditions was achieved: (1) the error was smaller than a tolerance value (1e-5); (2)

a predefined maximum elapsed time was reached and (3) unchanged error value for a predefined

time interval (local minimum).

In the second case we start the experiment by using a random vector as the initial values for

the parameters to be estimated. We performed several runs of the algorithm, usually between 10

and 100, using different random starting values and in general when the stopping conditions are

met the estimates obtained are close to the optimal values. Next, these results are used to rerun the

genetic algorithm as starting chromosomes. The algorithm was iterated until one of the stopping

conditions was met.

We noticed no difference between the results in both tests. This indicates that the convergence

is in general obtained irrespective of using or not values close to the ground truth.
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Table I presents the values obtained for the parameters and the corresponding ground truth

values as well as the angle and amplitude errors for the estimated and true vectors (perspective

camera with spherical mirror). Table II presents the same analysis for the paracatadioptric camera.

As it can be seen from the results with synthetic data, the quadric in the camera coordinates

Qcam (which integrates both the quadric Q in the canonical form and the pose T) and the pose

H are estimated accurately. The estimates for the actual values of Q and T are not computed for

synthetic data since the equations presented are in closed form and their values are highly accurate.

They are however computed in the experiments with real images.

In the experiments with real images, we present the results obtained with a non-central cata-

dioptric camera made up by a perspective camera and a spherical mirror. The same camera is also

used in a hyperbolic configuration. The camera used was a commercial CANON EOS 350D with

image size 3456x2304. The spherical mirror has a radius of 37.5mm. The systems were previ-

ously calibrated using a two step algorithm by first estimating the perspective camera parameters

and then calibrating the mirror. The mirrors were not perfectly aligned with the camera. Figure 2

displays an image acquired by both cameras.

The calibration object used to calibrate the camera and to test the algorithm can be planar or

non-planar. Non-planar calibration objects usually yield better calibration results since their non-

planar structure inherently provides additional information. However, tests performed with planar

patches proved to provide estimates with good accuracy. Planar patterns have the advantage of

simplicity. We chose to use non-planar objects in the experiments with the spherical mirror tests

and planar patterns in the experiments with the hyperbolic mirror.

First we present the results concerning the spherical mirror configuration. Since in the case of

hyperbolic mirror the apparent contour of the quadric mirror is not visible (because the mirror is a

hyperboloid cut by a plane) we present the results without using the apparent contour information.

As in the case of synthetic data, the accuracy of the method is tested in two ways namely by using

initial values for the parameters that are obtained by adding some noise to the true values and also

by starting the iterations with random values for the parameters. Monte Carlo methods are applied

and the results obtained are presented in table III for the case of the spherical mirror using the

apparent contour and in table IV without using the apparent contour.

Using the hyperbolic mirror, the experiments are similar and their results are presented in table

V.

The results obtained in the experiments with real images show that estimates for the quadric
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mirror parameters in the camera coordinate system (Qcam) and for the the pose of the camera

in the world reference frame (H) can be obtained with good accuracy. The use of the apparent

contour allows for a drastic improvement of the accuracy of the estimates. The next step is the

estimation of the parameters of the quadric mirror in its canonical form (Q) and the estimation of

its pose relative to the camera - (T). For that purpose we used the equations of section V. Since

the mirror is a sphere, the meaningful parameters are the translation between the camera and the

center of the mirror and its radius. Tables VI and VII show the results obtained for the parameters

using and not using the apparent contour respectively. The rotation matrix R is not shown since

due to the nature of the mirror any other rotation would express the same mirror (it is meaningless

the orientation of a spherical mirror).

From the results one can conclude that the radius of the mirror surface is obtained with high

accuracy in all cases where the apparent contour is used. In the cases where the apparent contour

is not used accurate estimates for the radius can only be obtained if the initial values for the

parameters are close to their optimal values.

For the hyperbolic mirror, the results for the estimates of the quadric mirror parameters and for

its pose relative to the camera are presented in table VIII.

It should be remarked that the experimental results show that a good estimate for the conic

corresponding to the apparent contour of the mirror is very important for the accuracy of the

results. This is the most sensitive set of parameters and small errors in their values cause high

errors in the estimation of all the other parameters.

Reprojection error

In order to have an exact idea of how erroneous is the estimation and what implications it does

have in the calibrated model, we reproject the 3D points to the image and compare the actual and

recomputed pixel locations. Figure 3 shows some cases of reprojected points and the actual pix-

els, using some results obtained with the spherical mirror, with and without the apparent contour

information.

Table IX presents some additional cases and the sum and average errors per pixel. Table IX

presents results obtained with all the spherical mirror data (contour and no contour) and with the

hyperbolic mirror. The corresponding amplitude and angle error of the estimated state vector is

presented.

14



As seen in table IX, the reprojection error per pixel grows with the error in the estimated values

(the poses of the camera relative to the mirror and to world reference frame and also the mirror

parameters).

VII. SUMMARY AND CONCLUSIONS

In this paper we presented a method to calibrate catadioptric camera systems made up by a

perspective or orthographic camera (whose internal parameters are considered to be known) and

a curved mirror whose shape is mathematically expressed by a non-degenerate quadric (includes

spheres, hyperbolic, parabolic and elliptic mirrors). The method requires the knowledge of the

intrinsic parameters of the camera and also local world calibration information (for instance dis-

tances in a calibration pattern).

The method allows the use of the apparent contour of the mirror (which is a conic) to constrain

the quadric mirror and its pose relative to the camera and then applies a nonlinear iterative min-

imization method to match some back projected pattern points to a 3D grid. This method first

estimates the pose of the camera relative to the world reference frame and the quadric mirror in

camera coordinates. In the second step, using closed form expressions, it estimates the camera in

its canonical form and its pose.

Experimental results showed that the method is accurate both with synthetic data and with

real images, even when the initial estimates (required by the non-linear optimization procedure)

are completely random, specially if the apparent contour is used. It was also concluded that the

estimation of the conic parameters corresponding to the mirror apparent contour is critical to the

accuracy of the results.

Future directions of this work include quantization of the error propagation from the estimates

of parameters of the conic of the apparent contour to the results.
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[44] N. Gonçalves and H. Araujo”, ”Partial Calibration and Mirror Shape Recovery for Non-Central Cata-

dioptric Systems”, OMNIVIS’2005 - 6th Workshop on Omnidirectional Vision, Camera Networks and

Non-classical Cameras, Beijing (Oct 2005)

[45] R. Hartley and A. Zisserman, Multiple View Geometry in Computer Vision, Cambridge University

Press (2000)

[46] L. Dupont, D. Lazard, S. Lazard and S. Petitjean, ”Near-Optimal Parameterization of the Intersection

of Quadrics”, Annual Symposium on Computational Geometry, San Diego, USA, 246-255 (June 2003)

[47] L. Dupont, D. Lazard, S. Lazard and S. Petitjean, ”Intersecting Quadrics: An Efficient and Exact

Implemetation”, Annual Symposium on Computational Geometry New York, Usa, 419-425 (2004)

[48] F. Uhlig, ”Simultaneous Block Diagonalization of Two Real Symmetric Matrices”, Linear Algebra

and Its Applications, 7(4), 281-289 (1973)

[49] F. Uhlig, ”A Canonical Form For a Pair of Real Symmetric Matrices That Generate a Nonsingular

Pencil”, Linear Algebra and Its Applications, 14, 189-209 (1976)

[50] M. Born and E. Wolf, Principles of Optics, Pergamon Press (1965)

[51] J. Semple and G. Kneebone, Algebraic Projective Geometry, Oxford University Press, London (1959)

[52] J. Stolfi, Oriented Projective Geometry, Academic Press (1991)

Helder Araujo is currently Full Professor at the Department of Electrical and Computer

Engineering, University of Coimbra, Portugal. He is co-founder of the Portuguese Institute for

Systems and Robotics (ISR), where he is currently a Researcher and Vice-Director of the

Coimbra site. His primary research interests are in computer vision and cognitive robotics.

[Figure 4]
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TABLE I: Tests with synthetic data for a perspective camera with an off-axis spherical mirror configuration.

Notice that the parameters of the error random distribution are relative to the ground truth values of the

parameters, that is, for instance error between 0 and 1 is error between 0 and 100% of the true value.

q14 q24 q33 q34 θX θY θZ tX tY tZ Amp.err Ang.err

GT 32.0 16.0 -150.0 2.000e4 0.0 0.0 0.0 0.0 0.0 -300.0

GT+err(∼

N(0; 0.5))

33.18 16.83 -147.14 2.190e4 -0.01 -0.00 0.00 0.00 0.01 -296.84 0.86 0.00

Random

(∼ Unif(0; 1))

31.78 15.28 -149.95 2.247e4 -0.01 0.01 0.01 -0.00 0.00 -303.14 1.70 0.01

Random

(∼ Unif(0; 2))

32.23 17.31 -152.48 2.256e4 0.01 0.01 0.01 -0.01 -0.00 -298.59 2.07 0.02

Random

(∼ Unif(−1; 1))

33.23 17.36 -153.04 2.146e4 0.00 0.00 -0.01 -0.01 0.01 -298.82 2.88 0.03

Random

(∼ Unif(−2; 2))

31.06 17.09 -144.10 2.301e4 -0.01 0.01 0.00 -0.01 -0.02 -299.47 4.11 0.04
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TABLE II: Tests with synthetic data. The configuration is made up of an orthographic camera with an

aligned parabolic mirror. Notice that the parameters of the error random distribution are relative to the

ground truth values of the parameters, that is, for instance error between 0 and 1 is error between 0 and

100% of the true value.

q14 q24 q33 q34 θX θY θZ tX tY tZ Amp.err Ang.err

GT 0.0 0.0 -600.0 1.800e5 0.0 0.0 0.0 0.0 0.0 -300.0

GT+err(∼

N(0; 0.5))

0.00 0.01 -587.39 1.785e5 -0.00 -0.01 -0.01 0.01 0.00 -296.52 0.83 0.00

Random

(∼ Unif(0; 1))

-0.00 -0.00 -605.24 1.781e5 -0.00 -0.00 -0.00 0.02 -0.01 -292.72 1.07 0.00

Random

(∼ Unif(0; 2))

0.00 -0.01 -600.39 1.780e5 0.01 0.01 -0.00 -0.02 0.00 -308.60 1.13 0.00

Random

(∼ Unif(−1; 1))

0.01 -0.02 -599.15 1.778e5 -0.01 -0.01 0.00 -0.00 0.00 -298.01 1.23 0.00

Random

(∼ Unif(−2; 2))

0.01 0.00 -589.31 1.843e5 0.00 0.01 0.01 -0.01 -0.01 -299.61 2.41 0.01
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TABLE III: Tests with real images obtained from a perspective camera with a spherical mirror. Estimated

values for the quadric mirror in the camera coordinate system - Qcam and for the pose of the camera relative

to the world reference frame - H , using the apparent contour to reduce the uncertainty.

q14 q24 q33 q34 θX θY θZ tX tY tZ Amp.err Ang.err

GT -0.18 11.67 -272.46 7.296e4 0.00 0.00 0.00 50.00 50.00 -300.00

GT+err(∼

N(0; 0.5))

0.01 11.75 -269.54 7.140e4 -0.00 -0.00 0.00 50.71 50.41 -302.60 2.15 0.01

Random

(∼ Unif(0; 1))

0.56 9.97 -269.30 7.128e4 0.00 -0.00 0.00 51.90 49.47 -303.18 2.31 0.01

Random

(∼ Unif(0; 2))

0.64 10.41 -280.18 7.716e4 0.00 -0.00 0.00 51.97 49.08 -293.31 5.74 0.02

Random

(∼ Unif(−1; 1))

0.17 11.30 -286.35 8.056e4 -0.00 -0.00 0.00 50.80 49.77 -287.40 10.44 0.03

Random

(∼ Unif(−2; 2))

0.16 11.04 -279.64 7.686e4 -0.00 -0.00 0.00 50.83 50.04 -293.53 5.33 0.02
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TABLE IV: Tests with real images obtained from a perspective camera with a spherical mirror. Estimated

values for the quadric mirror in the camera coordinate system - Qcam and for the pose of the camera relative

to the world reference frame - H , not using the apparent contour. Notice that when the apparent contour

is not used the algorithm only converges to the solution with good initial parameter estimates.

GT GT+err∼

N(0; 0.5)

Random∼

Unif(0; 1)

Random∼

Unif(0; 2)

Random∼

Unif(−1; 1)

Random∼

Unif(−2; 2)

q11 1.00 1.00 -4.18 -51.86 0.97 -11.59

q12 0.00 -0.00 0.36 -0.41 -0.00 0.37

q13 0.00 0.00 1.21 -1.34 0.00 1.75

q14 -0.18 -0.19 0.72 -37.40 -0.28 229.81

q22 1.00 1.00 -4.63 -53.23 0.97 -12.10

q23 0.00 0.00 1.13 -1.92 0.00 2.16

q24 11.67 11.50 0.92 44.17 7.74 404.01

q34 -272.46 -268.90 0.11 -268.98 -187.28 -161.46

q44 72964.16 71074.54 -0.30 -22139.85 34502.16 -66674.35

θ1 0.00 0.00 -0.08 3.02 0.00 -0.08

θ2 0.00 0.00 0.21 -3.03 0.00 0.08

θ3 0.00 0.00 0.03 -3.13 0.00 0.01

t1 50.00 49.99 -34.41 108.32 49.74 20.44

t2 50.00 50.12 107.27 122.11 52.95 111.54

t3 -300.00 -303.25 -505.44 -551.32 -378.04 -663.26

Amp. err • 2.59 99.29 69.64 52.71 8.61

Angle err • 0.01 89.80 178.03 0.41 179.02

23



TABLE V: Tests with real images obtained from a perspective camera with a hyperbolic mirror. Estimated

values for the quadric mirror in the camera coordinate system - Qcam and for the pose of the camera relative

to the world reference frame - H , without using the apparent contour.

GT GT+err∼

N(0; 0.005)

GT+err∼

N(0; 0.01)

GT+err∼

N(0; 0.05)

GT+err∼

N(0; 0.1)

GT+err∼

N(0; 0.5)

GT+err∼

N(0; 1.0)

q11 1.00 1.00 1.01 0.93 1.59 2.60 -10.06

q12 0.00 0.00 0.00 0.01 -0.03 0.15 -8.24

q13 0.00 -0.00 -0.00 0.03 0.07 -0.01 1.16

q14 4.11 4.45 4.48 -1.74 -11.67 11.30 -2323.02

q22 0.00 -0.00 0.00 -0.01 -0.06 -0.01 0.29

q23 -5.14 -5.14 -5.18 -3.43 17.92 -7.77 -1480.27

q24 -0.76 -0.76 -0.75 -0.73 -0.42 -1.12 -0.06

q34 138.02 137.82 137.32 143.04 80.84 194.75 166.29

q44 -24436.70 -24358.40 -24356.89 -27326.14 -10872.63 -29178.30 -357550.10

θ1 0.00 0.00 -0.01 -0.01 -0.35 0.11 -0.29

θ2 0.00 0.00 0.01 -0.02 0.07 0.08 -0.05

θ3 0.00 -0.00 0.00 -0.02 0.09 0.02 0.26

t1 50.00 47.95 43.60 56.52 47.74 4.09 -166.45

t2 50.00 47.92 54.09 53.88 244.74 33.07 254.14

t3 -300.00 -300.96 -299.00 -277.94 -152.44 -307.41 -177.92

Amp.err • 0.27 0.29 2.17 119.12 55.91 17445.90

Angle err • 1.76 3.35 24.38 71.61 30.10 98.30
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TABLE VI: Experimental results with real images obtained by a perspective camera with a spherical mirror.

Estimated values for the pose of the mirror relative to the camera - t and for its radius, using the apparent

contour.

t1 t2 t3 Amp.err Ang.err Radius Amp.err

GT -0.1837 11.667 -272.46 • • 37.5 •

GT+err(∼

N(0; 0.5))

0.01 11.64 -266.87 2.05 0.06 37.14 0.97

Random

(∼ Unif(0; 1))

0.56 9.92 -267.73 1.76 0.37 37.01 1.30

Random

(∼ Unif(0; 2))

0.64 10.34 -278.45 2.18 0.37 38.51 2.70

Random

(∼ Unif(−1; 1))

0.16 11.22 -284.22 4.30 0.20 39.45 5.20

Random

(∼ Unif(−2; 2))

0.16 10.96 -277.57 1.86 0.20 38.53 2.74
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TABLE VII: Experimental results with real images obtained by a perspective camera with a spherical

mirror. Estimated values for the pose of the mirror relative to the camera - t and for the radius, without using

the apparent contour. Notice that when the apparent contour is not used the algorithm only converges to

the solution if started with good initial estimates.

t1 t2 t3 Amp.err Ang.err Radius Amp.err

GT -0.1837 11.667 -272.46 • • 37.5 •

GT+err(∼

N(0; 0.5))

-0.19 11.50 -268.90 1.31 0.00 36.98 1.40

Random

(∼ Unif(0; 1))

5.09 9.42 -7.79 95.15 51.83 18.54 50.55

Random

(∼ Unif(0; 2))

-1.07 79.39 -50.32 65.53 55.18 58.03 54.76

Random

(∼ Unif(−1; 1))

-0.28 7.74 -187.27 31.27 0.10 25.19 32.83

Random

(∼ Unif(−2; 2))

-19.32 13.76 262.19 3.47 173.09 39.78 6.09
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TABLE VIII: Experimental results with real images obtained by a perspective camera with a hyperbolic

mirror. Estimated values for the pose of the mirror relative to the camera - t and for the radius, without

using the apparent contour. Notice that when the gaussian error introduced is very high, the algorithm

does not converge to an useful solution.

θ1 θ2 θ3 t1 t2 t3 Amp.err Ang.err

GT 0.0 0.0 0.0 4.11 -5.12 -181.42 • •

GT+err(∼

N(0; 0.005))

0.00 -0.00 -0.40 4.87 -4.49 -182.12 0.39 0.34

GT+err(∼

N(0; 0.01))

0.00 -0.00 0.48 0.83 -7.30 -183.33 1.07 1.24

GT+err(∼

N(0; 0.05))

-0.00 0.18 -0.31 13.83 0.75 -190.05 4.96 3.41

GT+err(∼

N(0; 0.1))

0.01 -0.01 0.12 2.73 -9.33 -203.45 12.19 1.14

GT+err(∼

N(0; 0.5))

0.77 -1.40 0.88 2.02 54.50 0.44 69.94 92.04

GT+err(∼

N(0; 1.0))

0.51 -0.37 0.02 21.99 179.46 -

3159.41

1643.17 4.96
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TABLE IX: Reprojection error of 3D points (in pixels) and the corresponding amplitude error (in percent-

age) and angle errors (in degrees) in the estimated state vectors.

Mirror Contour Initial guess Amplitude error Angle error Reproj. error

Spherical Yes GT+N(0;0.5) 0.15 0.16 0.01

Spherical No GT+N(0;0.5) 1.34 1.46 0.03

Spherical Yes Random ∈ [0, 1] 0.28 0.32 0.02

Spherical No Random ∈ [0, 1] 525.43 92.62 61.18

Spherical Yes Random ∈ [0, 2] 1.83 2.16 0.16

Spherical No Random ∈ [0, 2] 626.60 74.87 62.81

Hyperbolic No GT+N(0;0.005) 0.36 15.48 0.02

Hyperbolic No GT+N(0;0.01) 3.99 6.66 0.04

Hyperbolic No GT+N(0;0.05) 27.14 37.55 0.13

Hyperbolic No GT+N(0;0.1) 119.12 71.61 0.38

Hyperbolic No GT+N(0;0.5) 502.50 89.74 9.98

Hyperbolic No GT+N(0;1.0) 385.62 66.98 12.00
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List of figure captions

• Figure 1 - Coordinate systems of the camera, world and mirror and their relative positions.

• Figure 2 - Real images used.

• Figure 3 - Reprojection in the image of the 3D points. The left column presents results

obtained using the apparent contour and the right column the results obtained without using

of the contour. In (a)-(b) the initial estimate is the ground truth vector with gaussian noise

added, with standard deviation of 50% of the actual value, in (c)-(d) the initial estimate is a

random vector between 0 and 1 (0 → 100% of the actual value) and in (e)-(f) the initial

estimate is a random vector between -1 and 1 (−100% → 100% of the actual value).
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