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Abstract 
 

Embryonic Stem (ES) cells are the prototypical pluripotent stem cells that can 
self-renew indefinitely and give rise to all cell types of the body. Through a 
transcriptional profile using microarrays, we have discovered that the mouse 
embryonic germ line have high transcriptional similarities to pluripotent stem cells, 
including mouse ES cells. A group of about 220 genes are up-regulated in pluripotent 
stem cells when compared to differentiated cells. From this cluster (that we called the 
pluricluster) we decided to test the effect of down-regulation in ES cells self-renewal 
and pluripotency. We developed a lentiviral RNA-interference screen to test the role 
of 41 candidate genes (chosen amongst the pluricluster with a bias towards 
transcription factors, chromatin remodelers, DNA/RNA binding proteins, oncogenes 
and unknown genes). Our screen identified 18 genes with RNAi phenotype including 
Chd1, NFYa, NFYb and Sall4. The last three genes allowed me to follow further 
characterization of their role in ES cells and reprogramming, as a collaboration 
project. However, Chd1 was the only novel regulator that had both self-renewal 
defects and loss of Oct4 activity in this screen. Chd1 is a chromatin remodeler that 
has been shown to recognize H3K4me3 and is associated with transcriptional 
activation and splicing. Our work shows clear evidence that Chd1 correlates with 
H3K4me3 enrichment, which overlaps with RNA polymerase II localization. Down-
regulation of Chd1 using RNAi in mouse ES cells, leads to increased 
heterochromatin foci marked by H3K9me3 and HP1. Moreover, in the absence of 
Chd1, ES cells have self-renewal and pluripotency defects. Chd1-deficient cells are 
not able to form a typical endodermal layer upon embryoid body differentiation, and 
have high propensity for neural differentiation. Chd1 also plays a role in the 
generation of iPS cells by over-expression of the four factors Oct4, Sox2, N-Myc and 
Klf4. Down-regulation of Chd1 decreases the efficiency of the process, suggesting 
that Chd1 may be necessary for the chromatin reorganization during reprogramming 
to pluripotency. The role of Chd1 in ES cells suggests that pluripotent stem cells exist 
in a dynamic state of opposing influences between euchromatin and 
heterochromatin. In this thesis, I also suggest that indeed open chromatin may be 
necessary for ES cells to differentiate into all three germ layers, linking open 
chromatin to pluripotency. 
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Sumário 
 
As células estaminais embrionárias são a população típica de células 

pluripotentes, que têm uma capacidade infinita de auto-renovação e podem dar 
origem a todas as células do corpo. Através da análise global de expressão genética 
usando microarrays, descobrimos que células da linha germinal de ratinho são em 
grande parte semelhantes a células pluripotentes, incluindo células estaminais 
embrionárias de ratinho. Um conjunto de cerca de 220 genes estão sobre-expressos 
em células pluripotentes quando comparados com células diferenciadas. Neste 
conjunto de genes (a que chamámos pluricluster) decidimos testar o efeito da 
supressão de expressão na capacidade de auto-renovação e pluripotência das 
células estaminais. Desenvolvemos um ensaio de crivagem de supressão de 41 
genes candidatos (em que foram escolhidos preferencialmente factores de 
transcrição, remodeladores da cromatina, oncogenes, moléculas de ligação a DNA e 
RNA, e genes com função desconhecida), usando RNA de intereferência através de 
uma infecção lentiviral. Desse ensaio identificámos 18 genes com fenótipo após a 
supressão de expressão, entre os quais os genes Chd1, NFYa, NFYb e Sall4. A 
função em células estaminais embrionárias e em reprogramação dos últimos três 
genes mencionados foi consequentemente caracterizada em projectos de 
colaboração. No entanto, o único novo regulador de células estaminais embrionárias 
que cujo fenótipo apresentava defeitos de auto-renovação e supressão de 
expressão do marcador Oct4 foi o gene Chd1. Chd1 é um remodelador da cromatina 
que reconhece a tri-metilação da lisina 4 da histona 3 (H3K4me3) e está associada a 
activação da transcrição e splicing. Aqui mostramos que Chd1 se liga a regiões do 
genoma enriquecidas ma marca H3K4me3 e também a RNA polimerase II. 
Supressão de Chd1 através de RNA de interferência em células estaminais 
embrionárias induz a formação de focus de heterocromatina marcados por 
H3K9me3 e HP1. Para além disso, as células perdem a capacidade de pluripotência 
e mostram defeitos na auto-renovação. Células Chd1-deficientes, após indução de 
diferenciação em corpos embrioides, não são capazes de formar a típica camada de 
endoderme, e têm uma alta propensão para neuro diferenciação. Chd1 tem também 
uma função na reprogramação de células diferenciadas em células pluripotentes 
induzidas (iPS) através dos factores Oct4, Sox2, Klf4 e N-Myc. Supressão da 
expressão de Chd1 reduz a eficiência do processo de reprogramação, o que sugere 
que Chd1 possa ser necessário para a reorganização da cromatina durante o 
processo de reprogramação. O papel de Chd1 em células estaminais embrionárias 
sugere que em células pluripotentes existe um estado dinâmico entre eucromatina e 
heterocromatina. Nesta tese, eu sugiro que de facto, uma cromatina aberta será 
necessária em células estaminais embrionárias para se diferenciarem em células de 
todas a linhas germinais, relacionando directamente uma cromatina aberta com 
pluripotência. 
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Abreviations 
 
 
ATPase  Adenosine triphosphate dephosphorylase 
BMP  Bone morphogenetic proteins 
BSA  Bovine serum albumin 
bp   Base pair 
cDNA   Complementary deoxyribonucleic acid 
ChIP   Chromatin immunoprecipitation 
CpG  Cytosine and Guanine dinucleotide 
CMV  Human cytomegalovirus promoter 
DAPI   4',6-diamidino-2-phenylindole 
ddH2O  Double distilled water 
DMEM  Dulbecoʼs modified Eagleʼs medium  
DMSO  Dimethylsulfoxide 
DMP   Dimethylpimelimidate 
DNA   Deoxyribonucleic acid 
DNMT  DNA methyltransferases 
dsRNA  Double stranded RNA  
E8.5/ E10.5 Embryonic day 8.5/ Embryonic day 10.5 
EB  Embryoid bodies 
EC   Embryonic carcinoma cells 
EG  Embryonic germ cells 
EpiSCs Epiblast stem cells 
ES/ESC Embryonic stem cells 
EtOH   Ethanol 
FACS  Fluorescence-activated cell sorting 
FGF  Fibroblast growth factor 
FRAP   Fluorescence recovery after photobleaching 
GFP   Green fluorescence protein 
h/hr   Hour 
H&E   Hematoxilin and Eosin 
H3K4me2  Di-methyl lysine 4 histone 3 
H3K4me3  Tri-methyl lysine 4 histone 3 
H3K9me2  Di-methyl lysine 9 histone 3 
H3K9me3  Tri-methyl lysine 9 histone 3 
H3K27me3  Tri-methyl lysine 27 histone 3 
H3K79  Lysine 79 histone 3 
HDMase  Histone demethylase  
HDAC   Histone deacetylase 
hES/hESC  Human embryonic stem cells 
hEG   Human germ cells 
HMTase  Histone methyltransferases 
HRP   Horseradish peroxidase 
ICM    Inner cell mass 
IF   Immunofluorescence 
Ig   Immunoglobulin 
IHC   Immunohistochemistry 
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iPS   Induced pluripotent stem cell 
Kb   Kilobase 
KDa  Kilodalton 
LIF   Leukemia inhibitory factor 
LOCKs  Large organized chromatin lysine 9 modifications 
μg   Microgram 
μl   Microliter 
μm   Micrometer 
MEFs   Mouse embryonic fibroblasts 
mES   Mouse embryonic stem cells 
mEG   Mouse germ cells 
mGS  Multipotent germ cells 
min   Minute 
mm   Millimeter 
mRNA   Messenger RNA 
miRNA  Micro RNA 
MTT   3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide 
N   Amino 
n   Number 
NOD  Non-obese diabetic mouse 
NT-ES   Nuclear transfer embryonic stem cells  
NuRD    Nucleosomal remodeling and histone deacetylase complex 
ORF  Open reading frame 
p   p-value 
PAGE   Polyacrylamide gel electrophoresis 
PBS   Phosphate buffered saline 
PBT   PBS-Tween 
PCR  Polymerase chain reaction 
PcG    Polycomb group  
PE   Phycoerythrin 
PEG  Polyethylene glycol  
PGCs  Primordial germ cells 
PFA   Paraformaldehyde 
PI   Propidium iodide 
PTM  Post-translational modification 
RA   Retinoic acid 
RIPA  Radioimmunoprecipitation assay buffer (modified) 
RISC   RNA-induced silencing complex 
RNA   Ribonucleic acid 
RNAi   RNA interference 
RNApolII   RNA polymerase II 
RT-PCR Reverse transcriptase PCR 
SDS   Sodium dodecyl sulfate 
SCID   Severe combined immunodeficiency 
SCNT  Somatic cell nuclear transfer 
siRNA  Small interfering RNA 
shRNA  Short hairpin RNA 
VSV-G  Vesicular stomatitis virus G protein 
WB  Western blotting 
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Pluripotent stem cells 
  

 
Definition of pluripotency 
 
Stem cells are characterized by their ability to proliferate in an undifferentiated 

state and to give rise to differentiated progeny. There are two major kinds of stem 
cells: embryonic stem (ES) cells, and adult stem cells. ES cells are the prototypical 
pluripotent stem cell (Figure 1.1), that is, they have the capacity to generate 
differentiated progeny from all three embryonic germ layers (endoderm, mesoderm 
and ectoderm) as well as the germline (Bradley et al., 1984). They can be expanded 
extensively in culture because of their self-renewing capacity. Despite their 
proliferative capacity, they maintain their genomic stability, are diploid and 
kariotypically normal (Pera et al., 2000). In contrast to ES cells, adult stem cells (such 
as neural stem cells or hematopoietic stem cells) have a more restricted 
differentiation capacity and usually generate cells of the tissue from which they are 
derived, and are therefore called multipotent. Adult stem cells are maintained 
throughout the life of the organism by their ability to self-renew. In mammals, 
totipotency, which is the ability to generate a whole organism (including the extra-
embryonic tissue necessary for the formation of the body), only exists in the zygote 
and in the first cleaved blastomeres (Suwińska et al., 2008). 

 
 

  
 There are several criteria to assess pluripotency (Jaenisch and Young, 2008). 
The first one is in vitro differentiation. When pluripotent stem cells are cultured 
without LIF and in non-attachment conditions, they form embryoid bodies (EBs), 
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recapitulating early differentiation expression patterns, with all the three germ layers 
represented (Keller, 2005). This test has the obvious limitation of not being 
functional. Another assay used is the teratoma formation, where pluripotent cells are 
injected in immunodeficient mice, to induce tumors with differentiated cells from all 
lineages, in an in vivo setting. However, this does not test for the ability of the cells to 
promote normal development. Chimera formation is the third assay to assess 
pluripotency. Chimerism is the ability to generate all cell types once introduced into a 
host blastocyst, giving rise to an organism with fully differentiated cells from the host 
blastocyst and from the injected ES cells. The disadvantage of this assay is that it 
does not exclude non-autonomous signaling defects that may be compensated by 
the host cells. If there is contribution of the donor cells of these chimeras to the 
germline (i.e. germ cells with the genotype of the donor cell that fertilize and give rise 
to a whole organism), this excludes all possible genetic defects (from the pluripotent 
cells) but does not exclude epigenetic defects, since these can be erased upon germ 
cell differentiation. Finally, the most stringent assay for pluripotency is tetraploid 
complementation, where donor cells are injected with tetraploid blastocyst (cells that 
are unable to contribute to the embryo, but help form the extraembryonic tissues), 
giving rise to the whole embryo.  
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Historic perspective 
 
ES cells were first derived in 1981 (Figure 1.2) from the inner cell mass of the 

mouse blastocyst (Evans and Kaufman, 1981; Martin, 1981). Before the derivation of 
mouse ES cells (mES cells) it had been shown that some tumors called 
teratocarcinomas behaved as a pluripotent and self-renewing population in vitro 
(Kleinsmith and Pierce, 1964). Cell lines derived from these tumors were called 
embryonal carcinoma (EC) cells (Finch and Ephrussi, 1967). ES cell lines have most 
of the molecular, morphological and growth characteristics of EC cell lines. However, 
unlike EC cells, mES cells can contribute to all tissues when injected into blastocysts, 
including to the germline (Bradley et al., 1984). In 1992 another pluripotent cell type 
was isolated, this time from mouse primordial germ cells (PGCs), in a very early 
stage of specification (between embryonic days E8.5 and E10.5). These cells are 
called embryonic germ (EG) cells and resemble both mES cells and EC cells (Matsui 
et al., 1992; Resnick et al., 1992). 

 
In 1998 a major event for ES cell research took place: the derivation of 

human embryonic stem (hES) cell lines (Thomson et al., 1998). Human ES cells are 
derived from the inner cell mass of blastocysts at about one week post-fertilization. 
Like mES cells, hES cells are a self-renewing and pluripotent population. Injection of 
hES cells into immunocompromised mice results in the formation of teratomas, 
containing cells from the three embryonic layers. Due to obvious ethical reasons it is 
unclear whether these cells can contribute to a human embryo when introduced into 
the blastocyst. Also in 1998, human embryonic germ (hEG) cells were derived from 
gonadal ridges containing PGCs (5-9 weeks post-fertilization) (Shamblott et al., 
1998). 
 

The extraordinary capacity of these cells to give rise to all cell types of the 
body has also been explored in the context of nuclear reprogramming from a 
differentiated cell into a pluripotent stem cell. Typically, embryonic development is a 
unidirectional process, with a progressive loss of differentiation potential. It starts with 
the formation of the totipotent zygote, and ends with the establishment of the 
specialized cells (more than 200 different types of cells in mammals).  To understand 
the reversibility of the process of specification and loss of differentiation potential, 
early work in frog (Gurdon and Uehlinger, 1966) has shown that a differentiated 
nucleus could regain pluripotency by being transferred into an enucleated oocyte 
(nuclear transfer). This indicated that the genome of an individual adult cell kept the 
integrity necessary to generate a whole new organism. Moreover, the oocytic 
cytoplasm contained all the information to reprogram the nucleus back to 
pluripotency. Since then, nuclear transfer techniques have been used in mammalian 
differentiated cells to give rise to whole organisms, from sheep to mouse (Wilmut et 
al., 1997; Wakayama et al., 1998). The ability to generate reprogrammed cells from 
mammals (specially mouse) has played an important role in the development of ES 
cell biology and our comprehension of the different cues for specific cell type 
differentiation (Munsie et al., 2000). 

 
Therapeutic cloning (cloning using adult somatic cells for therapeutic 

purposes) was a promise for replacement of defective cells in particular diseases, 
and it was shown in mouse, as a proof of principle. Mutated blood cells from Rag2-/- 
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mice (a gene involved in the recombination of the antigen specificity machinery and 
critical in the development of T and B cells) were reprogrammed into nuclear transfer 
NT-ES cells, genetically modified to introduce the Rag2 gene, and differentiated into 
blood cells, repopulating successfully the Rag2 -/- mice (Rideout et al., 2002). 
Probably, the biggest promise of this technology was the ability to generate NT-ES 
cells from patients, which would allow in vitro studies of the development of specific 
diseases. However, NT-ES cells from humans were never successfully obtained, and 
involve several ethical issues. 

 
The idea that a particular set of molecules would be sufficient to trigger such 

dramatic changes in the cell fate, turning fully differentiated cells into undifferentiated 
cells, was also pursued in cell fusion assays. The first observation that these 
pluripotent cells contained the information necessary for reprogramming came by 
fusing EC cells with somatic cells to form tetraploid pluripotent cells (Miller and 
Ruddle, 1976).  Later, EG cells (Tada et al., 1997), ES cells (Tada et al., 2001) and 
human ES cells (Cowan et al., 2005) were also used in fusion assays. However, 
these are not able to integrate into the normal developmental program, when injected 
into blastocysts, so they do not form chimeras, as they are tetraploid. Instead, they 
proved to be very useful in providing insights into the molecular mechanisms that 
govern pluripotency and mostly were used as a tool to test and study candidate 
molecules (Cowan et al., 2005) (Wong et al., 2008), before new technologies 
became available.  

 
Through ectopic expression of genes (using retrovirus) over-represented in 

ES cells, a set of four transcription factors (Oct4, Sox2, cMyc and Klf4) was shown to 
efficiently reprogram differentiated mouse cells to pluripotent state. These induced 
pluripotent cells were designated iPS cells (Takahashi and Yamanaka, 2006). The 
surprising effect of only four factors in inducing such a dramatic change in cell fate, 
initiated a whole new field of research, following the great potential of these cells, but 
also allowed for a better understanding of the pluripotent state. Initially, the iPS cells 
formed were found to be similar to ES cells, but not able to support the development 
of chimeric mice. Further technical improvements (namely using drug selection 
driven by known ES cell regulators) allowed for the isolation of fully reprogrammed 
iPS cells (Maherali et al., 2007; Okita et al., 2007; Wernig et al., 2007), as well as 
derivation from various differentiated cell types, including blood (Hanna et al., 2008), 
liver and stomach (Aoi et al., 2008), pancreas (Stadtfeld et al., 2008a), brain (Eminli 
et al., 2008; Kim et al., 2008), intestine and adrenals (Wernig et al., 2008). This 
increasing list of cells shows that the induction of pluripotency is possible in many 
types of cells from all three germ layers. Moreover, human fibroblasts (Lowry et al., 
2008; Park et al., 2008b; Takahashi et al., 2007) and keratinocytes (Aasen et al., 
2008; Maherali et al., 2008) have been converted into iPS cells using either the 
described four factors, or using a different combination of factors, including OCT4, 
SOX2, LIN28 and NANOG (Yu et al., 2007). Finally, a proof of principle of the 
capacity of these cells to give rise to a whole organism was shown using tetraploid 
complementation, a technique where the iPS cells were injected back into a female, 
along with tetraploid host cells (Kang et al., 2009). 

 
 
 



Introduction 

 29 

 
    



Introduction 
 

 30 

Therapeutic and Clinical potential 
 
Historically mouse ES cells have been very useful for generating genetically 

engineered animals (Koller et al., 1989; Thomas and Capecchi, 1990; Thompson et 
al., 1989) for research purposes by using homologous recombination (Doetschman 
et al., 1987; Thomas and Capecchi, 1987). Recently, however, the focus of ES cell 
research has been directed towards clinical applications, such as development of 
cell-replacement and gene therapies. The big challenge is to be able to apply all the 
knowledge on ES cell biology and to obtain well-defined protocols for differentiation 
for cell-based therapies, where some damaged tissues could be replaced by ES or 
iPS-derived cells. ES and iPS cell pluripotency enables a broader use of these cells 
in such therapies, when compared to adult stem cells. Besides, they are much easier 
to grow in culture. Moreover, the use of iPS cells avoids certain ethical issues that 
arise with the use of hES cells, and with hNT-ES cells. Diseases that involve the loss 
or damage of a single or very few types of cells are the most attractive candidates for 
ES/iPS cell therapies. Some attempts have been made to direct ES cells to 
differentiate into particular cell types, providing interesting insights on how these cells 
could be potentially used.  

 
 
In vitro directed differentiation  
Lessons learned from developmental biology have been successfully applied 

to establish differentiation protocols, first using mouse ES cells and more recently 
human ES cells (Murry and Keller, 2008). Cell types from all three major lineages, 
endoderm, mesoderm and ectoderm have been obtained. Defining the early signals 
that establish the specification of these layers was critical for such protocols. FGF 
signaling is known to induce neuroectoderm in the early embryo. BMP specifies the 
mesoendodermal lineage that is originated from the primitive streak after 
gastrulation. In vitro, both endo and mesodermal layers can be obtained using BMP4, 
Wnt or Activin (Nodal activator).  Some examples of ES cell differentiation assays are 
described below. 

 
Endodermal lineages 
In the endodermal-derived lineage there are several cell types that are good 

candidates for cell-based therapies, such as hepatocytes for the liver and pancreatic 
β cells for replacement in type I diabetes. Using human ES cells, two groups have 
been able to generate C peptide-positive cells that are capable of releasing insulin in 
response to glucose, following transplantation into animal models of diabetes (Jiang 
et al., 2007; Shim et al., 2007). An important physiological test for β cells is precisely 
their ability to produce insulin in response to glucose, having the C-peptide as a bi-
product.   

 
Mesodermal lineages 
The hematopoietic, vascular, cardiac, and skeletal muscle lineages develop 

from subpopulations of the mesodermal lineage. Several groups have described the 
development of human ES cell-derived populations with a limited in vivo 
hematopoietic repopulating potential, either by transplantation into immunodeficient 
(NOD/SCID) mice (Tian et al., 2006; Wang et al., 2005a) or into fetal sheep (Narayan 
et al., 2006). Hematopoietic maturation from hES cells would allow for blood cell 
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replacement therapies, but a robust sustained multilineage engraftment has been 
challenging. Cardiomyocytes have also been efficiently derived from hES cells 
(Laflamme et al., 2007; Yao et al., 2006). Both studies used defined media and 
induced differentiation without serum and by adding activin and BMP4. The efficiency 
of differentiation reported was high (>30% cardiomyocytes) but it could be improved 
by enriching the population (to 80%–90% cardiomyocytes) by using density-gradient 
centrifugation. The enrichment and purity of the population of differentiated cells is an 
obvious quality requirement for their proper use in therapy.  

 
Neuroectodermal lineages 
Neural cells and skin are the main derivatives of this lineage. Of particular 

interest in this area are specific types of neurons that would allow for transplantation 
in cases of loss in certain diseases. Some examples of these studies involve 
differentiation of dopamine neurons for Parkinsonʼs disease (Yan et al., 2005), motor 
neurons and oligodendrocytes for motor neuron loss and spinal cord injuries 
(Keirstead et al., 2005). In most of these studies, the major concern is cell survival, 
but an obvious caveat is that human-derived cells may also not have the appropriate 
environment for survival when transplanted into other animal models, such as rat. 
Moreover, functional improvements have been hard to achieve. 

 
 
The iPS cells potential 
The generation of iPS cells holds great promise as they can be derived from 

any individual, allowing for patient-specific cell lines (Dimos et al., 2008; Park et al., 
2008a) that can be used as a tool to understand the mechanisms of particular 
diseases as well as new drug discovery. These iPS cells lines may enable the 
identification of specific genes involved in the pathophysiology of the disease, as well 
as the characterization of the impact of mutations or allelic diversity among different 
groups of patients. Once differentiation is well established for a particular cell type, 
the etiology of a disease can be studied at the molecular and cellular level using 
these in vitro models, allowing manipulations that would otherwise be impossible. 
The extraordinary capacity of reprogramming cells from an 82-year-old woman 
diagnosed with amyotrophic lateral sclerosis (ALS) is a proof of principle of the 
potential of this technology (Dimos et al.). In this study, skin fibroblasts collected from 
an elder ALS patient were reprogrammed into iPS cells, and differentiated in vitro into 
motor neurons (or at least, cells expressing markers of mature motor neurons), the 
exact cell type that is destroyed in ALS patients. The ability of these iPS cells to turn 
into neurons recapitulates the idea that, through development, the right specification 
signals are followed to form neurons in these patients, and it is through time that the 
disease arises. With a complexity of the interaction between genetic and 
environmental factors, these in vitro models may help define potential causes, and 
eventually play a role in correcting or preventing the disease. Furthermore, these 
cells may also be used for cell-based therapies, since they circumvent the problem of 
immune rejection. Simply by playing the pluripotency program backwards, we can 
also ask several questions about the role of particular transcription regulators, and 
about the epigenetic mechanisms involved in the process (Meissner et al., 2008; 
Mikkelsen et al., 2008). 

 
These therapies are, however, still far from being safe, especially because of 
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the tumorogenic potential of these highly proliferative cells. Now, with the use of iPS 
cells that are transformed and selected specially for their proliferative capacity, the 
other big challenge is to improve reprogramming efficiency with safer technology. So 
far, the best way to make iPS cells has been using retro (Yu et al., 2007) or lentiviral-
based expression vectors (Takahashi et al., 2007a). This involves insertional 
mutagenesis that could disrupt gene expression, which could be masked in the 
undifferentiated state, but would be important further in development. Recent 
developments, such as the ability to generate iPS cells using non-integrating adeno-
virus (Stadtfeld et al., 2008b), transient plasmid transfection (Okita et al., 2008) or the 
production of recombinant proteins with protein transduction domains which allow for 
an efficient delivery into the nucleus (Zhou et al., 2009), pave the way for new 
methods to produce unaltered iPS cells. These methods are still very inefficient, and 
will require further optimizations. 
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Transcriptional regulation 
 

The undifferentiated state is a property that ES cells retained from their in vivo 
counterparts, the inner cell mass of the blastocyst (Yamanaka et al., 2006). This 
capacity to differentiate into all cell types of the body requires obviously a very tight 
and defined regulation. One way to view pluripotency is to consider it as a state 
maintained through the prevention of differentiation while promoting proliferation 
(Boiani and Schöler, 2005; Niwa, 2007a). Yet, another way to view may be to 
consider the pluripotent state as a ground state for a mammalian cell, which is 
maintained by its self-replicating capacity without any specification determinants or 
epigenetic constrains (Silva and Smith, 2008).  

 
 
Extracellular signals 
Initial studies identified extracellular signals as key players in the 

maintenance of ES cells in vitro. In mouse, the leukemia inhibitory factor (LIF) 
prevents ES cells from differentiating through the JAK/STAT pathway (Smith et al., 
1988; Williams et al., 1988; Niwa et al., 1998). This cytokine that belongs to the IL-6 
family, is sufficient to maintain mouse ES cells without the presence of feeders or 
serum containing medium. LIF acts via heterodimerization of two members of class I 
cytokines, the low affinity LIF receptor (LIFR) and the signal transducer gp130 (Davis 
et al., 1993; Gearing et al., 1992). However, this signaling pathway does not seem to 
be required in vivo as the presence of gp130 is not required for early development 
(Nichols et al., 2001). This might be due to the transient nature of the pluripotent 
population of cells in the blastocyst, the epiblast, and thus, disruption of the signaling 
pathway might be inconsequent. Moreover, it is possible to maintain undifferentiated 
cells by completely bypassing this cytokine signaling pathway in ES cells, which 
indicates that an innate program for the undifferentiated state of ES cells does not 
require extrinsic induction, a “ground state” for a mammalian cell (Ying et al., 2008). 
In human ES cells, however, the addition of recombinant LIF is not sufficient to 
maintain the undifferentiated state even though they express the LIF receptor and 
can activate the STAT pathway (Humphrey et al., 2004). Instead, they require 
blocking the BMP signaling and the presence of FGF sustain the pluripotent state (Xu 
et al., 2005).  

 
 
Transcriptional network 
Further research has allowed for the dissection of different pathways, 

especially in the transcriptional network that underlies the execution of pluripotency, 
or the maintenance of the undifferentiated state. The first genetic experiments 
revealed three major regulators that were essential for pluripotency both in vitro and 
in vivo: Oct4 (Nichols et al., 1998; Niwa et al., 2000), Nanog (Chambers et al., 2003; 
Mitsui et al., 2003) and Sox2 (Avilion et al., 2003). The POU family transcription 
factor Oct4 (also known as Oct3/4 or Pou5f1) is a major regulator of the 
undifferentiated state, and is expressed in critical and very tight levels in ES cells. In 
fact, it was revealed through a conditional expression system that over-expression of 
Oct4 causes differentiation into primitive endoderm and mesoderm, and down-
regulation of Oct4 induces the trophectodermal lineage (Niwa et al., 2000; Hay et al., 
2004). Additionally, the Sry-related transcription factor Sox2 acts together with Oct4, 



Introduction 
 

 34 

not only to prevent the expression of the trophectodermal marker Cdx2 (Niwa et al., 
2005), but also to cooperate broadly by binding the same genomic regions 
(Okumura-Nakanishi et al., 2005; Rodda et al., 2005). The NK2 class transcription 
factor Nanog is also essential for the maintenance of the undifferentiated state, by 
preventing the endodermal regulator Gata6, which in vivo, allows for the definition of 
the epiblast (expressing Nanog) and primitive endoderm (expressing Gata6) layers 
(Singh et al., 2007). Nanog is also sufficient to overcome the need of the LIF 
signaling pathway activation for ES cell self-renewal (Chambers et al., 2003; Mitsui et 
al., 2003). Nanog may play a role similar to a gatekeeper of pluripotency, which 
would be governed mostly by Oct4 and Sox2. In fact, even though Oct4 and Sox2 
help maintaining the undifferentiated state, they induce expression of FGF4, which 
propels cells for differentiation through the Fgf4/Erk signaling pathway (Kunath et al., 
2007). This propensity for differentiation seems to be blocked by overcoming this 
pathway, either by pharmacologically blocking FGF receptors, or adding LIF, or by 
overexpressing Nanog. 

 
Analysis of the binding of transcriptional regulators using chromatin 

immunoprecipitation has helped understand how they may be connected, but opens 
more questions on how the regulation is established. The core of transcription factors 
(Oct4, Sox2 and Nanog) defines a molecular circuitry that is essential for the 
maintenance of the undifferentiated state. The identification of the genomic regions, 
both in human (Boyer et al., 2005) and in mouse (Chen et al., 2008; Loh et al., 2006), 
occupied by Oct4, Sox2 and Nanog revealed that these genes often bind together to 
target genes, including at their own promoters, forming an auto-regulatory loop. They 
are present not exclusively at promoter regions of active genes (mostly ES cell 
house-keeping genes, including proliferation genes) but also present in repressed 
genes (developmental genes), indicating that these three transcription factors work in 
different contexts to either induce or prevent expression (Liang et al., 2008). In other 
words, this circuitry is used to maintain the self-renewing capacity of ES cells, and to 
prevent differentiation. 

 
Other transcription factors have also been connected to this network, both by 

acting together with the expression of the core network, such as FoxD3 (Guo et al., 
2002; Hanna et al., 2002), Sall4 (Zhang et al., 2006) and Tcl3 (Tam et al., 2008; Yi et 
al., 2008), or as effectors of this core circuitry, such as Tcl1, Esbrr and Tbx3 (Ivanova 
et al., 2006). 

 
More recently, as new technologies became available for the analysis of both 

transcripts and proteins, it has been possible to grasp the real complexity of the 
transcriptional networks. A protein interaction network was created by affinity 
purification of all the factors binding to the major ES cell regulators, Nanog and Oct4, 
as well as Rex1, another highly expressed gene in ES cells (Wang et al., 2006). It is 
clear from this analysis that these regulators cooperate mostly with nuclear factors, 
both genetic or epigenetic regulators, and that these can be part of either activating 
or repressive complexes, reinforcing the idea of this dual function of the ES cell 
network. Deep sequencing strategies also allowed for the identification of non-coding 
RNAs, such as microRNAs, that are either ES cell-specific or expressed upon 
differentiation (Houbaviy et al., 2003; Suh et al., 2004; Marson et al., 2008). The most 
represented family of microRNA in ES cells (miR-290-295) seems to be associated 
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with the tight regulation of expression of the ES cell-specific genes, allowing for a fine 
tuning of their levels and promoting their rapid clearance as cells transition into a 
differentiated state (Marson et al., 2008).   

 
 
An interesting example of the complex regulation that these non-coding RNAs 

allow is the case of the let-7 microRNA family. The regulators Oct4/Sox2/Nanog/Tcl3 
bind to the promoters of the let-7g microRNA, activating the expression of the 
primary transcripts, which are abundant in ES cells. However, the maturation of this 
microRNA is blocked by Lin28 (Viswanathan et al., 2008), which is also activated by 
Oct4/Sox2/Nanog/Tcl3. This way, the Let-7 microRNA family is repressed in ES cells, 
being only represented in mouse embryonic fibroblasts or neuro-precursors. But at 
the same time, allows for a rapid activation as soon as the maturation block stops, 
through down-regulation of Lin28 (Marson et al., 2008). This study also shows a very 
interesting attempt to describe the pluripotency network, by using integration of high-
resolution genomic binding data of protein-coding and miRNA genes, systematic 
identification of miRNA promoters through analysis of activating promoter histone 
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marks, such as H3K4me3 (which will be discussed further later on), and quantitative 
sequencing of short transcripts in multiple cell types. In other words, this study 
establishes a link between transcription factors (Oct4/Sox2/Nanog/Tcl3), chromatin 
marks (H3K4me3) and regulators (polycomb complex protein Suz12), and non-
coding RNAs, which are all working together to maintain pluripotency and to allow for 
its execution, that is, allowing for differentiation upon the right signals (Figure 1.3). 

 
However, it is important to keep in mind that all these studies do not take into 

consideration the heterogeneity of ES cell population, as they only represent the 
analysis of whole populations. One good example of heterogeneous expression in 
ES cells is Nanog (Singh et al., 2007). Nanog seems to be the limiting factor in this 
Oct4/Sox2/Nanog transcriptional core. In fact, over expression of Nanog overcomes 
the need for LIF activation by bypassing Fgf/Erk signaling. This limiting factor is 
indeed expressed at various levels, both in ES cells and in vivo prior to the 
establishment of the epiblast. Nanog could be a key player in maintaining this 
intrinsic self-replicating and undifferentiated state of the mammalian cell, supporting 
the theory of a ground state of the cell that, nevertheless, is very dynamic and allows 
for a heterogeneity of states that can be interconversible or can determine 
irreversible differentiation.  

 
 
Mouse and human ES cells 
As it has already been pointed out, there are some differences between 

human and mouse ES cells. These cells not only grow in different culture conditions 
but also exhibit different expression profiles (Ginis et al., 2004). Clearly, the core 
transcriptional network is similar in both (Boyer et al., 2005; Loh et al., 2006). But the 
downstream targets of Oct4, Sox2 and Nanog show very limited overlap, as defined 
by the genome-wide ChIP analysis (with the caveat that these studies used different 
technology platforms).  Moreover, the expression pattern of several genes related to 
cell cycle regulation, apoptosis, cytokine expression and others is clearly different. 
One good example is the LIFR complex, LIFR/gp130, which is significantly increased 
in mouse. This is related to their signaling differences. LIF signaling does not support 
self-renewal of human ES cells, whereas BMP actively promotes their differentiation. 
A combination of FGF and activin/nodal signaling maintains self-renewal of human 
ES cells under serum-free conditions (Vallier et al., 2005). In terms of differentiation 
potential there are some differences as well. Human ES cell cultures have been 
reported to contain cells with trophoblast-like expression patterns (Thomson et al., 
1998), which are lineages that will not form the embryo but the supporting tissue 
during development. Mouse ES cells do not give rise to trophoblast cells unless 
genetically manipulated (Niwa et al., 2000) or under certain culture conditions 
(Schenke-Layland et al., 2007). As already mentioned before, to evaluate the full 
pluripotentiality of these cells, chimeric formation and tetraploid complementation are 
used in the case of mouse ES cells. For obvious ethical reasons, human ES cells can 
only be tested in vitro, or in very limited in vivo conditions.  

 
The differences between these two cell types raised the question of whether 

they were actually equivalent, with some species-specific differences, or they could 
actually be representative of two different states of pluripotency. Recent work by two 
groups simultaneously, led to the discovery of another pluripotent stem cell that may 
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provide interesting insights on the nature of both mouse and human ES cells. These 
cell lines, termed EpiSCs, were derived directly from the early post-implantation 
epiblast in the mouse (Brons et al., 2007; Tesar et al., 2007). These cell lines still 
express the main pluripotency transcription factors, Oct4, Sox2, and Nanog, but need 
to be cultured in the presence of FGF and activin rather than LIF. EpiSCs were able 
to generate tissues from all three germ layers in vitro and to form teratomas but they 
were unable to contribute to normal tissues in mouse chimeras. The similarities of 
these mouse EpiSCs with hES started to become more and more intriguing. As well 
as requiring the same growth factors for self-renewal as human ES cells, EpiSCs 
were also reported to show gene expression profiles and transcription factor 
networks closer to human ES cells than to mouse ES cells. Interestingly, like human 
ES cells, EpiSCs could express markers of trophoblast and primitive endoderm when 
treated with BMP4 (Brons et al., 2007). They also share X chromosome silencing in 
female cells, a feature that is not shared by mouse ES cells.  

 
These similarities have led to suggest that hES cells might be the equivalent 

of the early post-implantation epiblast. However, this does not explain their 
propensity for trophoblastic differentiation, as this lineage in the embryo has been 
already specified before implantation. It is possible that these pluripotent cells may 
open pathways in vitro due to their culturing conditions that otherwise are tightly 
controlled in the developing embryo. On the other hand, mouse ES cells could be 
representing an earlier stage on the pre-implantation epiblast. Again, culturing 
requirements and the differentiation signaling pathways of mouse ES cells may 
obscure their ability to form trophoblast-like cells. As LIFR/gp130 activation is not 
required in vivo (Nichols et al., 2001), it is hard to recapitulate exactly what happens 
in the mouse embryo and what the full potential may be. We also know that mouse 
ES cells are very responsive to FGF signaling towards differentiation, which could 
eventually mask any trophoblastic propensity.  



Introduction 
 

 38 

Epigenetic regulation 
 
    Epigenetic signature 

The term “epigenetics” was first used to describe events that could not be 
explained merely at the light of genetic principles. The epigenetic landscape was a 
visual metaphor used to describe the process of cell differentiation during 
development (Figure 1.4). Much of the epigenetic field is converging on the study of 
how modifications in chromatin can influence transcriptional outcome (Goldberg et 
al., 2007). 

 

 
Chromatin is a complex assemblage of DNA, histone proteins and other non-

histone protein components. Histone proteins form chromatin building blocks, the 
nucleosomes (each nucleosome consisting of an octamer of the canonical histones 
H2A, H2B, H3 and H4), that establish folding into higher order structures through 
various mechanisms, thus determining whether genomic regions can be accessible 
for transcription or not (Lodén and van Steensel, 2005). Another way of regulating 
transcription is to actively promote the association of chromatin binding proteins, 
through chromatin modifications (often called epigenetic marks), thus signaling for 
activation or repression transcription. There are two types of chromatin modifications 
regulating transcription: DNA methylation and histone post-translational modifications 
(histone PTMs).  

 
DNA methylation occurs at cytosine residues usually within CG dinucleotides, 

and generally opposes transcription (Bird, 2002). These CG dinucleotides are 
normally clustered in regions called CpG islands, localized in various regions of the 
genome, such as promoters, repetitive elements and transposons. The addition of a 
methyl group to the DNA is carried out by DNA methyltransferases (DNMTs) that are 
responsible for both the maintenance of methylation after replication (Dnmt1) and the 
de novo methylation with the establishment of new methylation patterns (Dnmt3a, 
Dnmt3b and Dnmt3L). Both enzymes are critical for mouse development (Lei et al., 
1996; Li et al., 1992a; Okano et al., 1999) and ES cell differentiation (Jackson et al., 
2004; Panning and Jaenisch, 1996). On the other hand, active DNA demethylation is 
still a very controversial field, and may involve players from different functions such 
as DNA repair like Gadd45 (Barreto et al., 2007) or could even be initiated by the 
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same DNA methyltransferases Dnmt3a and Dnmt3b (Kangaspeska et al., 2008; 
Métivier et al., 2008). 
 

There are several post-translational histone modifications identified so far, 
most of them are in the amino acid residues of the histone tail (which is the structure 
more exposed, out of the nucleosome core): Lysine acetylation, Serine or Threonine 
phosphorilation, Arginine and lysine methylation, Lysine ubiquitination, Lysine 
sumoylation and Proline isomerization (Figure 1.5).  A typical model for the role of 
histone PTMs is that positive-acting marks are established across promoters and 
open reading frames (ORFs) during gene activation through recruitment of the 
relevant enzymes by DNA-bound activators and RNA polymerase. Similarly, 
negative-acting marks are laid down across genes for repression by reversible 
association with repressive complexes or by irreversibly associating with 
heterochromatic proteins. In summary, histone modifications mark particular genomic 
regions by presenting chemical surfaces, which then recruit regulatory protein 
complexes. Simple combinations of consistently behaving marks would therefore 
correspond to a definable and predictable outcome. This so called histone code has 
been intensively dissected in the past few years (Jenuwein and Allis, 2001; Turner, 
2007). However, the complexity and the dependence of the cellular context to predict 
a single histone PTM meaning or outcome, opens the debate on how this histone 
code can be defined, and whether it should be renamed more accurately, to histone 
signature (Sims and Reinberg, 2008). It is true that particular marks present 
consistent meanings, but in a broad biological perspective, most of them show a 
context dependence, which allows for multiple combinations of recruitment of 
regulatory proteins, making the predictability of a code almost impossible. 
Nevertheless, this epigenetic signature, or epigenome, has provided various insights 
on several biological processes like development, homeostasis, cancer, and, of 
course, ES cell biology. 
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The pluripotency epigenome 
Genome-wide mapping of chromatin marks has been of great use in defining 

the patterns that may govern pluripotency. Additionally, in recent years, several 
chromatin modifiers, from DNA or histone methyltransferases (HMTase), histone 
demethylases (HDMase), histone deacetylases (HDACs) and chromatin remodeling 
complexes, have been studied in the context of ES cells, and they have been shown 
to have a critical role in the regulation of the undifferentiated state and in the process 
of differentiation. The importance of epigenetic regulators in ES cells is evident since 
they are over-represented, along with transcription factors, in the transcriptome of ES 
cells (Efroni et al., 2008).  

 
In general, ES cells lacking these epigenetic regulators tend to exhibit a 

defective differentiation, reflecting their role in determining and engaging particular 
lineage specific programs. Nevertheless, the re-introduction of deleted genes coding 
for epigenetic regulators restores the ability to differentiate, which indicates that 
pluripotency has remained intact. Epigenetic regulators may in fact be dispensable 
for the maintenance of the undifferentiated state, as none of the mutants seem to 
affect ES cell viability (Niwa, 2007a). It has been suggested that the epigenetic 
processes are not responsible for the maintenance of the pluripotency program, but 
rather for its execution upon differentiation (Niwa, 2007b). Alternatively, chromatin 
would function as a buffer for the “noise” of transcriptional variability (Chi and 
Bernstein, 2009), which seems to be especially important in cells with high levels of 
permissive transcription, like ES cells (Efroni et al., 2008; Szutorisz et al., 2006). Yet, 
it becomes clear that understanding epigenetic regulation and especially the 
epigenetic marks, this so called epigenome, is critical to draw a full picture of how 
undifferentiated cells maintain their state and execute the differentiation pathways 
(Bernstein et al., 2007). 

  
ES cells are abundant in marks of active transcription, such as histone H3 

lysine 4 tri-methylation (H3K4me3) and the acetylation of Histone 4 (H4Ac) but some 
mechanisms are necessary to silence developmental genes that would otherwise 
drive cells to specific differentiation pathways. Interestingly, replication-timing 
analysis suggests that lineage specification genes are more accessible in ES cells 
than in differentiated cells (Azuara et al., 2006). These developmental genes, despite 
being transcriptionally silenced, are proned for activation by having both the 
activating mark (H3K4me3) and a repressive mark (H3K27me3) (Bernstein et al., 
2006; Pan et al., 2007). These so-called bivalent domains, even if not strictly specific 
in ES cells, are markedly prevalent in these cells, indicating a mechanism by which 
ES cells are able to activate (upon induction) specific differentiation pathways.  

 
The repressive H3K27 methylation is regulated by the Polycomb group of 

proteins (PcG). Through a genome wide analysis (both in human and mouse) of the 
presence of several members of the PcG, it was possible to define their role in 
silencing developmental regulatory genes, loci that are clearly enriched in PcG 
members (Boyer et al., 2006; Lee et al., 2006). Moreover, presence of PcG members 
also overlaps with the transcription factors Oct4, Sox2 and Nanog, known to be 
integrated in unique repressive complexes in ES cells (Liang et al., 2008). However, 
PcG proteins are not essential for ES cell pluripotency. In the absence of Eed 
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(Chamberlain et al., 2008), Suz12 (Lee et al., 2006) and Ezh2 (Shen et al., 2008), ES 
cells can still self-renew and are able to differentiate into all three germ layers, 
indicating some possible redundancy in this complex. More recently, the histone 
variant H2AZ was shown to occupy regions that follow a similar pattern of the 
Polycomb group protein Suz12 in the promoter regions of developmental genes that 
are inactive (Creyghton et al., 2008). Their occupancy is interdependent and down-
regulation of H2AZ shows this variant is necessary for ES cell lineage commitment.  
 

The lack of significant repressive marks was also described in a recent study 
reporting that large H3K9me2 repressive domains, called LOCKs (large organized 
chromatin K9 modifications), cover only 4% of the ES cell genome, when compared 
to differentiated cells (31%). These domains are inversely related to gene 
expression, and dependent on the activity of the histone methyltransferase enzyme 
G9a. Interestingly, they are conserved between human and mouse (Wen et al., 
2009). 

 
G9a is important not only in establishing LOCKs in differentiated cells, but 

also in repressing ES cell specific genes upon differentiation. It has been shown that 
upon LIF removal, Oct4 expression is reduced until completely repressed in about 10 
days. This repression is irreversible, since these cells are not able to re-express 
Oct4, even if stimulated with the addition of LIF. The process of silencing involves the 
methylation of H3K9 at the promoter region of Oct4 gene and the recruitment of DNA 
methylases to further signal more definite repressive state, that includes 
Heterochromatin Protein 1 (HP1) binding to the site. G9a plays an important role in 
silencing Oct4 expression since G9a null ES cells can re-express Oct4 after 
prolonged LIF removal (Feldman et al., 2006). G9a might have a dual role of 
methylating H3K9 (as a known HMTase) and recruiting DNA methyltransferases, an 
example of how several layers of regulation accomplish proper silencing of a 
particular gene. 

 
The balance between the addition of repressive marks and their removal is 

also essential for the proper gene expression in ES cells. Two demethylases of 
H3K9, Jmjd1a and Jmjd2c, in addition to regulating global levels of H3K9me2 and 
H3K9m3, respectively, play a critical role as regulators of ES cell maintenance (Loh 
et al., 2007). Both are regulated by Oct4, and independently regulate the expression 
of key transcription factors, Tcl1 (Jmjd1a) and Nanog (Jmjd2c) by demethylating 
H3K9 at their promoter region. This is a good example of a positive feedback-loop 
integrating both genetic and epigenetic systems. A core regulator of ES cells, Oct4, 
instructs the activation of other core regulators (the transcription factors Tcl1 and 
Nanog) indirectly, through the induction of two demethylases of the repressive mark 
H3K9, that act on the promoter regions of these transcription factors. 

 
A different layer of epigenetic regulation in ES cells is the DNA methylation of 

CpG islands. DNA methyltransferases (DNMTs) are responsible for these repressive 
marks, which are interestingly correlated with specific histone marks (Meissner et al., 
2008). Methylated CpG islands are present mainly at promoter regions of repressed 
genes, usually correlated with unmethylated H3K4 and with tri-methylated H3K9 (Ooi 
et al., 2007), and represent around 30% of genes in ES cells. Cross-referencing 
methylation patterns to binding of Oct4, Nanog, Sox2 and polycomb proteins 
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revealed little overlap (Fouse et al., 2008). This suggests that these methylation 
patterns might represent a unique epigenetic program that complements other 
regulatory layers of repression, allowing for a tight regulation of specific 
transcriptional programs that ES cells activate upon differentiation. It may also be a 
safeguard against aberrant transcription that is often observed in cancer, and is 
associated with different patterns of DNA methylation and chromatin regulation in 
general. Interestingly, de novo DNA methylation is required for ES cell differentiation, 
and ES cell hypomethylation also results in hyperacetylation, showing how these 
repressive marks may be critical for the proper silencing of the ES cell program 
(Jackson et al., 2004).  

 
In this section there should also be included chromatin remodelers, which 

relate directly and indirectly with histone marks, but act mostly by changing DNA-
histone interactions. These proteins will be discussed further, later in the text, as the 
class of proteins that include Chd1, the protein that this study focused on. 
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Open chromatin  
 
Stem and progenitor cells need a particular transcriptional plasticity, since 

they have to be able to activate several different specification pathways. These cells 
have been described as having a typical open chromatin conformation, from neoblast 
cells in planaria (Reddien and Sanchez-Alvarado, 2004), to hematopoietic stem cells 
in mammalian cells (Ford et al., 1992; Spangrude et al., 1988), and more recently to 
ES cells. 
 

Chromatin is classified in three types, depending on the level of 
compactation: constitutive heterochromatin, facultative heterochromatin and 
euchromatin, the open chromatin. In particular, the last two domains can be very 
dynamic and, to some extent, interchangeable (Trojer and Reinberg, 2007). The first 
distinction between euchromatin and heterochromatin is credited to Heitz in 1928, 
based on the interphase nuclear appearance (Heitz, 1928). It has been classically 
accepted that heterochromatin is correlated with repressed regions (Brown, 1966) 
and is composed of genomic regions where nucleosomes are close together, forming 
a compacted chromatin domain, preventing access to the transcriptional machinery 
(Trojer and Reinberg, 2007). Telomeric and centromeric regions of the chromosomes 
are characterized by constitutive heterochromatin, and are generally gene-poor, with 
the presence of some transposable elements, like satellite repeats, that in most cells 
remain silenced.  Several other features characterize heterochromatin, such as 
enrichment in H3K9me3, binding of HP1, and DNA methylation. Active (expressed) 
genes are part of euchromatin, but there are exceptions, maybe due to its dynamic 
nature (Sapojnikova et al., 2008). Interestingly, nucleosomes are not always regularly 
spaced in euchromatin, since they seem to be absent in promoter regions of active 
genes (Ozsolak et al., 2007), suggesting an important role in transcriptional 
activation.    
 

 
In pluripotent ES cells chromatin is globally decondensed and contains a 

fraction of loosely bound architectural chromatin proteins, such as core and linker 
histones as well as HP1 (Meshorer et al., 2006) (Figure 1.6). This fraction is a true 
hallmark of ES cells as it is no longer available in differentiating cells. In addition, the 
ES cell genome is transcriptionally hyperactive: it transcribes normally silenced 
repetitive elements and contains transcripts of both coding and non-coding regions, 
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with increased levels of total and mRNAs (Efroni et al., 2008). It has also been shown 
that in ES cells, the proteasome has an important role in restricting permissive 
transcription by proteolytic degradation of pre-initiation transcription assemblies, that 
form in specific regulatory regions primed for transcription (Szutorisz et al., 2006). 
This would allow for the maintenance of a low threshold of expression of these 
tissue-specific genes, in order to preserve the pluripotency network, in this 
transcriptional permissive context. 

 
The way by which chromatin structure is more accessible in ES cells may be 

determined mostly through the enrichment of active histone marks, previously 
described.  However, it may also be the result of the direct action of ATPase 
remodelers involved in the disassembly of nucleosomes and in the reorganization of 
the higher-order chromatin structure, as it is suggested by high levels of expression 
of these chromatin remodelers in ES cells (Efroni et al., 2008). These remodelers are 
known to effectively open specific loci and allow for the transcriptional machinery to 
bind, at a local level (Xella et al., 2006). It is easy to envision the abundant levels of 
remodelers orchestrating together with histone marks modulators, a global loosening 
of the chromatin. While the open chromatin state in ES cells has been described at 
different levels, it is still not clear whether this open chromatin is indeed essential for 
ES cell pluripotency. It could well be just a consequence of the abundance of such 
regulatory machinery. In this thesis, it is proposed that Chd1, a chromatin-remodeling 
enzyme, is important for the maintenance of this state. 

 



Introduction 

 45 

Lessons from iPS reprogramming 
 
The still intriguing capacity of merely four factors to induce such a dramatic 

change in cell fate and nuclear organization opens several questions about the 
process of reprogramming, but more importantly, about the pluripotent state itself. 
The sequence of events has been dissected, but much of what we know now is 
through indirect use of markers that we can recognize in this process. For instance, 
upon expression of the four factors, alkaline phosphatase activity and expression of 
the cell surface marker SSEA1 (in mouse) are already detected after 3 and 9 days, 
respectively. Endogenous Oct4 and Nanog can only be detected after 2 weeks and 
the viral expression needs to be on during all this period. However, cells can only 
fully reprogram upon silencing of the viral vectors (Brambrink et al., 2008). The main 
question that arises is: how do these transcription factors act to induce pluripotency? 
It is known that, at least Oct4 and Sox2 are part of this autoregulatory loop that 
maintains pluripotency in ES cells (Boyer et al., 2005) and that cMyc binds to several 
genes not bound to Oct4, Sox2 and Klf4 (Chen et al., 2008), namely genes that 
regulate cell cycle like E2F1 and Zfx. Interestingly, cMyc seems to be a major 
contributor in the early events of reprogramming, probably through its pleiotropic 
functions and through a stronger effect on repressing the expression of differentiated 
genes (Sridharan et al., 2009). It could also be detrimental to prevent cellular 
senescence of fibroblasts, through inactivation of pathways like Rb (Zhao and Daley, 
2008) and p53 (Hong et al., 2009). However, Myc does not seem to be essential as 
iPS cells can be obtained, both in mouse and human, without it, even tough at a 
much lower efficiency (Nakagawa et al., 2008; Wernig et al., 2008; Yu et al., 2007). 
One could speculate that these factors allow for both the activation of the self-
renewing and the pluripotency programs, but the role of each factor independently 
requires analysis at the single cell level, which is not yet available. 

 
It is important to keep in mind that the process of reprogramming also 

involves a large reconfiguration of the chromatin structure, from DNA methylation to 
histone modifications and nucleosome packaging. These epigenetic barriers are 
generally used as repressive mechanisms in somatic cells, to prevent unwanted 
gene expression from other lineages. How these barriers are overcome is another 
central question. Several lines of evidence support the notion that the process of 
reprogramming involves rare stochastic epigenetic events. The first one comes from 
the observation that the reprogramming process is slow and gradual, with several 
intermediate states (Sridharan et al., 2009). More importantly, it has been shown that 
the expression of the four factors alone is not sufficient for induced reprogramming. 
In fact, the use of genetically modified fibroblasts where the four genes could be 
directly activated through a doxycycline-inducible system, showed a great 
improvement in efficiency, but nevertheless, only 3-5% of the cells gave rise to iPS 
cells (Hockemeyer et al., 2008; Maherali et al., 2008; Wernig et al., 2008). Moreover, 
reactivation of the endogenous ES cell genes like Oct4, as seen by a reporter cell 
line with Oct4-GFP, showed that even similar morphological iPS colonies start 
expressing Oct4 at different times (Meissner et al., 2007). Treatment of somatic cells 
during the reprogramming process with agents affecting chromatin modifications, 
such as DNA methylation (using DNA methyltransferase inhibitor 5-aza-cytidine), 
histone acetylation (using the histone deacetylase inhibitor valproic acid) and histone 
methylation (using a G9a methyltransferase chemical inhibitor), increases efficiency 
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of reprogramming and sometimes substitutes for a particular factor (Huangfu et al., 
2008a; Huangfu et al., 2008b; Mikkelsen et al., 2008; Shi et al., 2008). Clearly, 
reprogramming is a very complex sequence of events that involves overcoming 
epigenetic barriers, the silencing of the somatic cell program, and resetting of the 
self-renewing and pluripotency programs, not necessarily by this order. 

 
Other lessons from iPS reprogramming are related to the pluripotent state 

itself. Recent studies have shown that iPS cells should be considered a unique 
subtype of pluripotent cell, as they have a recurrent expression signature, including 
coding genes and non-coding RNA species, that is very specific to iPS, regardless of 
their origin (Chin et al., 2009; Lowry et al., 2008). Interestingly, human iPS cells 
become more similar to hES cells after several passages, suggesting some form of 
“reprogramming” upon culture, where cells are selected or acquire an identity closer 
to an embryonic stem cell. However, it becomes evident that depending on the origin 
of these cells, either from the blastocyst in the case of ES cells, or from an in vitro 
manipulation of somatic cells as in iPS cells, they acquire specific features and 
signatures that are not clearly understood, and might have to do with some kind of 
memory that we are not able to define at this point. It is known that in frog, embryos 
generated by nuclear transfer of muscle cells (expressing MyoD), still maintain 
expression of this gene even after several divisions (Ng and Gurdon, 2008). This 
memory has been shown to be maintained through the deposition of a histone variant 
H3.3 that is associated with active genes and is replication-independent (Henikoff 
and Ahmad, 2005). This chromatin mark could establish, through an unknown 
mechanism, the memory of the genes that had been previously transcribed in the 
somatic cell. This histone variant is less prone for H3K9 methylation, a typical 
repressive mark, which could be a possible way of maintaining transcription active in 
a particular site (McKittrick et al., 2004). The biological significance and importance 
of such memory is fascinating, but unclear. Yet, we may hypothesize that iPS cells 
may retain some epigenetic memory, which can potentially explain differences 
between iPS and ES cells. 

 
Using iPS technology, it has also been possible to understand better the 

pluripotent state of different cell types. As pointed out previously, EpiSCs are another 
subtype of pluripotent cells (Brons et al., 2007; Tesar et al., 2007). Even though 
these cells express the known pluripotent genes, they have a developmental 
restriction because they are not able to contribute to the embryo when injected into a 
blastocyst. Using the single reprogramming factor Klf4 into EpiSCs, it was possible to 
convert these cells into a different pluripotent state, allowing them to contribute to 
chimeras with germline transmission. These cells were called Epi-iPS cells, and were 
similar to ES cells. In this case, Klf4 seems to be a main player in bringing back the 
EpiSCs into a different state, opening the possibility of conceiving not one pluripotent 
state, but several metastable states. Metastability refers to the interconversion of one 
pluripotent state into another, which seems to be, for genetic or epigenetic reasons, 
at different levels. Another good example comes from the analysis of the non-obese 
diabetic (NOD) mouse. This mouse strain is nonpermissive to the derivation of ES 
cells, having a genetic background different from the typical 129 or C57BL6 strains 
that are used to derive ES cells. However, EpiSCs have been derived (Brons et al., 
2007). Moreover, NOD iPS cells were shown to be dependent on the expression of 
the four factors, when used in an inducible system, showing that the pluripotent state 
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they acquired is not stable (Hanna et al., 2009). Using constitutive expression of 
either Klf4 or Myc, researchers were able to generate stable pluripotent ES-like cells, 
which then contribute to chimeras and yielded germline transmission. Thus, it is 
possible to conceive two states of pluripotency, or even two levels or pluripotency: 1) 
the ICM derived ES cell-like state and 2) the epiblast derived EpiSC-like state. 
Exogenous factors such as Oct4, Sox2, Myc and Klf4 can induce the ES-like state 
from somatic cells, and the stability of this state could be determined by the genetic 
background. While iPS or ES cells from typical 129 or C57BL/6 backgrounds are 
stable once established in the presence of LIF, iPS and ES cells from the 
ʻʻnonpermissiveʼʼ NOD background remain unstable with the maintenance of the 
pluripotent state depending on the continuous expression of the exogenous factors. 
The same happens with the EpiSCs; only after forced expression of Klf4, these cells 
become responsive to LIF, and acquire full pluripotentiality. 
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The chromatin remodeler Chd1  
 
Chromatin remodeling 
 
Several nuclear functions, such as the initiation of a particular transcriptional 

program, replication and cell division or even the DNA repair machinery, require a 
series of chromatin changes, both at the level of higher-order chromatin structure and 
chromatin organization at specific genetic loci. These chromatin changes are 
performed by specialized enzymes (usually structural components of large 
macromolecular chromatin complexes) that recognize and bind directly or indirectly 
to DNA altering the histone/DNA contact through an ATP-dependent helicase 
domain. All these ATP-dependent domains belong to the SNF2 protein family (de la 
Serna et al., 2006). The disruption of the histone/DNA contact itself is poorly 
understood, but the consequences are the exposure of DNA to regulatory proteins, 
and the active mobility of nucleosomes and the histones within. These ATP-
dependent remodelers also recognize histone modifications allowing the interplay 
between the information given by the genetic sequence (DNA) and the epigenetic 
information (histone marks). They fall into three main classes, based on their 
functional domains: the SWI/SNF family that includes BRM and BRG, with a bromo 
domain that binds to acetylated histones (Hassan et al., 2002); the ISWI family (from 
imitation SWI), including SNF2H and SNF2L that contain a SANT histone-binding 
domain and may also recognize histone modifications; and finally the chromodomain 
and helicase-like domain (CHD) family, where Chd1 was the first known member. 
The role of these chromatin-remodeling complexes is critical for mouse development 
as disruption of specific SNF2 units usually leads to embryonic lethality consistent 
with a defect in self-renewal, pluripotency or derivation of the ICM (de la Serna et al., 
2006). Examples of this are the mutations of genes encoding the chromatin 
remodeling complex units Brg1, Baf47/Snf5, Baf155 and Baf250a that result in 
embryonic lethality around implantation (Burman et al., 2000; Gao et al., 2008; Guidi 
et al., 2001; Kim et al., 2001; Klochendler-Yeivin et al., 2000; Roberts et al., 2000), 
and embryos lacking Tip60 and Trrap, two components of the Tip60-p400 histone 
acetyltransferase (HAT) and nucleosome remodeling complex, die before 
implantation (Gorrini et al., 2007; Herceg et al., 2001).  

 
 
Chromatin remodeling in ES cells 
With such a broad role in terms of functions within the cell, it is hard to dissect 

their specific effect on the maintenance of the undifferentiated state. However, some 
interesting correlations have been drawn through coupling these complexes with the 
transcriptional network of ES cells. This is the case with the SWI/SNF remodeling 
BAF complex that comprises a specialized subunit composition in ES cells (esBAF). 
This esBAF complex was shown, with proteomic and global binding analysis, to 
interact with the core factors Oct4, Nanog and Sox2 (Ho et al., 2009). Another 
example is the chromatin remodeling Tip60-p400 complex which is known to help 
transcription, by combining its nucleosome remodeling function with the acetylation 
activity (another mark for active transcription) in specific loci. In a recent study, this 
Tip60-p400 complex has shown to read the H3K4me3 mark along with the binding of 
Nanog. Interestingly, depletion of Nanog reduces p400 binding to target promoters 
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without affecting the histone mark, suggesting that the binding to the histone mark 
and Nanog are independent (Fazzio et al., 2008).  

 
Other studies highlight how important it is to silence specific ES cell 

regulators upon differentiation involving the nucleosome-remodeling complex NuRD 
(Kaji et al., 2006; Kaji et al., 2007). This repressor complex, which includes two 
histone de-acetylases (Hdac1 and Hdac2), is required for proper differentiation of ES 
cells. ES cells lacking Mbd3 (another core element of the NuRD complex) are 
incapable of silencing Oct4 expression upon LIF removal, and show aberrant 
differentiation potential. One example is the expression of extra-embryonic 
trophectodermal markers, not usually derived from ES cells. This repressive complex 
is therefore, critical for the proper silencing of both the ES-specific genes during 
differentiation, and the differentiation marks on the ES cell state. Similarly, a member 
of the chromatin remodeling complex PBAF, Smarcc1/Baf155, is involved in the 
compaction of the chromatin during ES cell differentiation, necessary for the proper 
silencing of the ES cell transcriptional network, namely Nanog (Schaniel et al., 2009). 

 
 
The CHD family 
 
There are 9 CHD members known in mice and humans (Figure 1.7). The 

CHD family (Chromodomain helicase-like DNA binding family) consists in large 
proteins (all over 200KDa) that can be clustered into three main classes according to 
their domain conserved organization. The first class includes CHD1 and CHD2, the 
second class, CHD3 and CHD4, and the third class, the remaining CHD5 through 
CHD9. All of these proteins share three main components: the chromodomain, the 
helicase/ATPase domain, and a DNA-binding domain, which are described in detail 
below. The unique combination of these domains is what gives this family of proteins 
their name. 

- The first domain is the conserved chromodomains (typically two) in the N-
terminus. The chromodomain, named for its function as a chromatin organization 
modifier, is a highly conserved sequence motif that has been identified in a variety of 
animal and plant species, and recognizes specific histone tail post-translation 
modifications. It exists in other chromatin regulators, such as the HP1 family or Pc-
like proteins (Koonin et al., 1995; Paro and Hogness, 1991).  The most divergent 
group of chromodomain proteins is the CHD family.   

- The central SNF2-like helicase-ATPase domain is the best conserved 
domain amongst the family, with up to 95% identity conserved, and is responsible for 
the ATP-dependent nucleosome remodeling activity. The helicase activity drives the 
rotation of nucleosomal DNA, promoting the release of the histone octamer, while the 
ATPase activity provides the energy necessary for the nucleosome displacement 
(Hall and Georgel, 2007). 

-The DNA binding domain is the most divergent domain. Although it is very 
well defined in CHD1/2, it remains poorly characterized in the other two classes, 
since there is no canonical DNA-binding domain. However, these two classes contain 
several motifs, such as telobox, PHD or SANT domains, which may confer DNA 
affinity (Hall and Georgel, 2007). 
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The three classes 
CHD1 and CHD2 are characterized by the well-defined DNA binding domain, 

which is not sequence specific but with a strong preference to A+T rich regions 
(Stokes and Perry, 1995). Most of what is known about this class comes from studies 
in CHD1, mostly because CHD2 only exists in mammals but not in yeast or 
drosophila. Despite the similarities of both sequences, some critical differences may 
confer alternative functions to these two molecules. For instance, CHD2 has a longer 
insert in its chromodomain 2, which likely interferes with the peptide binding surface, 
and consequently to its binding to histone marks. In fact, an in vitro study shows how 
the CHD2 fragment is 30-fold weaker at interacting with the H3K4me peptide than 
CHD1 (Flanagan et al., 2007). The function of CHD1 will be further discussed later 
on, but in general, this class seems to be associated with transcriptional activation 
through recognition of active histone marks, such as acetylation and H3K4 tri-
methylation. Their function in development is still unclear but it has been shown that 
a Chd2 homozygotic gene trap leads to perinatal lethality (Marfella et al., 2006). 
There is no data available on Chd1 mutants. There could be some redundancy in 
functions between these two, but considering their differences in affinity, one 
interesting hypothesis could be a more complex coordination between the two during 
several stages of transcription. This could involve a temporal regulation of CHD2 
activity through phosphorylation of the longer insert in the chromodomain 2, which 
would relieve its interference (Flanagan et al., 2007). 

 
The second class includes CHD3 and CHD4, also known as Mi-2a and Mi-2b, 

which are part of the repressive histone deacetylase complex NuRD. This complex 
has been well studied, and its developmental role has been dissected in several 
species. It has been involved in vulval cell fate determination in C. elegans (Solari 
and Ahringer, 2000) T-cell maturation and expression of CD4 in mouse (here as an 
expression activator), (Williams et al., 2004), regulation of Hox genes in Drosophila 
(Kehle et al., 1998) and embryonic development in plants (Ogas et al., 1999). The 
NuRD complex has also been shown to be critical for repression of Oct4 during 
mouse ES cell differentiation (Kaji et al., 2006; Kaji et al., 2007). 

 
The third class includes the less studied members, CHD5-CHD9. 

Nevertheless, they also seem to play a role in transcriptional regulation and 
development, some of which involving interaction between members of the CHD 
family, suggesting different layers of regulation within the remodeling process. One 
example is the interaction between Chd5 homologue Kismet and dChd1 in 
Drosophila during the transcriptional elongation process (Srinivasan et al., 2005). A 
recent study shows that CHD7 binding patterns are cell specific and are been tightly 
connected with H3K4me3. Moreover, CHD7 localization also changes during ES cell 
differentiation, revealing a binding pattern very similar to the one that will be 
discussed in this thesis, Chd1 (Schnetz et al., 2009). 
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Chromodomain helicase DNA binding protein 1 
 
Chd1, the first member of the CHD family, was isolated in mouse (Delmas et 

al., 1993). The first descriptions of mChd1 acknowledge the presence of the two 
chromodomains, the helicase binding domain, and a DNA binding domain, without 
sequence specificity, but with an A+T rich sequence preference (Stokes and Perry, 
1995). However, this sequence preference is not the only determinant for CHD1 
localization, since CHD1 does not bind to centromeric DNA highly enriched with A+T 
tracts. In fact, early studies in yeast show a dependence of both C and N terminus for 
proper localization of ScChd1 (Woodage et al., 1997). Further studies unraveled the 
use of the two chromodomains in the N terminus as determinant for proper 
localization of CHD1. First in yeast, it was shown that the chromodomain was critical 
for the binding to the active mark H3K4me3 (Flanagan et al., 2005). However, in 
yeast this recognition may require more than one post-translational modification, as it 
was shown through the connection between the SAGA and SLIK complexes and 
Chd1, involving histone acetylation (Pray-Grant et al., 2005). Some differences 
between yeast and human CHD1 were revealed, when it was shown that hCHD1 is 
able to bind directly to H3K4 di and tri-methylation, using both of its chromodomains 
(Sims et al., 2005). 

 
 The first insights on Chd1 function were gained after finding the Chd1 

homologue in fruit fly (dCHD1), where it was shown to be concentrated in the 
interbands of polytene chromosomes, and co-localized with the puffed bands that 
usually represent regions of high transcriptional activity (Stokes et al., 1996). This 
was later confirmed along with the association of the DNA binding protein SSRP1, 
both of which localized at decompacted interphase chromatin in human HeLa cells, 
suggesting a common role in transcription activation (Kelley et al., 1999). In yeast, 
ScCHD1 or Chd1p, has been more thoroughly studied and implicated in 
transcriptional activation, mostly through an interaction with elongation factors, such 
as Rtf1, member of the Paf1 complex. This complex is associated with RNA 
polymerase II and is known to interact with the histone methyltransferase Set1, which 
is responsible for methylation of the lysine 4 H3 (Simic et al., 2003; Warner et al., 
2007). These data suggest that a larger complex involving Chd1 could in fact be 
involved in the activation or maintenance of the active mark H3K4me3 during the 
process of transcription. The same study shows, through yeast two hybrid 
experiments, other components of the elongation machinery interacting with Chd1, 
such as Spt4-Spt5 and the yeast SSRP1 homologue Pob3 (Simic et al., 2003). 
Moreover, Chd1 binding is dependent on Cdk9 activity, a kinase responsible for the 
activation of a RNA polymerase II large subunit. After recruitment to specific 
promoters, RNA polymerase II undergoes several modifications to allow for the 
transition from transcription initiation to the elongation phase of RNA processing. A 
key regulatory step is the phosphorylation of the C-terminal domain (CTD) that is 
regulated by Cdk9. Knockdown of Cdk9 in Drosophila shows a decrease of both 
Chd1 binding and H3K4me3 enrichment (Eissenberg et al., 2007). Recent work in 
human CHD1 has confirmed its role as a positive transcriptional regulator by 
interacting with transcription elongation factors that associate with RNA polymerase 
II, in an H3K4me3 dependent manner. Interestingly, Chd1 is also important in 
splicing, as its ablation reduced splicing efficiency, and it was shown to interact with 
some components of the U2 snRNP spliceosome (Sims et al., 2007).  
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There is also some evidence that Chd1, along with Set1 (the K4 

methyltransferase) may act as a repressor, in yeast, by counteracting the 
transcription activator complex yFACT (Biswas et al., 2007; Biswas et al., 2008). Its 
role as a repressor has also been pointed out through interactions with the repressive 
complex NCoR, and with the histone deacetylases HDAC1 and HDAC2. It is 
important to add, however, that ScCHD1 is the only member of the CHD family in 
yeast, and that may help explain its dual role, probably controlled through a more 
tight context dependent regulation.  

 
The ATPase-dependent remodeling activity of CHD1 has also been described 

in the literature. In vitro assembly assays performed with naked DNA, core histones 
and chaperones, show how dCHD1, existing as a monomer, is able to transfer 
histones from the chaperone NAP1 to the DNA in a regularly spaced fashion, as 
analyzed after a micrococcal nuclease digestion (Lusser et al., 2005). However, 
Chd1 is not able to assemble chromatin containing H1, the linker histone that is not 
part of the core nucleosome. Interestingly, in  fission yeast, the CHD homologues 
Hrp1 and Hrp3 interact with Nap1, and mutation of any of these players leads to 
increased nucleosome density (more compact chromatin), suggesting that these 
CHD remodelers can stimulate both assembly and disassembly of nucleosomes 
(Walfridsson et al., 2007). Using the stress response gene ADH2 in yeast, CHD1 has 
also been shown to be critical in destabilizing the chromatin structure on the coding 
region and around the terminus of the ADH2 site, but not important for the chromatin 
reorganization that occurs upon activation of the gene (Xella et al., 2006). In vivo, the 
remodeling role of Chd1 has recently been revealed in the Drosophila oocyte, as a 
factor necessary for incorporation of the histone variant H3.3 into sperm chromatin, a 
step necessary for decondensation and development. This work shows how Chd1 
mediates the incorporation of H3.3, mediated by the chaperone HIRA, allowing for 
the proper fusion of the male and the female pronucleus after fertilization (Konev et 
al., 2007). The H3.3 variant is known to be incorporated in a replication independent 
manner (Ahmad and Henikoff, 2002), and is localized at transcriptional active sites 
(Schwartz and Ahmad, 2005). 

 
While the role of Chd1 in mouse or human development and disease has not 

been described yet, as there is no available mutant, some insights about its role have 
been revealed through indirect information about the expression and binding 
patterns. For instance, Chd1 is up-regulated both in mouse (Efroni et al., 2008; 
Ramalho-Santos et al., 2002) and human ES cells (Skottman et al., 2005). In mouse 
ES cells, recent transcription factor location data (through genome-wide binding 
analysis) indicate that the Chd1 gene is bound by Oct4, Sox2, Nanog, Smad1, Zfx 
and E2f1 (Chen et al., 2008). Being a target of multiple regulators of pluripotency and 
self-renewal explains the high expression levels and suggests a possible role in the 
maintenance of this network, as other chromatin remodelers may be key elements in 
the undifferentiated state (Efroni et al., 2008). 
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Aims  
 
Analysis of the transcriptional profile of pluripotent stem cells, using 

microarrays, revealed a group of more than 200 genes that were highly represented 
when compared to differentiated cells, a group of genes we called pluricluster 
(Grskovic et al., 2007). We hypothesized that some of these up-regulated genes 
could be directly involved in maintaining the undifferentiated state. This is based on 
the fact that among the genes highly up-regulated are genes known to be essential 
for ES cells, such as Oct4, Nanog and Sox2. To better understand the regulation of 
the undifferentiated state in mouse ES cells, and to find new regulators and 
potentially new layers of regulation, I proposed the following specific aims: 

1. To implement a versatile system for genetic analysis in pluripotent stem 
cells, making use of RNA interference to down-regulate candidate genes (including 
transcription factors, chromatin regulators, oncogenes and unknown genes); 

2. To use the system described above to identify the requirements for novel 
candidate genes in the regulation of pluripotency; 

3. To test the ability of known and novel regulators of stem cell pluripotency to 
reprogram somatic cells towards pluripotency. 
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Chd1 regulates open chromatin and
pluripotency of embryonic stem cells
Alexandre Gaspar-Maia1,2,3, Adi Alajem4, Fanny Polesso1,2, Rupa Sridharan5, Mike J. Mason5, Amy Heidersbach2,
João Ramalho-Santos6, Michael T. McManus2, Kathrin Plath5, Eran Meshorer4 & Miguel Ramalho-Santos1,2

An open chromatin largely devoid of heterochromatin is a hallmark of stem cells. It remains unknown whether an open
chromatin is necessary for the differentiation potential of stem cells, and which molecules are needed to maintain open
chromatin. Here we show that the chromatin remodelling factor Chd1 is required to maintain the open chromatin of
pluripotent mouse embryonic stem cells. Chd1 is a euchromatin protein that associates with the promoters of active genes,
and downregulation of Chd1 leads to accumulation of heterochromatin. Chd1-deficient embryonic stem cells are no longer
pluripotent, because they are incapable of giving rise to primitive endoderm and have a high propensity for neural
differentiation. Furthermore, Chd1 is required for efficient reprogramming of fibroblasts to the pluripotent stem cell state.
Our results indicate that Chd1 is essential for open chromatin and pluripotency of embryonic stem cells, and for somatic cell
reprogramming to the pluripotent state.

The genome of eukaryotic cells is organized into accessible euchroma-
tin that is permissive for gene activation, and packaged heterochro-
matin that is largely silenced. Different cellular states may be defined at
least in part by differential allocation of genomic regions to specific
chromatin domains1. Several types of stem cells in organisms ranging
from planarians2 to mammals3,4 have been reported to have an open
chromatin largely devoid of heterochromatin. This phenomenon has
been analysed in greater detail in pluripotent mouse embryonic stem
(ES) cells. These cells have an open, ‘loose’ chromatin with high rates of
histone protein exchange, and accumulate regions of more rigid het-
erochromatin after differentiation5,6. An open chromatin correlates
with a globally permissive transcriptional state, and has been proposed
to contribute to the developmental plasticity, or pluripotency, of ES
cells6. Although there is a strong correlation between open chromatin
and the undifferentiated state of stem cells, it remains unknown
whether open chromatin is necessary for stem cell potential.
Furthermore, little is known about the molecules that may regulate
open chromatin in stem cells. Here we report the identification of the
chromatin remodeller Chd1 as an essential regulator of open chro-
matin and pluripotency of ES cells, and of somatic cell reprogramming
to pluripotency.

Chd1 regulates ES cell self-renewal

We have recently characterized the transcriptional profiles of pluri-
potent stem cells, including ES cells, and the cells in the mouse embryo
from which they are derived (ref. 7 and G. Wei, R.-F. Yeh, M. Hebrok
and M.R.-S., unpublished observations). These studies led to the iden-
tification of chromatin remodellers and transcription factors up-
regulated in pluripotent cells. To test the role of 41 candidate factors
in the regulation of pluripotency, we carried out an RNA interference
(RNAi) screen in ES cells (Supplementary Fig. 1). ES cells expressing
green fluorescent protein (GFP) under the control of the Oct4
promoter (Oct4-GiP) were infected with a short hairpin RNA

(shRNA)-expressing lentiviral vector, pSicoR-mCherry8. Using 1–2
shRNAs per candidate target gene, we identified 18 genes that when
downregulated led to defects in expansion of ES cells, and 7 that led to
lower activity of the Oct4 promoter. Chd1 was the only gene with
phenotypes in both assays that had not been previously implicated
in ES cells (Supplementary Fig. 1).

Chd1 is a chromatin-remodelling enzyme that belongs to the chro-
modomain family of proteins and contains an ATPase SNF2-like
helicase domain9. The two chromodomains in Chd1 are essential
for recognition of histone H3 di- or tri-methylated at lysine 4
(H3K4me2/3; ref. 10), and Chd1 has been implicated in transcrip-
tional activation in yeast11, Drosophila12 and mammalian cells13.
Recent transcription factor location studies indicate that the Chd1
gene is bound in mouse ES cells by Oct4 (also known as Pou5f1),
Sox2, Nanog, Smad1, Zfx and E2f1, suggesting that it is a target of
several regulators of pluripotency and self-renewal14.

RNAi against Chd1 in Oct4-GiP ES cells, using two independent
shRNAs targeting different regions of the messenger RNA, led to a
decrease in the expansion of ES cells and to lower Oct4–GFP levels
(Fig. 1a, b and Supplementary Fig. 2a). Control cells were infected with
empty pSicoR-mCherry or with pSicoR-mCherry expressing an shRNA
targeting GFP (empty and GFP RNAi, respectively), and behaved like
uninfected cells (Supplementary Figs 1d and 2a). Downregulation of
Chd1 mRNA after RNAi was confirmed by reverse transcription
followed by quantitative PCR (qRT–PCR) (Supplementary Fig. 2b).
Endogenous Oct4 downregulation was confirmed in Chd1-deficient
(Chd1 RNAi) ES cells (Supplementary Fig. 3a). Oct4 downregulation
induced differentiation into the trophectoderm lineage15 (marked by
Cdx2 and Eomes), unlike knockdown of Chd1, indicating that the Chd1
RNAi phenotype is not simply one of trophectoderm differentiation
due to the loss of Oct4 (Supplementary Fig. 3).

Chd1 downregulation decreased clonogenic potential in two inde-
pendent ES cell lines (Oct4-GiP and E14), but Chd1 RNAi cells were

1Departments of Ob/Gyn and Pathology, Center for Reproductive Sciences and Eli and Edythe Broad Center of Regenerative Medicine and Stem Cell Research, University of California,
San Francisco, 513 Parnassus Avenue, San Francisco, California 94143-0525, USA. 2Diabetes Center, University of California, San Francisco, California 94143-0534, USA. 3PhD
Programme in Biomedicine and Experimental Biology (BEB), Center for Neuroscience and Cell Biology, University of Coimbra, 3004-517 Coimbra, Portugal. 4Department of Genetics,
Institute of Life Sciences, The Hebrew University of Jerusalem, Jerusalem 91904, Israel. 5Department of Biological Chemistry and Eli and Edythe Broad Center of Regenerative Medicine
and Stem Cell Research, University of California, Los Angeles, PO Box 951737, Los Angeles, California 90095, USA. 6Center for Neuroscience and Cell Biology, University of Coimbra,
3004-517 Coimbra, Portugal.
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still able to form ES-like colonies (Fig. 1c), unlike Oct4 RNAi ES cells.
ES cell clones constitutively expressing either of the two shRNAs
against Chd1 were established, and sustained Chd1 downregulation
was verified by qRT–PCR (see below Supplementary Fig. 5) and
western blot (Fig. 1d). Control lines were established using empty
and GFP RNAi viruses. As described later, the two shRNAs targeting
Chd1 led to identical phenotypes in marker gene expression, tran-
scriptional profile, differentiation potential and chromatin state, rela-
tive to controls. Results were validated in the two independent ES cell
lines Oct4-GiP and E14. The data are from analyses in standard E14
ES cells not expressing GFP. Chd1 RNAi ES cells, even though they
have a self-renewal defect, form compact colonies and express
markers of ES cells, such as SSEA1, alkaline phosphatase and Oct4
(Fig. 1e), indicating that they maintain at least some aspects of the
undifferentiated state.

Chd1 is required for ES cell pluripotency

To gain insight into the state of Chd1 RNAi ES cells, we determined
their global gene expression profiles using Affymetrix mouse Gene 1.0
ST microarrays (Supplementary Fig. 4). We anticipated that we would
find a pattern of downregulated genes in Chd1 RNAi cells, because
Chd1 is known to be associated with active transcription13. As
expected, both Chd1 and Oct4 were found to be downregulated in
Chd1 RNAi ES cells. Surprisingly, however, very few other genes were
significantly downregulated (only 25 genes were downregulated more
than twofold and none more than threefold at 90% confidence,
Supplementary Fig. 4b and Supplementary Data 1). These data indicate
that, at least with the low levels of Chd1 still present in Chd1 RNAi ES
cells, there is a global maintenance of the ES cell transcriptome. On the

other hand, a larger group of genes was upregulated in Chd1 RNAi ES
cells (Supplementary Fig. 4b and Supplementary Data 1). A Gene
Ontology (GO) analysis of the list of upregulated transcripts showed
a significant enrichment for genes involved in neurogenesis
(Supplementary Fig. 4c), such as nestin and Blbp (also known as
Fabp7), which was confirmed by qRT–PCR (Supplementary Fig. 5d).

The maintenance of the ES cell transcriptome and the unexpected
expression of neural markers were further analysed by immunofluor-
escence for nestin, Blbp and Oct4. Oct4 was detected in Chd1 RNAi
colonies, but cells between the colonies stained strongly for Blbp
(Fig. 2a) and nestin (Supplementary Fig. 4e). No staining for nestin
or Blbp was detected in control ES cells. These results were confirmed
with fluorescence-activated cell sorting (FACS) using the ES cell mar-
ker SSEA1 (Supplementary Fig. 5). In summary, Chd1 RNAi ES cells
can be propagated with many of the hallmarks of the undifferentiated
state, but have a high propensity for neuronal differentiation.

We next tested the differentiation potential of Chd1 RNAi ES cells
in vitro by the formation of embryoid bodies. Chd1 RNAi embryoid
bodies did not form the typical outer layer of primitive endoderm, as
marked by immunofluorescence of embryoid body sections with Afp
and Gata4 (Fig. 2b). Similarly, yolk sac endoderm cysts were reduced
or not observed in Chd1 RNAi embryoid bodies (Supplementary Fig.
6a), which showed downregulation of primitive endoderm markers
(Gata4, Afp, Hnf4a and Lamb) by qRT–PCR (Supplementary Fig.
6b). The loss of primitive endoderm in Chd1 RNAi embryoid bodies
was comparable to that in embryoid bodies lacking an essential regu-
lator of primitive endoderm, Gata6 (ref. 16) (Fig. 2b). Beating foci,
indicative of cardiac mesoderm differentiation, were not detected
in Chd1 RNAi embryoid bodies, whereas they could be readily
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Figure 1 | Chd1 RNAi ES cells have decreased self-renewal but maintain
expression of markers of the undifferentiated state. a, A competition assay
shows that downregulation of Chd1 in Oct4-GiP ES cells using two
independent shRNAs (Chd1 RNAi1 and Chd1 RNAi4) leads to a decreased
proliferative capacity. The proliferation index represents the population of
mCherry1 cells relative to cells infected with empty vector, at each time
point. Experiments were done in triplicate and are represented as
mean and s.d. (n 5 3). b, Downregulation of Chd1 leads to reduced activity
of the Oct4–GFP reporter, as measured by the ratio between the percentage
of GFP-negative cells in RNAi and in empty vector. Chd1 RNAi cells have a
twofold increase of GFP-negative cells relative to controls for at least one
passage. Downregulation of a different gene that affects only proliferation

(Cebpz) has little effect on Oct4–GFP expression. Data are mean and s.d.
(n 5 3). c, The efficiency of colony formation in Chd1 RNAi ES cells was
decreased relative to controls (empty and GFP RNAi). Data are mean and
s.d. (n 5 3), and are representative of two independent experiments.
d, Immunoblot with whole cell extracts from parental E14 cells, GFP RNAi
and two Chd1 RNAi ES cell clones (C1i6 and C4i2) using antibodies against
Chd1 or a-tubulin. e, Chd1 RNAi cells still express markers of
undifferentiated ES cells, such as alkaline phosphatase (AP; shown in bright
field; original magnification, 3100), and SSEA1 and Oct4 (shown with
immunofluorescence; original magnification, 3400). Nuclei were stained
with 4,6-diamidino-2-phenylindole (DAPI).
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quantified in control embryoid bodies (Supplementary Fig. 6c).
However, beating foci were also not observed in Gata62/2 embryoid
bodies, indicating that the loss of cardiac mesoderm differentiation
in Chd1 RNAi embryoid bodies may be secondary to the loss of
primitive endoderm. Immunostaining of Chd1 RNAi embryoid
bodies plated on matrigel showed a marked increase of neurons
(stained with Tuj1) and astrocytes (stained with Gfap) relative to
controls (Fig. 2c). This increase in neural differentiation is not sec-
ondary to the loss of primitive endoderm, because Gata62/2 embry-
oid bodies did not show such phenotype (Fig. 2c). Furthermore,
Chd1 RNAi ES cells gave rise to teratomas with abundant neuronal
differentiation when compared to wild-type ES cells (Supplementary
Fig. 7). These results indicate that downregulation of Chd1 leads to
loss of primitive endoderm, with consequential loss of cardiac meso-
derm differentiation, and abnormally high levels of neural differenti-
ation that derives from a propensity already detected in the
undifferentiated state.

Chd1 is a euchromatin protein in ES cells

We then sought to understand the potential changes in the chromatin
state of Chd1 RNAi ES cells that may underlie their differentiation
defects. Previous studies11–13 indicated that Chd1 associates with
euchromatin by binding to H3K4me3, although genome-wide loca-
tion studies had not been performed. We carried out chromatin
immunoprecipitation (ChIP)-chip for Chd1 in wild-type ES cells,
and compared the genome-wide location of Chd1 to that of
H3K4me3, RNA polymerase II (Pol II) and H3K27me3. These data

showed that Chd1 binding strongly correlates with that of Pol II and
H3K4me3 (Fig. 3 and Supplementary Fig. 8). Bivalent domains,
simultaneously enriched for both the activating H3K4me3 mark
and repressive H3K27me3 mark17, are largely devoid of Chd1
(Fig. 3a and Supplementary Fig. 8). Interestingly, GO analysis indi-
cated that the strongest Chd1 and Pol II targets are enriched for roles
in DNA binding, translation and chromatin assembly genes, and that
this enrichment is not strictly correlated with expression levels
(Fig. 3b and Supplementary Data 2). Chd1 binding also correlates
with H3K4me3 enrichment after differentiation: during embryoid
body formation, the levels of both H3K4me3 and Chd1 are decreased
at the Oct4 promoter and increased at the endodermal regulator
Gata4 promoter (Supplementary Fig. 9). These data indicate that
Chd1 associates globally with euchromatin in ES cells, and may
preferentially target genes with roles in chromatin organization
and transcription.

Chd1 is required for maintenance of open chromatin

To investigate the effects of Chd1 downregulation on ES cell chro-
matin, we performed immunofluorescence for histone marks of
euchromatin and heterochromatin. Surprisingly, foci of heterochro-
matin marks such as H3K9me3 and HP1c (also known as Cbx3), which
normally appear as dispersed foci in ES cells5, were markedly increased
in Chd1 RNAi ES cells (Fig. 4a and Supplementary Fig. 10). No obvious
differences were observed in staining for H3K4me3 or H3K27me3
between Chd1 RNAi ES cells and controls (data not shown). As
described earlier, Chd1 RNAi ES cells are prone to spontaneous neural
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Figure 2 | Chd1 is required for ES cell pluripotency. a, Immunofluorescence
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population not expressing the ES cell marker Oct4 (green). Original
magnification, 3400. b, Paraffin sections of 6 day embryoid bodies were
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observed in embryoid bodies mutant for Gata6. Original magnification,
3100. c, A significant increase in neural differentiation is observed, as
detected by staining embryoid bodies (plated on matrigel) for astrocytes
(GFAP in green) and neurons (Tuj1 in red), in 12 day Chd1 RNAi embryoid
bodies, relative to controls. Nuclei were stained with DAPI. Original
magnification, 3200.
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differentiation, and it has been shown that ES cell-derived neural pre-
cursors accumulate heterochromatin5. It was therefore important to
evaluate whether the accumulation of heterochromatin is a con-
sequence of commitment to the neural lineage, or whether it is present
in ES-like cells before differentiation. Co-staining with H3K9me3 and
Oct4 revealed that Oct4-positive ES-like cells, located in the centre of
compact colonies that stain for other markers of the undifferentiated
state (Fig. 1e), have accumulated high levels of heterochromatin in
Chd1 RNAi cells (Fig. 4a, quantified in 4b). Moreover, we analysed
the global chromatin dynamics of Chd1 RNAi cells by fluorescence
recovery after photobleaching (FRAP) using a GFP-tagged histone
H1. H1 is a linker protein involved in condensing nucleosomes that
has been shown to rapidly exchange in the hyperdynamic chromatin of
undifferentiated ES cells5. H1 showed a significant decrease in recovery
in heterochromatin of Chd1 RNAi ES cells, indicating that the rapid
exchange of H1 is compromised (Supplementary Fig. 11). These results
indicate that, despite a global maintenance of the transcriptome,

morphology, and marker gene expression of ES cells, Chd1 RNAi
ES-like cells are not fully undifferentiated: their chromatin is con-
densed.

Heterochromatin formation is induced by methylation of H3K9
by the enzymes ESET (also known as Setdb1), Suv39H1/2, G9a
(Ehmt2) or Glp (Ehmt1)18, and reversed by the action of H3K9
demethylases such as Jmjd1a (Kdm3a) and Jmjd2c (Kdm4c).
Jmjd1a and Jmjd2c have been shown to regulate genes expressed in
ES cells and to repress differentiation19. All of these H3K9 methyl-
transferases and demethylases are expressed in Chd1 RNAi ES cells at
similar levels to control ES cells (Supplementary Data 1). Therefore,
the accumulation of heterochromatin in Chd1 RNAi ES cells is not
likely to be due to the differential expression of known H3K9 methyl-
transferases or demethylases. These results indicate that the capacity
to induce heterochromatin formation exists in undifferentiated ES
cells, despite the presence of H3K9 demethylases, and that heterochro-
matinization is countered, directly or indirectly, by Chd1. Our data
suggest that ES cells exist in a dynamic state of opposing epigenetic
influences of euchromatin and heterochromatin, and that the

a

0

1

2

3

4

5

6

7

3 7 10 11 12 13 14 15 16 17

GFP RNAi

C1i6

Number of heterochromatin foci

N
um

b
er

 o
f c

el
ls

b

C1i6 C4i2GFP RNAi

H
3K

9m
e3

D
A

P
I

M
er

ge
O

ct
4

4 5 6 8 9

Figure 4 | Chd1 is required to maintain open chromatin in ES cells.
a, Analysis of H3K9me3 staining by immunofluorescence. Co-staining for
H3K9me3 and Oct4 distinguishes between ES-like cells (Oct4-positive) and
differentiating cells (Oct4-negative, white arrowheads). Oct4-positive Chd1
RNAi ES-like cells have increased heterochromatin foci. Scale bar, 10 mm
b, Quantification of the increase of heterochromatin foci per nucleus in
Chd1 RNAi ES-like cells, as seen by H3K9me3 staining in Oct4-positive cells;
P , 0.0005.

–5.5 TSS +2.5

Chd1 H3K4me3 H3K27me3 Pol II

–3
–2
–1
 0
 1
 2
 3

G
en

es

b

I

II

III

IV

V

0 10

DNA binding
Translation

mRNA processing
Metabolism

Ribosome biogenesis
Chaperone

Electron transport

Chd1

Chromatin assembly

ExpressionH3K4me3Pol II

0 8 0
Enrichment score

0 20 40 60

a

5 4 642

Figure 3 | Chd1 associates with euchromatic promoter regions in ES cells.
a, K-means clustering of Chd1, H3K4me3, H3K27me3 and RNA Pol II
binding in ES cells. Chd1 binding correlates with binding of H3K4me3 and
RNA Pol II but is excluded from bivalent domains (cluster IV) in ES cells.
Each row represents the binding pattern along the 25.5 kilobase (kb) to
12.5 kb promoter region relative to the transcription start site (TSS).
b, Functional categorization of Chd1 targets. Gene Ontology (GO) terms
associated with the 200 genes most strongly bound by Chd1 or RNA Pol II,
or enriched for H3K4me3, as well as the top 200 genes in expression level in
ES cells. Categories above an enrichment score of three (x axis) are
considered significantly enriched. Sixty-nine genes overlap between the
Chd1 and the RNA Pol II top 200 gene lists, versus 27 for Chd1 and
expression, and 13 for Chd1 and H3K4me3.

ARTICLES NATURE

4
 Macmillan Publishers Limited. All rights reserved©2009



euchromatin protein Chd1 is required to maintain the heterochroma-
tin-poor pluripotent stem cell state.

Chd1 is required for efficient induction of pluripotency

Given the role of Chd1 in maintaining pluripotency of ES cells, we
hypothesized that it may also be involved in the re-acquisition of
pluripotency during somatic cell reprogramming. We analysed the
effect of Chd1 downregulation (Fig. 5a, b) in the reprogramming of
Oct4–GFP mouse embryonic fibroblasts (MEFs) to induced pluri-
potent stem (iPS) cells20–24. Downregulation of Chd1, using two
independent shRNAs in three separate experiments, led to a signifi-
cant reduction in the number of iPS cell colonies, scored both by
morphology and GFP expression. This was not due to a delay in
colony formation, as colony counts at later time points showed the
same relative reduction in reprogramming efficiency after Chd1
RNAi treatment (data not shown). The iPS cell colonies that did
form in Chd1 RNAi wells either had not been infected by the
RNAi virus or had silenced it, as assessed both by Chd1 qRT–PCR
and mCherry fluorescence (Supplementary Figs 12 and 13).
Downregulation of Chd1 could potentially affect proliferation of
MEFs, which would confound the calculation of reprogramming
efficiency. However, no significant changes in MEF growth rates were
found between control and Chd1 RNAi (Fig. 5c). Moreover, Chd1
RNAi does not alter the expression level of the exogenous reprogram-
ming factors (data not shown). In summary, our data show that
downregulation of Chd1 does not affect the expansion of fibroblasts
but inhibits their reprogramming by induction of pluripotency.

Discussion

We show here that Chd1 is required for open chromatin and pluripo-
tency of ES cells. ES cells have been reported to be ‘poised’ for differ-
entiation by the presence of bivalent domains (marked by H3K4me3
and H3K27me3) in developmental regulatory genes17. We speculate
that the opposing influences of euchromatin and heterochromatin
(marked by H3K9me3) may be a further mechanism for maintaining
ES cells in a state poised for differentiation. Chd1 is also highly
expressed in human ES cells relative to differentiated cells (Supplemen-
tary Fig. 14)25, suggesting that its role in pluripotent stem cells may be
conserved. Interestingly, it is possible that other stem cells maintain
their differentiation potential using a similar mechanism, because
Chd1 has also been identified as a gene upregulated in adult haemato-
poietic and neural stem/progenitor cells26. Furthermore, our data show
that Chd1 is required for efficient generation of iPS cells. Fibroblasts
have much higher levels of heterochromatin than pluripotent stem
cells5 (and data not shown), and therefore a global opening of the
chromatin is expected to be a component of reprogramming. Our data
suggest that Chd1 may contribute to opening the chromatin and enab-
ling transcription-factor-mediated reprogramming to occur, although
the precise mechanisms remain to be determined.

It is unclear how Chd1, a protein associated with euchromatin, acts
to counter heterochromatinization. Recent genetic studies in yeast
indicate that euchromatin-associated factors prevent spreading of
heterochromatin to euchromatic regions27,28. Further studies will
be required to determine whether Chd1 has a similar role in ES cells.
An intriguing possibility is that Chd1 may mediate incorporation of
the histone variant H3.3, which is generally associated with active
genes and is less prone to H3K9 methylation29. In support of this
model, Chd1 has recently been shown to be required in the
Drosophila oocyte for incorporation of H3.3 into sperm chromatin,
a step necessary for development30. In addition, a genome-wide
analysis of the chromatin state of Chd1 RNAi ES cells may provide
insight into the differential sensitivity of endoderm and neural
lineages to chromatin condensation.

METHODS SUMMARY

The RNAi screen was performed in Oct4-GiP ES cells using the lentiviral vector
pSicoR-mCherry. A proliferation index was derived from a competition assay

between infected and non-infected cells analysed by flow cytometry over five

passages. Oct4-GiP and E14 Chd1 RNAi and control ES cell clones were expanded

from mCherry1 cells isolated by FACS, and validated by qRT–PCR for Chd1

downregulation. ES clones and embryoid bodies were grown in standard culture

conditions. For expression microarray experiments, RNA from E14 Chd1 RNAi

and control clones was amplified and hybridized to Affymetrix Mouse Gene 1.0

ST arrays. Normalized data was analysed in dChip. Gene Ontology analyses were

done with MAPPFinder or DAVID. For ChIP-chip, immunoprecipitated DNA

was amplified and hybridized to Agilent G4490 promoter arrays. Data were

extracted as previously described31 and visualized using Cluster 3.0 and

Treeview. ChIP, qRT–PCR and western blotting were performed using standard

protocols. Immunofluorescence was performed on matrigel-coated chamber

slides, with ES cells or embryoid bodies plated 2 days before fixation, or on

paraffin-sectioned embryoid bodies. Teratomas were generated by subcutaneous

injection of ES cells into SCID mice. FRAP analysis5 and induction of pluripo-

tency24 were performed as described previously. Cell proliferation was measured

using the MTT assay.

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
ES cell culture and differentiation. Mouse E14 and Oct4-GiP ES cells32 were

plated on 0.1% gelatin-coated plates or on a feeder layer of irradiated MEFs, and

maintained in DMEM (Invitrogen) supplemented with 15% knockout serum

replacement (Invitrogen), 1 mM L-glutamine, 0.1 mM nonessential amino acids,

100mg ml21 penicillin, 100mg ml21 streptomycin, 1 mM sodium pyruvate,

0.1 mM 2-mercaptoethanol and recombinant LIF. Mouse Gata62/2 ES cells16 were

grown in identical conditions except that fetal bovine serum was used instead of

knockout serum replacement. Embryoid bodies were formed by plating ES cells in

non-attachment conditions (suspension culture) with ES cell medium with fetal

bovine serum and in the absence of LIF, for 16 days. Contractile foci were counted

under an inverted microscope using triplicates of 10-cm dishes per ES cell clone.

RNAi and competition assay. The genes tested in the RNAi screen were the

following: Ap2gamma (also known as Tcfap2c), Brca1, Cebpz, Chd1, Ddx18,

Dmrt1, Dppa2, Dppa3 (Stella), Dppa4, Eed, Foxd3, Hells, Mybl2, c-Myc, Mycbp,

Nmyc1 (Mycn), Nanog, Nfya, Nfyb, Nr0b1, Nr5a2, Oct4, Pramel4, Pramel5, Rex1

(Zfp42), Rex2, Rbm35a (Esrp1), Sall4, Six4, Sox2, Suz12, Tcfcp2l1, Terf1, Tex292

(Cirh1a), Utf1, Zic3, A030007L17Rik (Ggc2), and Affymetrix MG_U74Av2

probe sets 160906_i_at, 135189_f_at, 97154_f_at and 98524_f_at. shRNA

sequences were selected according to published criteria33: GFP RNAi,

ACAGCCACAACGTCTATAT; Oct4 RNAi, GAACCTGGCTAAGCTTCCA;

Chd1 RNAi1, ACATTATGATGGAGCTAAA; Chd1 RNAi4, GTGCTACT

ACAACCATTTA. All other sequences are in Supplementary Table 1.

Oligonucleotides coding for the shRNAs were designed and cloned into the

lentiviral vector pSicoR-mCherry as described7. Lentiviruses were produced as

described8. For transduction, 106 ES cells were incubated with virus in 1 ml of ES

cell medium (multiplicity of infection 5–10). After 1 h rotating at 37 uC, 2.5–

3 3 105 cells were plated per gelatinized well of a 12-well plate. A competition

assay34 was performed by analysing cells that were passaged every two or three

days. Flow cytometry was performed on a LSRII and analysed using the Flojo

software. Proliferation index was measured, for every passage, by dividing the

percentage of mCherry1 (shRNA) with the percentage of mCherry1 (empty

virus). Loss of Oct4–GFP activity was measured by dividing the percentage of

GFP2 cells (shRNA) with the percentage of GFP2 (empty virus). The calculation

of the loss of Oct4/GFP expression was done with total GFP2 cells rather than

just GFP2/mCherry1 to account for potential silencing of the mCherry con-

struct after differentiation or non-cell autonomous effects. Proliferation index

data are averages of triplicates (n 5 3) and standard error bars. mCherry1 ES

cells were isolated using a FACSDiVa (BD Biosciences) cell sorter.

Colony formation assay and clonal derivation. E14 and Oct4-GiP ES cells were

infected with lentiviruses containing shRNAs or empty virus alone, as described

above. mCherry1 cells were sorted on day 5 after infection using a FACSDiVa

(BD Biosciences) cell sorter. Five thousand cells were plated per 10-cm dish in

triplicates. After 10 days in culture, individual clones were picked per each con-

dition (empty virus, GFP RNAi, Chd1 RNAi1 or RNAi4) and propagated in

standard ES cell growth conditions. Plates were stained for alkaline phosphatase

using a Vector kit and colonies were counted. Results are averages of triplicates

and standard error bars.

Expression microarrays. Uninfected parental E14 ES cells, one clone infected

with empty pSicoR-mCherry, one GFP RNAi clone and four Chd1 RNAi clones,

three from Chd1 RNAi1 (C1i5, C1i6 and C1i9) and one from Chd1 RNAi4 (C4i2)

were grown on gelatin in ES cell culture medium. Total RNA was isolated using

the RNeasy kit (Qiagen) with in-column DNase digestion. Three-hundred nano-

grams of total RNA per sample were amplified and hybridized to Affymetrix

Mouse Gene 1.0 ST arrays according to the manufacturer’s instructions at the

Genomics Core Facility of the Gladstone Institutes. These arrays assay for the

expression of about 35,500 transcripts. Data were normalized using robust

multi-array normalization. Hierarchical clustering and calculations of differ-

ential gene expression were done using dChip (http://www.dchip.org)35. The

full normalized data are in Supplementary Data 1. The lower bound of the

90% confidence interval of the fold change (LCB) was used as a conservative

estimate of the fold change. Five-hundred-and-thirty-one transcripts with

LCB . 2 in Chd1 RNAi relative to controls were analysed in MAPPFinder36

for enrichment of gene ontology terms. Terms with P values adjusted for mul-

tiple testing # 0.01 were considered enriched.

Immunohistochemistry. ES cells or embryoid bodies were plated on chamber

glass slides pre-coated with matrigel. ES cells were plated on a layer of irradiated

MEFs. After 2 days, cells were fixed with 4% paraformaldehyde, permeabilized

with PBT (PBS plus 0.1% Triton X-100) and blocked with 2% BSA plus 1% goat

or donkey serum in PBT. Slides were immunostained with primary antibody in

blocking solution. Alternatively, embryoid bodies in suspension (at day 6) were

fixed, paraffin-embedded, sectioned (50mm), and stained for haematoxylin and

eosin or immunostained.

Primary antibodies used: SSEA1 (MC-480, Developmental Studies

Hybridoma Bank (DSHB), 1:200), Oct4 (sc5279, Santa Cruz, 1:100; sc9081;

Santa Cruz; 1:50), nestin (MAB353, Chemicon, 1:200), BLBP (ab32423,

Abcam, 1:200), Afp (sc8977, Santa Cruz. 1:200), Gata4 (sc1237, Santa Cruz,

1:50), Tuj1 (MMS-435P, Covance, 1:250), GFAP (Z0334, Dako, 1:500),

H3K4me3 (ab8580, Abcam, 1:200), H3K9me3 (07-449, Upstate, 1:100;

ab8898, Abcam, 1:100), H3K27me3 (07-449, Upstate, 1:100), HP1gamma

(MAB3450, Chemicon, 1:500). Secondary antibodies: Alexa Fluor 488/594 con-

jugated secondary antibodies (anti-mouse, anti-rabbit, or anti-goat, 1:500,

Molecular Probes). Nuclei were counterstained with DAPI. The MC-480 anti-

body developed by D. Solter was obtained from the DSHB developed under the

auspices of the NICHD and maintained by University of Iowa.

qRT–PCR. RNA was isolated according to the RNeasy kit (Qiagen), and reverse-

transcribed using the iScript first strand cDNAsynthesis kit (BioRad). The cDNA

reaction was diluted 1:5 in TE buffer and used in Sybr Green real-time PCR

reactions (BioRad). Housekeeping genes used were ubiquitin-b and ribosomal

protein L7. PCR primer sequences are available on request. Reactions were run in

replicates on a MyiQ qPCR machine (BioRad) according to the manufacturer’s

instructions. Cycle threshold values were imported into the REST software37 for

fold-change calculations, using the housekeeping genes as controls. Values are

presented in log2 scale or in absolute expression levels compared with parental

E14 RNA unless otherwise indicated.

SSEA1 cell sorting. ES cells (GFP RNAi control and Chd1 RNAi clones) were

collected by trypsinization, washed in ice-cold PBS, first resuspended in staining

medium (HBSS, Ca/Mg-free, no phenol red, 2% FBS) with primary mouse

antibody anti-SSEA1 (MC-480, DSHB, 1:50) for 30 min on ice, and then in

secondary anti-mouse IgM-PE (406507, BioLegends, 1:100) for 30 min on ice.

Propidium iodide (P3566; Invitrogen) was added and live SSEA11 and SSEA12

cells were isolated using a FACSDiVa (BD Biosciences) cell sorter.

Western blotting. Whole cell extracts were prepared and measured using the

Bradford assay (BioRad) for protein content. From whole ES cell extracts 30mg

of protein were resolved on SDS–PAGE gel (10%) using a rabbit antibody against

Chd1 (1:2,000, from R. Perry12) and a goat anti-rabbit HRP (1:10,000). The

loading control used was a-tubulin, detected with a mouse antibody (1:1,000,

Sigma T9026). From embryoid body extracts (at day 12), 10 mg of protein were

resolved on a 10% SDS–PAGE gel using an antibody against Tuj1 (1:1,000) and

anti-goat HRP (1:10,000). Detection was performed using the ECL kit according

to manufacturer’s instructions (Amersham).

FRAP analysis. Transfection of H1–GFP into ES cells and FRAP analysis were

performed as described5.

Generation of teratomas. Teratomas were produced by injecting 3 3 106 cells

subcutaneously in the flanks of SCID mice. Tumour tissue samples developed in

12 weeks and were fixed overnight in 4% paraformaldehyde before paraffin

embedding. Sections were stained with haematoxylin and eosin with a standard

protocol.

ChIP. ChIP was performed essentially as described by Upstate Biotechnology, with

some minor changes described below: chromatin was cross-linked by incubating

cells on plates with PBS containing 20 mM dimethylpimelimidate (DMP; Sigma)

and 0.25% dimethylsulphoxide (DMSO) for 1 h at room temperature. Cells were

re-fixed with 2% paraformaldehyde for another hour at room temperature,

scraped and centrifuged at 1,350g for 5 min. Pellets were resuspended in SDS lysis

buffer and sonicated to obtain fragments of ,200–1,000 base pairs (bp) as verified

on a gel. Reactions were centrifuged at 13,000g for 10 min and the supernatants

were used. Antibodies used (3mg each): Chd1 (PAB-10569, Orbigen), H3K4me3

(ab8580, Abcam) IgG (ab46540, Abcam). DNA was purified by phenol–chloro-

form extraction, followed by ethanol precipitation. DNA concentration was deter-

mined using a Nanodrop spectrophotometer (NanoDrop Technologies) and

5–10 ng were used in Sybr Green real-time PCR reactions (see earlier) ran in

duplicates or triplicates. Primer sequences are available on request. Fold enrich-

ment over input was calculated using the 2DCt method corrected with IgG Ct values.

The HoxA3 primer set was used as a control gene because it corresponds to a region

known to lack H3K4me3 (ref. 17).

ChIP-chip. ChIP and hybridization onto Agilent promoter microarrays was

performed as described22. In brief 500mg of crosslinked ES chromatin was immuno-

precipitated with 10mg of Chd1 antibody (Allele Biotech PAB-10568) or hypophos-

phorylated RNA polymerase II (8WG16). The eluate was reverse crosslinked,

RNase- and proteinase-K-treated and purified. Equal amounts of input and immu-

noprecipitated samples were amplified using the WGA2 kit (Sigma), labelled with

the Bioprime kit (Invitrogen) and hybridized onto Agilent mouse promoter arrays

(G4490) according to manufacturer’s instructions. Data were extracted as previously

described31. Data were visualized using the Cluster 3.0 and Treeview programs.

Bound genes were determined using the Young laboratory algorithm38. H3K4me3

and H3K27me3 data, as well as the algorithm to generate the 500-bp window

presentation were previously published22. In K-means clustering, each row
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represents the binding pattern along the 25.5 to 12.5 kb promoter region relative to
the TSS, reiterated four times to present the data for each immunoprecipitation. The

8 kb promoter region is divided into sixteen 500 bp fragments that display the

average log ratio of probe signal intensity with blue, yellow and grey representing

lower-than-average, higher-than-average and missing values for enrichment due to

lack of probes in those regions, respectively. The odds ratio for binary correlation of

Chd1 binding strength was calculated as the ratio of the probability of a gene being

bound by Chd1 divided by the probability of it being bound by H3K4me3 (or RNA

Pol II or H3K27me3) to the probability of a gene being bound by Chd1 divided by

the probability of the gene being unbound by H3K4me3 (or RNA Pol II or

H3K27me3).

Reprogramming. Reprogramming was performed as previously described24,

with minor changes: Oct4–GFP MEFs were reprogrammed using lentiviral infec-

tion (day 0) of four transcription factors (Oct4, Sox2, nMyc and Klf4). RNAi

lentiviral vectors (empty, Chd1 RNAi1, Chd1 RNAi4) were used to infect

MEFs 4 days before the addition of the four factors. At day 1, MEFs were also

plated for a MTT assay to quantify growth rates and for RNA collection for qRT–

PCR for Chd1. An optimization of the protocol was also used and described in

Supplementary Fig. 12 (as reported previously39). iPS colonies were scored (13 to
16 days after addition of the four factors) by GFP fluorescence, using a scale

according to the number of cells in a colony that were GFP positive, as described

in Supplementary Fig. 12b (GFP-positive refers to all the colonies with any GFP-

positive cells), or by their morphology under bright field (GFP-negative).

MTT assay. The growth rate of MEFs was measured using an indirect method.

Yellow MTT is reduced by mitochondrial enzymes into a purple formazan and

the absorbance measured as a result of the number of viable cells. For the MTT

assay, MEFs were plated at 5,000 cells per well in a 96-well plate and analysed 24,

52, 76 and 135 h after plating. At the indicated time points, ES cell medium

(without LIF) was replaced with 100 ml 1 mg ml21 3-(4,5-dimethylthiazol-2-

yl)-2.5-diphenyltetrazolium bromide (MTT) (Molecular Probes) in DMEM.

After incubation at 37 uC for 3 h, the MTT solution was removed. One-hundred

millilitres of DMSO was added to dissolve precipitate for 10 min at 37 uC and

5 min at room temperature. Absorbance was recorded at 540 nm using a

Spectramax M2 microplate reader (Molecular Devices).

32. Ying, Q. L., Nichols, J., Evans, E. P. & Smith, A. G. Changing potency by
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34. Ivanova, N. et al. Dissecting self-renewal in stem cells with RNA interference.
Nature 442, 533–538 (2006).
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37. Pfaffl, M. W., Horgan, G. W. & Dempfle, L. Relative expression software tool
(REST) for group-wise comparison and statistical analysis of relative expression
results in real-time PCR. Nucleic Acids Res. 30, e36 (2002).

38. Boyer, L. A. et al. Polycomb complexes repress developmental regulators in
murine embryonic stem cells. Nature 441, 349–353 (2006).

39. Wernig, M. et al. A drug-inducible transgenic system for direct reprogramming of
multiple somatic cell types. Nature Biotechnol. 26, 916–924 (2008).

doi:10.1038/nature08212

 Macmillan Publishers Limited. All rights reserved©2009

www.nature.com/doifinder/10.1038/nature08212
www.nature.com/nature
www.nature.com/nature


SUPPLEMENTARY INFORMATION

1www.nature.com/nature

doi: 10.1038/nature08212

0 102 103 104 105
0

20

40

60

80

100
97.2

2.77

%
 o

f M
ax

GFP

GFPi
Empty

U6 promoter CMV promotershRNA mCherry

HpaI XhoI

pSicoR-mCherry Oct4-GiP ES cells

+

~80% infected cells
(shRNA expressing cells)

+

~20% non-infected cells
(wild type Oct4-GiP cells)

constant % mCherry+ cells
similar proliferation rate

+

decreased % mCherry+ cells
defective proliferation

0

0.2

0.4

0.6

0.8

1

1.2

1.4 Oct4 Nanog Sox2 GFP

41

18

7

6

Chd1

41 genes tested
18 with defects in proliferation

7 with loss of Oct4-GFP
6 not previously implicated in ES cells

P
ro

lif
er

at
io

n 
In

de
x

Passages after Infection

a

e

b c

d

Supplementary Figure 1

Supplementary Figure 1. RNAi screen in mouse ES cells. a, A loss-of-function screen for 41 candidate genes in 
ES cells. The lentiviral vector pSicoR-mCherry used transcribes a shRNA (under the control of human U6 promoter) 
and a reporter red fluorescent protein, mCherry; the ES cell line used expresses GFP under the control of the Oct4 
promoter (Oct4-GiP). b, A competition assay was performed between infected cells (mCherry+, undergoing RNAi for 
the gene of interest) and non-infected cells. The proportion of mCherry+ cells was measured by FACS analysis for 5 
passages. c, FACS plot showing the percentage of GFP+ cells in Oct4-GiP ES cells infected with either the empty 
vector or with shRNA against GFP. d, Knockdown of the three major transcription factors known to regulate ES cells 
(Oct4, Sox2 and Nanog) leads to decreased proliferation. The proliferation index was measured by comparing the 
percentage of infected cells in each passage with cells infected with a control virus. Down-regulation of GFP did not 
affect proliferation of ES cells. The values are represented as mean ± s.d. (n=3) e, Summary of the RNAi screen high-
lighting Chd1 as a novel regulator of ES cells. 7 genes showed both loss of Oct4-GFP activity and proliferation defects 
(Chd1, FoxD3, Nanog, Oct4, Sall4, Sox2, Utf1). 6 of the genes that showed proliferation defects had not previously 
been implicated in ES cells (Chd1, Cebpz, Ddx18, NFYa, NFYb, Terf1), and were confirmed by two independent 
shRNAs. A detailed description of the RNAi phenotype of NFYa and NFYb have recently been described.7
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Supplementary Figure 2. Chd1 RNAi in mouse ES cells. a, FACS plots showing mCherry and GFP fluorescence 
of Oct4-GiP ES cells infected with pSicoR-mCherry with shRNAs against Chd1 or empty vector, over 5 passages. 
Highlighted on the top right side of each plot is the percentage of mCherry+/GFP+ cells. b, Chd1 down-regulation 
upon RNAi was confirmed by qRT-PCR on cells isolated by FACS for mCherry+. The values are represented as mean 
of absolute expression ± s.d. (n=3). 
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Supplementary Figure 3. Knockdown of Chd1 leads to a reduction in the level of Oct4 but does 
not induce expression of trophectoderm markers. a, Expression levels of Oct4 were analyzed by 
qRT-PCR in infected E14 cells (isolated by FACS for mCherry) on passage 2. Chd1 RNAi, using either 
shRNA, leads to a reduction in the levels of Oct4 mRNA to about half, similar to that observed in Oct4 
RNAi. The values are represented as mean ± s.d. (n=3). b, c, Oct4 RNAi, but not Chd1 RNAi, leads to 
expression of the trophectoderm markers Cdx2 (b) and Eomes (c), measured by qRT-PCR. The values 
are represented as mean ± s.d. (n=3).
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Supplementary Figure 4

Supplementary Figure 4. Propensity for neural differentiation in Chd1i cells . a, Microarray analysis of 4 Chd1i 
clones, three from Chd1 shRNAi1 (C1i5, C1i6 and C1i9) and one from Chd1 shRNAi4 (C4i2), and 3 control cell lines, 
E14, empty virus-infected, and GFP RNAi. Hierarchical clustering revealed that the transcriptional profiles of the four 
Chd1i ES cell lines cluster together and separately from the controls. b, Few genes are down-regulated in Chd1i ES 
cells relative to controls, but a significantly larger subset of genes are up-regulated. c, The subset of up-regulated 
transcripts is enriched for genes with roles in neurogenesis, as determined by Gene Ontology term analysis. All 
terms shown have p-values adjusted for multiple testing ≤0.01. d, Up-regulation of neural markers in Chd1 RNAi 
cells, first detected with expression profiling using microarrays, was confirmed with qRT-PCR for Nestin and Blbp. 
The values are represented as mean ± s.d. (n=3). e, Immunofluorescence analysis of Chd1 RNAi cells shows 
expression of Nestin (red), but in a population not expressing the ES cell marker Oct4 (green). Nuclei were stained 
with DAPI (blue). Original magnification, x400.
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consistently lower levels of Oct4 when compared to SSEA1+ Chd1 RNAi cells. c, Blbp is already detected in 
Chd1 RNAi SSEA1+ cells and is highly induced in SSEA1- Chd1 RNAi cells, but not in GFP RNAi cells.  The 
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Supplementary Figure 6

Supplementary Figure 6. Chd1i cells have impaired differentiation. a, ES cells were cultured in non-attachment 
conditions and without LIF to form embryoid bodies (EBs). Chd1 RNAi EBs lack visceral endoderm cysts (V.E.), as seen 
in bright field images (10 day EBs). Original magnification, x100. b, Expression of primitive endoderm markers was 
analyzed in EBs at day 6. All three Chd1 RNAi clones tested showed reduced expression of Afp, Gata4, Hnf4a and Lamb, 
similar to Gata6-/- cells. The values are represented as mean ± s.d. (n=3). c, EBs plated for 12 days were analyzed for 
foci of contractile cardiac muscle. Gata6-/- cells and Chd1-deficient cells did not have any EBs with contractile foci. The 
values are represented as mean ± s.d. (n=3). d, Whole cell extracts of day 6 EBs were collected and equal amounts of 
total protein were loaded for western blot analysis. The neuronal marker Tuj1 is strongly detected in Chd1 RNAi EBs.
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Supplementary Figure 7
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*

Supplementary Figure 7. Teratomas from Chd1 RNAi ES cells have abundant neural differentiation. 
Parental E14 cells and Chd1 RNAi ES cells were introduced into immunocompromised SCID mice to form 
teratomas. Analysis of the teratomas after 12 weeks shows abundant neuroectoderm tissue (white aster-
isk) as compared to parental ES cells. Original magnification, x100.



8www.nature.com/nature

doi: 10.1038/nature08212 SUPPLEMENTARY INFORMATION

a

c

 H3K4me3       Chd1  H3K27me3      # genes

       
      

a
b
c
d
e
f
g

+
+
+
+
-
-
-

-
+
-
+
+
-
+

-
-
+
+
-
+
+

4572
3181
3116
482*
33

193
3

H3K4me3

Chd1
H3K27me3

a

b
c

d

e

f

g
* p=10-84

top 20%

40-60%

bottom 20%
60-80%

20-40%

-5.5kb +2.5kb

d

unbound bound

2
4

6
8

10
12

p = 0

Lo
g2

 e
xp

re
ss

io
n

Supplementary Figure 8

Supplementary Figure 8.  Genome-wide analysis of Chd1 binding in ES cells using chromatin immunoprecipitation 
and microarrays. a, Chd1 targets are trimethylated at histone H3 K4. Venn diagram demonstrating the overlap of Chd1, 
H3K4me3 and H3K27me3 target genes.  Numbers of genes for each section of the Venn diagram are given in the table.  
Target genes were determined using the Young lab algorithm as described in the Materials and Methods section.  Only 482 
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is significantly under-represented in bivalent domains as determined by the hypergeometric test for the ratio of the probabil-
ity of Chd1 targets found in bivalent genes to that found in non-bivalent genes. b, Genes strongly bound by Chd1 are char-
acterized by high enrichment of H3K4me3 and RNA PolII and lack H3K27me3. Binary correlation of Chd1 binding strength 
with that of H3K4me3 (left panel), RNA PolII (middle panel) and H3K27me3 (right panel) for each gene (black dot) present 
on the promoter array.  The Pearson correlation value, the –log 10 of the p value of the correlation as determined by Fisher’s 
exact test and the odds ratio are presented above each plot. Lowess normalization was used to generate the smoother 
indicated by the red line, revealing the anti-correlation of Chd1 binding with H3K27me3 and positive correlation with RNA 
PolII and H3K4me3. c, Chd1 bound targets are highly expressed.  All genes were classified into 5 groups depending on their 
expression as indicated.  Average log2(IP/input) ratios for 16 500bp windows along 8kb promoter region for each expression 
group were plotted. Note enrichment of Chd1 is highest in the 20% most highly expressed genes in ES cells. d, Genes that 
are bound by Chd1 in ES cells have a higher median of expression than those that are not bound. The p-value was calcu-
lated using the t-test. e, Chd1 is enriched immediately adjacent to transcription start site of Oct4.  The Oct4 gene is bound 
by Chd1 (following the Young lab algorithm). The graph plots log2(IP/input) ratios of probes for Chd1, H3K4me3, H3K27me3 
and PolII binding or enrichment over the 8kb promoter region of the Oct4 gene.
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Supplementary Figure 9. Chd1 binding coincides with H3K4me3 upon embryoid differentiation. a, b, During 
embryoid body differentiation of mouse E14 ES cells (days 0, 4, 8) both H3K4me3 enrichment (a) and Chd1 binding 
(b) are lost in the promoter region of Oct4 , and increase at the promoter of Gata4. The values are represented as 
mean ± s.d. (n=3). The promoter of HoxA3 is a control gene known not to be marked with H3K4me3 in ES cells17. 
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Supplementary Figure 10. Heterochromatin foci in Chd1 RNAi cells. Immunofluorescence of Chd1 RNAi cells 
for the heterochromatin mark HP1gamma shows accumulation in heterochromatin foci, whereas localization in the 
GFP RNAi cells is diffuse throughout the nucleoplasm. Scale bar, 10µm.
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Supplementary Figure 12. Chd1 levels in reprogrammed iPS cells.  Expression of Chd1 was analyzed in colonies 
expanded from empty vector- or Chd1RNAi vector-infected cells (along with the four reprogramming factors). Data are 
shown relative to a 4F+Empty iPS clone (iE1). No signifcant differences in Chd1 expression were detected between the 
control and the Chd1 RNAi iPS lines. The values are represented as mean ± s.d. (n=3).



13www.nature.com/nature

SUPPLEMENTARY INFORMATIONdoi: 10.1038/nature08212

0

4

8

12

16

20

mCh++
mCh+
mCh-

4f +
empty

4f +
Chd1
RNAi1

4f +

# 
 G

FP
++

+ 
 c

ol
on

ie
s

b c

Supplementary Figure 13

Supplementary Figure 13. Analysis of the expression of the lentiviral vector for RNAi upon reprogramming using 
the reporter gene mCherry. This assay was performed with a higher infection efficiency38, in which the RNAi virus is 
added at lower cell density (40,000 cells per 6well) and at the same time as the four reprogramming factors. a, The 
number of  colonies was scored both by morphology and  GFP expression. The values are represented as mean ± s.d. 
(n=3). b, Oct4-GFP colonies were scored using 4 categories (GFP-, GFP+, GFP++, GFP+++) depending on the number 
of GFP positive cells. Original magnification, x200. c, Only GFP+++  colonies were scored according to their mCherry 
expression. These represent colonies that are considered fully reprogrammed. No GFP+++/mCherry+ colonies were 
found when Chd1 RNAi vector was added. The values are represented as mean ± s.d. (n=3). Number of colonies are 
shown in the table below. 
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Supplementary Figure 14. Microarray analysis of CHD1 expression in several human ES cell lines. Transcriptional 
profile of seven different independently-derived human ES cell lines show up-regulation of CHD1 when compared to 
foreskin fibroblasts (FB) and Embryoid Body-derived differentiated cells (EB)25.
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Understanding the transcriptional regulation of pluripotent cells is of fundamental interest and will greatly inform
efforts aimed at directing differentiation of embryonic stem (ES) cells or reprogramming somatic cells. We first
analyzed the transcriptional profiles of mouse ES cells and primordial germ cells and identified genes upregulated in
pluripotent cells both in vitro and in vivo. These genes are enriched for roles in transcription, chromatin remodeling,
cell cycle, and DNA repair. We developed a novel computational algorithm, CompMoby, which combines analyses of
sequences both aligned and non-aligned between different genomes with a probabilistic segmentation model to
systematically predict short DNA motifs that regulate gene expression. CompMoby was used to identify conserved
overrepresented motifs in genes upregulated in pluripotent cells. We show that the motifs are preferentially active in
undifferentiated mouse ES and embryonic germ cells in a sequence-specific manner, and that they can act as enhancers
in the context of an endogenous promoter. Importantly, the activity of the motifs is conserved in human ES cells. We
further show that the transcription factor NF-Y specifically binds to one of the motifs, is differentially expressed during
ES cell differentiation, and is required for ES cell proliferation. This study provides novel insights into the
transcriptional regulatory networks of pluripotent cells. Our results suggest that this systematic approach can be
broadly applied to understanding transcriptional networks in mammalian species.

Citation: Grskovic M, Chaivorapol C, Gaspar-Maia A, Li H, Ramalho-Santos M (2007) Systematic identification of cis-regulatory sequences active in mouse and human
embryonic stem cells. PLoS Genet 3(8): e145. doi:10.1371/journal.pgen.0030145

Introduction

Pluripotent stem cells can give rise to all fetal and adult cell
lineages, including the germline. The prototypical pluripo-
tent stem cells are embryonic stem (ES) cells [1,2]. ES cells are
a remarkable model for the study of early development and
hold promise as a source for cell replacement therapies [3].
To successfully manipulate ES cells in culture, it is important
to understand the mechanisms by which ES cells maintain
their self renewal and pluripotency.

ES cells are derived from the inner cell mass of the
blastocyst, a group of cells that gives rise to all cells of the
fetus. After the blastocyst implants in the uterus and
gastrulation ensues, most cells of the embryo lose the ability
to give rise to pluripotent stem cells, except for primordial
germ cells (PGCs) [4,5]. PGCs are the germline precursors that
give rise to sperm or eggs. When cultured in vitro, PGCs give
rise to embryonic germ (EG) cells, pluripotent stem cells very
similar to ES cells [6,7].

Several regulatory pathways that control ES cell pluripo-
tency and self renewal have recently been identified (reviewed
in [8]). Factors involved include the leukemia inhibitory
factor (LIF) and BMP signaling pathways [9–12], and tran-
scription factors Nanog [13,14] and Oct4 [15,16]. Interest-
ingly, the signaling pathways do not appear to be conserved
between mouse and human ES cells [17–20], but the tran-
scriptional regulators Oct4 and Nanog are required in ES
cells of both species [21–23]. Recent studies indicate that

transcription factors other than Oct4 and Nanog are also
important for maintenance of the ES cell state [24,25]. A
major goal will be to obtain a complete description of the
transcriptional regulatory networks of ES cells.
The increasing availability of whole genome sequences and

high-throughput experimental methods, such as microarrays,
have led to the development of systematic approaches for
deciphering transcriptional regulation. Such analyses gener-
ally lead to the identification of sets of genes whose
expression is coregulated. It has been shown that genes
within a coregulated set often share common cis-regulatory
motifs, corresponding to transcription factor binding sites, in

Editor: Anne C. Ferguson-Smith, University of Cambridge, afsmith@mole.bio.cam.
ac.uk

Received March 26, 2007; Accepted July 10, 2007; Published August 31, 2007

Copyright: � 2007 Grskovic et al. This is an open-access article distributed under
the terms of the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original author
and source are credited.

Abbreviations: ChIP, chromatin immunoprecipitation; dpc, days post coitum; EB,
embryoid body; EG, embryonic germ; ES, embryonic stem; LIF, leukemia inhibitory
factor; PGC, primordial germ cell; RA, retinoic acid; RNAi, RNA interference; RT-PCR,
reverse transcriptase PCR; SGM, somatic cells of the genital ridge/mesonephros
area; shRNA, short hairpin RNA; TK, thymidine kinase

* To whom correspondence should be addressed. E-mail: haoli@genome.ucsf.edu
(HL); mrsantos@diabetes.ucsf.edu (MRS)

[ These authors contributed equally to this work.

PLoS Genetics | www.plosgenetics.org August 2007 | Volume 3 | Issue 8 | e1451524



their upstream genomic sequences (for reviews see [26,27]). A
number of computational algorithms have been developed to
identify such regulatory motifs. These algorithms include
enumeration of overrepresented substrings or regular ex-
pression patterns, local multiple sequence alignment, or
sequence segmentation to decompose the DNA sequence into
the most plausible set of motifs [28–32]. The strategy of
identifying clusters of coregulated genes by expression
profiling followed by a computational search for regulatory
motifs has been successfully applied to a number of questions,
mostly in lower eukaryotes such as yeast. For mammalian
species, the problem is much more challenging [33], as the
genomes are more complex and regulation often involves
combinatorial action of transcription factors [34]. Examples
of computational de novo motif discovery followed by
experimental validation in mammalian species are scarce.
One experimentally validated case recently reported using
motif discovery to identify mouse transcription factors that
regulate oxidative phosphorylation [35].

Recent algorithms targeted at higher eukaryotes use
interspecies comparisons to identify functional motifs in
orthologous promoters [36–38], because functional elements
are subject to selective pressure and tend to evolve more
slowly than nonfunctional sequences [34]. These algorithms
typically use conserved blocks of DNA sequence that can be
aligned to reduce the background noise. However, alignment-
based approaches can miss important sequence motifs as
many regulatory sequences do not fall into conserved regions
[39,40].

In this paper, we used a combination of gene expression
profiling with computational genomic analyses and biochem-
ical assays to systematically identify novel cis-regulatory
sequences that control gene expression in pluripotent stem
cells. To gain insight into the transcriptional regulatory
networks of pluripotent cells, we compared the gene
expression profiles of ES cells and PGCs to embryonic and
adult somatic cell types. We identified clusters of genes
upregulated in ES cells and PGCs, which include several
known markers of pluripotency. To identify regulatory motifs

that control gene expression within these clusters, we
developed a novel algorithm, CompMoby. This algorithm
combines the strategies of comparative genomics with DNA
sequence segmentation to identify sets of motifs in the
upstream regions of coregulated genes. Using CompMoby, we
identified motifs that are statistically overrepresented in
genes upregulated in pluripotent cells and highly conserved
across multiple mammalian species. We demonstrate that
several of the predicted motifs are novel regulatory elements
of gene expression in mouse and human ES cells. Finally, we
show that the transcription factor NF-Y binds to one of the
motifs, is differentially expressed during ES cell differ-
entiation, and is required for ES cell proliferation.

Results

Genes Upregulated in Pluripotent Cells Are Involved in
Transcription, Chromatin Remodeling, Cell Cycle, and DNA
Repair
The identification of the gene expression profiles of PGCs

and neighboring somatic cells of the genital ridge/mesoneph-
ros area (SGM) is described elsewhere (Wei et al., submitted).
Briefly, PGCs and SGM cells were isolated by fluorescence-
activated cell sorting from 11.5-d post coitum (dpc) mouse
embryos carrying the Oct4/EGFP transgene. This construct
has been shown to drive expression of EGFP specifically in
PGCs [41]. We then identified the gene expression profiles of
PGCs and SGM cells using Affymetrix U74Av2 microarrays.
The raw data can be obtained from ArrayExpress. The
complete normalized expression data can be found in Dataset
S1. We compared the gene expression profiles of PGCs and
SGM cells to those of embryonic and adult stem cells, and adult
differentiated tissues [42]. Hierarchical clustering revealed
similarities at the gene expression level between PGCs and ES
cells (Figure 1A). Furthermore, the transcription profile of ES
cells is more similar to PGCs than to that of adult stem cells.
This result suggests that aspects of the transcriptional

regulation of pluripotency of ES cells are maintained in PGCs
during embryogenesis. We therefore sought to identify
clusters of genes upregulated in ES cells and PGCs, but not
in other cell types. Figure 1A depicts a composite cluster of
230 probe sets upregulated (in red) in pluripotent cells, and
downregulated or not expressed (in blue) in adult stem cells
and differentiated cells (Figure 1A and Dataset S2). These
genes are also largely downregulated upon differentiation of
ES cells, a further indication that their expression correlates
with the pluripotent state (H. Chipperfield, S. Zhong, D.
Melton, and W. Wong, personal communication). This cluster
includes several known markers of pluripotency (see below).
We used Onto-Express [43] to search the Gene Ontology

database for functional categories overrepresented in the
cluster of genes upregulated in pluripotent cells (Figure 1B).
The full list of Gene Ontology categories can be found in
Datasets S3, S4, S5, and S6. Overall, our data indicate that
pluripotent cells are highly enriched for nuclear activities
related to cell cycle, DNA repair, transcription, and chroma-
tin remodeling.

Computational Identification of Putative Regulatory
Motifs
Genes coexpressed in pluripotent cells may be (at least in

part) coregulated by the same transcription factors. It follows
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Author Summary

Embryonic stem cells have two remarkable properties: they can
proliferate very rapidly, and they can give rise to all of the body’s cell
types. Understanding how gene activity is regulated in embryonic
stem cells will be an important step towards therapeutic applica-
tions. The activity of genes is regulated by proteins called
transcription factors, which bind to stretches of DNA sequences
that act as on or off switches. We identified genes that are active in
mouse embryonic stem cells but not in differentiated cells. We
reasoned that if these genes have similar patterns of activity, they
may be regulated by the same transcription factors. We therefore
developed a computational approach that takes information on
gene activity and predicts DNA sequences that may act as switches.
Using this approach, we discovered new DNA switches that regulate
gene activity in mouse and human embryonic stem cells.
Furthermore, we identified a transcription factor that binds to one
of these DNA switches and is important for the rapid proliferation of
embryonic stem cells. Our approach sheds light on the genetic
regulation of embryonic stem cells and will be broadly applicable to
questions of how gene activity is regulated in other cell types of
interest.



that transcription factor binding sites responsible for driving
gene expression in pluripotent cells are likely to be over-
represented in the cis-acting regions of those genes. We
therefore took a computational approach to identify DNA
motifs that are statistically overrepresented in the putative
promoter and enhancer regions of genes upregulated in

pluripotent cells. To reduce noise in our computational
analysis, we derived a smaller subset of genes, those with highly
significant changes in expression (standard deviation/mean .

0.6). A smaller cluster of 55 probe sets (Dataset S7) was
obtained that includes several knownmarkers of pluripotency,
such as Oct4, Nanog, Gdf3, Dppa2, Esg1, Utf1, and Tera.

Figure 1. Identification of Genes Upregulated in Pluripotent Cells

(A) Gene expression profiling of ES cells and PGCs. Hierarchical clustering was used to identify genes upregulated in ES cells and PGCs relative to SGMs,
bone marrow (BM), hematopoietic stem cells (HSCs), lateral ventricles of the brain (LVB), and neural stem/progenitor cells (NSCs) [42]. The cluster shown
depicts gene expression of 230 probe sets upregulated in ESCs and PGCs. Red means the gene is upregulated, blue means it is downregulated.
(B) Functional annotation of genes upregulated in ES cells and PGCs. Gene Ontology analysis was performed to identify functional categories
overrepresented in the cluster of genes upregulated in pluripotent cells (A). The top pie chart represents the ontology ‘‘cellular component,’’ the
middle pie chart represents the ontology ‘‘biological process,’’ and the bottom pie chart represents the ontology ‘‘molecular function.’’ Categories
shown are significantly overrepresented at p , 0.005. Grey slices represent categories with p . 0.005.
doi:10.1371/journal.pgen.0030145.g001
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To identify cis-regulatory motifs involved in transcriptional
regulation of pluripotency-associated genes, we developed
CompMoby (Comparative MobyDick), which improves upon
MobyDick [28] by incorporating a flexible analysis of evolu-
tionary conservation (Figure 2A). From a set of coregulated
genes, CompMoby builds multiple dictionaries (lists of motifs)
from the upstream noncoding sequences of individual
genomes as well as sequences conserved across species. The
motifs of these dictionaries are clustered to obtain a final
dictionary of motif clusters. CompMoby then screens for
motif clusters that are overrepresented in the set of
coregulated genes compared to the entire genome.

Functional elements may not reside within conserved
regions [39,40], and an advantage of CompMoby is that it
does not solely rely on sequence alignments, but also uses
information from individual genomes. By combining these
two sets of information, CompMoby can identify conserved
sites that are aligned, sites that are conserved but not aligned,
and nonconserved sites. CompMoby is flexible; motifs do not
have to be exactly conserved across species, since clustering
the multiple dictionaries derived from different sets of
sequences will group motifs related to each other by a few
mutations.

We employed CompMoby to identify putative cis-acting
motifs in the upstream sequences that may be shared among
upregulated genes in mouse pluripotent cells and their
human orthologs (Datasets S8–S13). From our final dictionary
(Figure 2B and Datasets S14 and S15), we selected ten motif
clusters and used promoter alignment data between human,
mouse, rat, and dog [44] to systematically identify highly
conserved motifs and their flanking regions (Figure 2C and
Dataset S16) within the promoters of genes upregulated in
pluripotent cells. We chose 25 different motifs and their
flanking regions from our top ten motif clusters for further
experimental characterization (underlined sequences in
Figure 2B).

It is important to note that two of the predicted motifs
correspond to putative binding sites of known transcriptional
regulators of ES cells. The motif 7 cluster contains the
sequence ATTACAAT, which has been implicated in Sox2
binding [45]. This sequence and its flanking regions are
conserved in the upstream sequences of the Nanog gene in
human, mouse, rat, and dog (Figure 2C). Interestingly, the
conserved sequence corresponds to the recently described
binding site for Oct4 and Sox2 that is required for Nanog
expression [45,46], indicating that we have indeed identified a
functional motif that regulates a pluripotency-associated
gene. Cluster 8 contains a palindromic motif that matches
the known canonical binding motif for Myc [47,48]. Although
several other members of the basic helix-loop-helix family

can bind this motif [49], it is interesting to note that c-Myc
has recently been implicated in the regulation of self-renewal
and pluripotency in mouse ES cells [50], and that it is part of a
cocktail of factors capable of inducing pluripotency [51].
These results demonstrated the power of CombMoby and
suggested that the other novel identified motifs may also be
functional.

Identification of Novel Regulatory Motifs in Mouse ES Cells
We next sought to assess the transcriptional regulatory

activity of the predicted motifs. We transfected mouse ES
cells with Firefly luciferase reporter constructs containing the
motifs upstream of a heterologous thymidine kinase (TK)
minimal promoter (Figure 3). Each construct contained a
motif and its flanking sequences (median length 30 bp)
present in at least two repeats (table in Figure 3A; Dataset
S18). As a positive control, we used a 242-bp fragment of the
Oct4 distal enhancer (DE) (Oct4, Figure 3A). Since one of our
predicted motifs together with its flanking sequence has
already been shown to regulate Nanog and be sufficient for
gene expression in ES cells [45,46], we used it as an additional
positive control (Nng, Figure 3A). Both controls contain an
Oct4/Sox2 binding site, the only known enhancer element
shown to specifically regulate expression of several genes
preferentially expressed in ES cells [45,52–56].
When compared to the construct containing only the TK

promoter (Figure 3A), 14 out of 25 motif-containing
constructs showed a change in luciferase expression in
transfected ES cells (Figure 3B, red bars), suggesting that
the predicted motifs are functional enhancers of tran-
scription. Notably, the enhancer activity of several motifs
was higher than the activity of the previously identified Oct4/
Sox2 enhancer (Figure 3B, compare motifs 1a, 1b, 2a, and 2c
to Nng).
For some motifs, we tested different numbers of repeats

(Figure 3A and Figure S1) and found that the increase in
luciferase expression was directly proportional to the number
of repeats, further suggesting that the predicted motifs act as
transcriptional activators. To determine if the observed
transcriptional activation is specific for pluripotent ES cells,
we transfected several differentiated cell types: HEK293,
NIH-3T3, and ES cells differentiated either by formation of
embryoid bodies (EBs) or addition of retinoic acid (RA)
(Figure 3B, blue bars). Several motifs showed decreased
activity in differentiated cells compared to ES cells, indicating
that they are preferentially active as transcriptional en-
hancers in pluripotent ES cells.
Two of the tested motifs appear to have repressing

activities. While showing little activity in ES cells, motif 4b
seems to downregulate expression in NIH 3T3s (which are
transformed mouse embryonic fibroblasts) and EB cells

Figure 2. Computational Analysis and Identification of Regulatory Motifs

(A) Schematic diagram of the CompMoby algorithm.
(B) Top ten predicted motif clusters from CompMoby analysis of 2,000-bp sequences upstream from the transcriptional start site of 55 probe sets
upregulated in pluripotent cells. Upstream sequence sets are given as Mouse (M), Human (H), and Conserved blocks between mouse and human (C).
The fourth column lists�log10 p-values, which are calculated based on overrepresentation of the motif cluster in sequences upstream of the 55 probe
sets relative to all other probe sets. p-Values are Bonferroni corrected for multiple testing. Underlined motifs were chosen for experimental
characterization.
(C) Examples of motifs (red) found by CompMoby to be highly conserved across four mammalian species. Asterisks denote bases conserved across all
four species.
doi:10.1371/journal.pgen.0030145.g002
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Figure 3. Experimental Validation of Predicted Regulatory Motifs

(A) Schematic representation of constructs used in this study. A fragment of the Oct4 distal enhancer (DE, bp�2,181 to�1,939) (Oct4), and the Oct4/
Sox2 regulatory motif identified in cluster 7 and comprising a part of the Nanog promoter (bp �190 to �156) (Nng) were used as positive controls.
Predicted motif sequences (1a, 1b, . . ., 10b) were fused to a construct containing Firefly luciferase driven by a minimal TK promoter. The number of
repeats for a given motif is indicated in the right panel. Constructs 2c and 8a bear two repeats of genomic sequence that each contains two predicted
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(Figure 3B). Therefore, motif 4b might bind a repressor
necessary for downregulation of genes expressed in ES cells
upon differentiation. In contrast, motif 7a appears to confer
repression preferentially in ES cells, suggesting that it may
control the levels of ES cell-expressed genes (Figure 3B). In
summary, we have identified several novel cis-acting motifs
that are sufficient to regulate gene expression preferentially
in undifferentiated mouse ES cells. These results demonstrate
that CompMoby can successfully predict functional motifs in
mammals and even compares favorably to studies in
organisms with simpler genomes such as yeast [57].

We decided to focus on eight motifs that showed the most
interesting levels of activity in undifferentiated versus
differentiated cells (Figure 4A). To confirm that the predicted
motifs are indeed responsible for this activity, we performed
mutational analyses by introducing point mutations at every
second position of a motif sequence, with the exception of
motif 1a and 8a. Motifs 1a and 8a, while clearly belonging to
distinct motif clusters, have the sequence CACGTG in
common (Figures 2B and 4A). CACGTG has been previously
identified as a binding site for c-Myc and several other
transcription factors of the basic helix-loop-helix family (see
above), and a point mutation in CACGTG inhibits binding of
Myc proteins [58]. Therefore, we decided to introduce a
single point mutation in motifs 1a and 8a (1aM1, and 8aM,
respectively). When transfected into mouse ES cells (Figure
4B), both mutated motifs 1a and 8a showed a drastic
reduction in activity. This result indicates that their enhancer
activity is regulated by the CACGTG sequence, likely through
the binding of a basic helix-loop-helix transcription factor.
The construct tested for motif 1a contains GC-rich sequences
in the regions flanking the predicted motif. Particular GC-
rich sequences may be bound by the Sp1 transcription factor
[59]. To test the contribution of flanking sequences to the
activity of motif 1a, we introduced four point mutations in
each of the flanking regions (1aM3), four point mutations in
the motif 1a sequence (1aM2), and both combined (1aM4).
Our results indicate that the enhancing activity of motif 1a is
due to the predicted motif sequence, and not to the flanking
regions (Figure 4B). Similarly, the activity of all other motifs
was significantly reduced or abolished when mutated,
indicating that the predicted motif sequences are responsible
for their activity.

To determine whether the identified motifs are specifically
active in ES cells only, we tested their activity in another
pluripotent cell type, EG cells. We found that all of the tested
motifs have comparable levels of activity in both pluripotent
cell types (Figure 4C). Next, we investigated whether any of
the motifs are required for regulation of gene expression in
the context of an endogenous promoter. One of the genes we
identified as upregulated in pluripotent cells is Eed (Datasets
S2 and S7), a component of chromatin remodeling complexes
that regulate transcriptional silencing in ES cells [60]. The
regulatory sequences of the Eed gene have not been described,

and the genomic sequence upstream of Eed contains several
of our predicted motifs. Point mutations in the sequences
representing predicted motifs 2 and 6 significantly reduced
the activity of the Eed promoter (Figure 4D), indicating that
motifs 2 and 6 are necessary for maximal expression driven
by the endogenous Eed promoter. Future studies will be
necessary for complete dissection of the Eed promoter.
Nevertheless, our proof-of principle experiments demon-
strate that at least some of the motifs identified as sufficient
to enhance transcription of a heterologous promoter in
pluripotent stem cells are also functional enhancers of an
endogenous promoter. In summary, we have identified novel,
bona fide regulatory motifs present in genes preferentially
expressed in pluripotent cells. We anticipate that our
approach will greatly accelerate the dissection of enhancer/
promoter elements of pluripotency-associated genes.

The Identified Regulatory Motifs Are Active in Human ES
Cells
Comparative DNA sequence analysis of pluripotency-

associated genes revealed a high degree of conservation
between mouse and human for several of the identified motifs
(Figure 2C). To address whether the motifs active in mouse ES
cells are also sufficient to activate transcription in human ES
cells, we compared the expression levels of constructs bearing
the identified motifs (Figure 5, red bars) with their mutated
counterparts (blue bars). Interestingly, all of the motifs
showed significant regulatory activity in human ES cells with
levels similar to those in mouse ES cells. Likewise, the activity
was diminished or abolished upon point mutations. These
results underscore the power of our approach to predict and
identify regulatory elements and suggest a strong degree of
conservation in the transcriptional regulatory networks in
mouse and human ES cells.

Proteins Present in ES cells, Including the Transcription
Factor NF-Y, Bind Sequence-Specifically to the Motifs
For several of the motifs, we performed electrophoretic

mobility shift assays (EMSA) with biotin-labeled motif
sequences. In the presence of ES cell nuclear protein extracts,
shifted bands were observed for motifs 1a, 1b, 2a and 8a
(Figure 6A). Several of these bands represent specific protein-
motif complexes, as they were efficiently competed in the
presence of excess unlabeled wild-type (1a, 1b, 2a and 8a,
respectively) but not mutated probe (1aM, 1bM, 2aM and
8aM, respectively) (Figure 6A). These results show that
proteins present in ES cells bind sequence-specifically to
the motifs.
To identify putative transcription factors that can bind to

the motifs, we systematically searched databases of known
transcription factors. We did not find a match for most of the
motifs, e.g., 1 and 2. We are particularly interested in
identifying transcription factors that bind to these motifs,
as they showed very high enhancer activity specifically in

regulatory motifs. (B) Regulatory activity of predicted motifs in mouse ES cells. Constructs described in (A) were transfected in undifferentiated mouse
ES cells (red bars); or HEK293, NIH-3T3, and ES cells differentiated by formation of EBs or addition of RA (blue bars). A plasmid containing Renilla
luciferase driven by the TK promoter was cotransfected. After 24 h, cells were lysed and assayed for luciferase activities. Firefly values were corrected for
Renilla values, and the activities of the tested constructs were calculated relative to the activity of the TK construct, which was set to 1. For
undifferentiated mouse ES cells, each construct was tested in several independent experiments (five on average), and representative results are shown.
For HEK293, NIH-3T3, EB-derived, and RA-differentiated ES cells, one representative experiment is shown for each (blue bars). Bars represent averages of
triplicates performed in each single experiment. Error bars depict standard deviation.
doi:10.1371/journal.pgen.0030145.g003
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undifferentiated ES cells (Figure 3B; compare motifs 1a, 1b,
2a, and 2c to Oct4), but these transcription factors will have
to be identified with unbiased biochemical or genetic
approaches.

For motif 6 we were able to take a candidate factor
approach. Two variants of the motif 6 (motifs 6a and 6b)
contain a CCAAT box that when mutated caused a reduction
in enhancer activity (Figures 4 and 5). CCAAT boxes have
been shown to act as enhancers of transcription [61]. To
identify the motif 6 binding factor(s), we performed EMSA.
When biotin-labeled motif 6b was incubated with ES cell
nuclear protein extracts, several shifted bands were observed
(lane 2, Figure 6B). Excess unlabeled motif 6a and 6b, but not
motif 6bM where the CCAAT box was mutated (Figure 4A),
eliminated the binding of the major band, indicating that the
band represents factor(s) specifically bound to the CCAAT
box (lanes 3–5, Figure 6B). Several proteins able to bind
CCAAT boxes have been described [62]. Among these is a
heterotrimeric factor NF-Y (composed of NF-YA, NF-YB, and
NF-YC subunits), which requires a high degree of conserva-
tion of the CCAAT sequence [63,64]. To determine whether
NF-Y binds to the CCAAT box of motifs 6a and 6b, we
performed additional EMSAs in which ES cell extracts were
preincubated with anti-NF-Y antibodies (lanes 6–9, Figure
6B). The major motif 6b–protein complex was found to be

specifically supershifted by antibodies against both NF-YA
and NF-YB (lanes 6–9, Figure 6A), but not by an unrelated
antibody (lanes 10 and 11, Figure 6B). These data show that
NF-Y binds to motif 6, indicating that the NF-Y binding site is
conserved and overrepresented in cis-acting regions of genes
preferentially expressed in pluripotent cells.
To confirm that NF-Y binds directly to the promoters of

genes upregulated in pluripotent cells, we performed
chromatin immunoprecipitation (ChIP) real-time PCR.
Cdc25c is a known target of NF-Y [65] and Sall4 and Zic3 are
two of the genes with the highest levels of upregulation in
pluripotent cells, present in the cluster in Figure 1A, that
contain consensus NF-Y sites. Our ChIP data show that NF-Y
binds to the CCAAT-containing regions of these genes in ES
cells, but not to a control gene (Rpl15) that is not upregulated
in ES cells (Figure 6C).

NF-Y Is Differentially Expressed during ES Cell

Differentiation
Even though NF-Y is expressed in several cell types and

tissues [61], there is strong evidence for its differential
expression: NF-YA and NF-YC are highly upregulated in
mouse oocytes (40-fold and 12-fold, respectively, relative to
the median expression in 60 other tissues) [66]. NF-YB was
recently identified in a screen for genes upregulated in the

Figure 5. The Activity of the Identified Motifs Is Conserved in Human ES Cells

Cells were transfected and data were analyzed as described in Figure 3B. Results from one of two independent experiments are shown. Bars represent
average of duplicates performed in each single experiment, error bars depict standard deviation. Wild-type sequences, red bars; mutated sequences,
blue bars.
doi:10.1371/journal.pgen.0030145.g005

Figure 4. The Predicted Regulatory Motifs Are Sequence-Specific, Active in Both Mouse ES and EG Cells, and Act as Functional Enhancers of the

Endogenous Eed Promoter

(A) Mutations in the predicted regulatory motifs. Sequences containing the predicted regulatory motifs (depicted in red) flanked by endogenous
sequences are shown on the left. Sequences containing point mutations (depicted in blue) are shown on the right.
(B) Regulatory activity of the predicted motifs and their mutated counterparts in mouse ES cells. Data were collected and analyzed as described in
Figure 3B. Representative results from five independent experiments are shown. Bars represent averages of triplicates performed in each single
experiment. Error bars depict standard deviation. Wild-type sequences, red bars; mutated sequences, blue bars.
(C) Regulatory activity of predicted motifs and their mutated counterparts in mouse EG cells. Data were collected and analyzed as described in Figure
3B. Representative results from two independent experiments are shown. Bars represent averages of triplicates performed in each single experiment,
error bars depict standard deviation. Wild-type sequences, red bars; mutated sequences, blue bars.
(D) Activity of regulatory motifs 2 and 6 present in Eed upstream genomic sequence. A 1.7-kb fragment of Eed upstream genomic sequence (bp�1,605
toþ109 relative to the transcription start site) was cloned and fused to the Firefly luciferase reporter gene (Eed). Mouse ES cells were transfected, and
the activity of the Eed construct was compared to the activities of the construct containing luciferase reporter gene alone (ctrl), a TK-bearing construct
containing the Oct4 DE (Oct4), an Eed construct containing four point mutations in motif 2 (Eed 2M), and an Eed construct containing four point
mutations in motif 6 (Eed 6M). Data were collected and analyzed as described in Figure 3B. Results from two independent experiments are shown. Bars
represent averages of triplicates performed in each single experiment; error bars depict standard deviation. Wild-type sequences, red bars; mutated
sequences, blue bars. The same mutations also significantly reduce activity of the Eed promoter in EG cells (unpublished data).
doi:10.1371/journal.pgen.0030145.g004

PLoS Genetics | www.plosgenetics.org August 2007 | Volume 3 | Issue 8 | e1451532

Identification of Regulatory Sequences in ES Cells



inner cell mass of the mouse blastocyst [67]. In addition,
alternative splicing produces two different NF-YA isoforms:
NF-YA(long) and NF-YA(short) [68].

We analyzed expression of NF-YA (including long and
short isoforms), NF-YB, and NF-YC during mouse and human
ES cell differentiation (Figure 7A). The levels of NF-Y mRNAs
were analyzed by real-time reverse transcriptase PCR (RT-
PCR) in mouse ES cells and differentiated ES cells either
treated with RA or induced to form EBs. Interestingly, the

expression of the two isoforms of NF-YA (long and short)
changed in opposite directions; while the levels of NF-
YA(long) increased with ES cell differentiation, NF-YA(short)
was significantly downregulated with differentiation. At day 6
of RA-induced differentiation, NF-YA(short) was not de-
tected, and at day 7 it was detected at low levels (8-fold
reduction) (Figure 7A). The expression of NF-YB subunit was
modestly reduced (up to 2.5-fold), while that of NF-YC did
not change considerably during the course of differentiation.

Figure 6. Proteins Present in ES Cells, Including NF-Y, Bind Sequence-Specifically to the Motifs

(A) EMSA using motifs 1a, 1b, 2a and 8a. EMSA was performed with a double-stranded, biotin-labeled oligonucleotide containing the corresponding
motif in the absence or presence of ES cell nuclear extracts. Where indicated, ES cell nuclear extracts were preincubated with a 200-fold molar excess of
unlabeled competitor double-stranded oligonucleotides. For motif 8a, ES cell nuclear extracts were also preincubated with a 100-fold molar excess of
unlabeled competitor double-stranded oligonucleotides. Arrows denote specific bands.
(B) EMSA using motif 6. EMSA was performed with a double-stranded, biotin-labeled oligonucleotide containing motif 6b in the absence (lane 1) or
presence (lanes 2–11) of ES cell nuclear extracts. ES cell nuclear extracts were preincubated with a 200-fold molar excess of unlabeled competitor
double-stranded oligonucleotides (lanes 3–5), increasing amounts of a-NF-YB (lanes 6 and 7), a-NF-YA (lanes 8 and 9), or unrelated antibody (lanes 10
and 11). Arrow denotes the major specific band.
(C) ChIP-real time PCR. Chromatin was precipitated from ES cell nuclear extracts using a-NF-YB or unrelated antibody. Data represent fold enrichment in
the a-NF-YB precipitation relative to the unrelated antibody precipitation. Cdc25c is a known target of NF-Y [65] and Sall4 and Zic3 are two of the genes
with the highest levels of upregulation in pluripotent cells (Figure 1A) that contain consensus NF-Y sites. Rpl15 is a control gene that is not upregulated
in ES cells. Black and white bars represent independent experiments performed with different ES cell nuclear extracts.
doi:10.1371/journal.pgen.0030145.g006
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During differentiation of human ES cells, the expression of
all NF-Y subunits was significantly reduced (Figure 7A). There
is a lack of concordance of expression patterns for NF-
YA(both), NF-YA(long), and NF-YC between the mouse and
human EBs. It is possible that not all of the NF-Y subunits are
regulated in identical manner in mouse and human ES cells,
or that the cells forming in differentiated EBs, which are very
heterogeneous cell populations, differ in nature or propor-
tion in both species and have different levels of some NF-Y
subunits (particularly NF-YA[long] and NF-YC). Nevertheless,
our results show that NF-Y subunits, in particular NF-
YA(short) and NF-YB, are downregulated during differ-
entiation of mouse and human ES cells, suggesting that a
specific subunit composition of NF-Y may be critical for ES
cells.

NF-Y Regulates ES Cell Proliferation
NF-Y has been implicated in promoting proliferation

[69,70] and inhibiting differentiation [71] and senescence
[72]. NF-YA mutant mice have been reported to display early
embryonic lethality, as no mutant embryos were observed at
the earliest stage analyzed (8.5 dpc) [70]. However, the
function of NF-Y in ES cells had not been examined. We
sought to investigate the role of NF-Y in proliferation of ES
cells, using RNA interference (RNAi) in combination with a
recently described competition assay [25]. This assay meas-
ures the ability of cells undergoing RNAi and grown in the
presence of wild-type cells to maintain the rapid cell
proliferation that characterizes wild-type ES cells (Figure
7B). The results are therefore a measure of the growth rate of
ES cells undergoing RNAi relative to that of wild-type cells.
We tested the effect of lentivirus-mediated NF-Y knockdown
in mouse ES cells. As all three NF-Y subunits are required for
sequence-specific DNA binding and downregulation of any
subunit is expected to impair NF-Y binding to DNA [63,64],
we infected GFP-expressing ES cells [73] with either NF-YA or
NF-YB short hairpin RNAs (shRNAs). Similar to the control
Oct4 shRNA [25], cells infected with NF-YA or NF-YB shRNAs
were selectively out-competed by wild-type cells over time
(NF-Yai1 and NF-Ybi1, Figure 7B). To confirm the RNAi
specificity and exclude possible off-target effects, we tested
NF-YA and NF-YB shRNAs that target a different region of
the mRNAs (NF-Yai2 and NF-Ybi2, respectively, Figure 7B). In

addition, an unrelated shRNA and an shRNA targeting GFP
transcript were used to exclude the possibility that the effects
observed were due to sequestration of the RNAi machinery,
rather than depletion of specific gene products (ctrl and
GFPi, respectively, Figure 7B). While the percentage of cells
infected with the unrelated or GFP shRNAs did not change
significantly, cells infected with the NF-Yai2 and NF-Ybi2
shRNAs were out-competed by noninfected, wild-type cells.
The specificity of the NF-YA and NF-YB knockdown was
confirmed by real-time RT-PCR (unpublished data). Our
preliminary results using real-time RT-PCR for several
differentiation markers do not reveal induction of differ-
entiation upon RNAi. This suggests that the primary role of
NF-Y may be to maintain the high proliferative capacity of ES
cells.
We characterized the role of NF-Y in ES cell proliferation

in more detail. Plating cells at low density revealed a strong
decrease in the clonogenic potential of ES cells undergoing
RNAi against NF-YA or B, relative to control cells (Figure 7C).
Using staining for alkaline phosphatase, a marker of
undifferentiated ES cell colonies, we did not observe partially
stained or unstained colonies upon NF-Y knockdown. The
very few colonies that formed were still alkaline phosphatase
positive, and may be due to less than 100% pure FACS
isolation of cells undergoing RNAi prior to plating, or to
incomplete knockdown of NF-Y to levels that still allow
colony formation. These data indicate that knockdown of NF-
YA or NF-YB compromises the clonogenic potential of mouse
ES cells, reducing it by 5–10-fold. Cell cycle analysis using NF-
YA knockdown ES cells revealed an increased proportion of
cells in G1 and a decreased proportion of cells in S phase
(Figure 7D). Taken together, these results indicate that
inhibition of NF-Y function leads to defects in ES cell
proliferation that correlates with an accumulation of cells at
the G1/S transition of the cell cycle.

Discussion

In this study we report a systematic approach that
combines comprehensive expression analysis of coregulated
genes, computational de novo motif prediction, biochemical
validation of cis-regulatory elements, and identification of
transcription factors that bind to those elements in pluri-

Figure 7. NF-Y Is Differentially Expressed during ES Cell Differentiation and Is Required for ES Cell Proliferation

(A) Expression levels of NF-YA, NF-YA(long), NF-YA(short), NF-YB, and NF-YC during differentiation of ES cells. Real-time RT-PCR of RA-treated mouse ES
cells, upper left panel; EB formation by mouse ES cells, upper right panel; EB formation by human ES cells, lower left panel. Fold-changes were
calculated relative to undifferentiated ES cells using the REST software [94] and housekeeping genes as controls. A representative of at least three
experiments (each performed in duplicate) is shown. Days of differentiation are indicated next to the bars.
(B) RNAi-based competition assay. Mouse ES cells were infected with a lentiviral vector that induces RNAi and labels the cells with a red fluorescent
marker, mCherry. The percentage of cells undergoing RNAi (mCherryþ) was measured in a competition assay with noninfected wild-type cells over time.
The ratio [mCherryþ cells in RNAi against target gene/mCherryþ cells in RNAi against GFP] gives a proliferation index. In the case of cells undergoing
RNAi against GFP (GFPi), the ratio was calculated using cells infected with empty lentiviral vector as control. This index is expected to remain at 1 over
time if there are no effects of RNAi against the target gene on proliferation and to be less than 1 if there are defects in cell proliferation. We validated
our approach with RNAi against Oct4 (black bars). Downregulation of NF-YA or NF-YB leads to defective proliferation of ES cells (orange and red bars,
respectively), while the unrelated control sequence or downregulation of GFP has no effect (blue and green bars, respectively). Results from one of 3–5
independent experiments are shown. Bars represent averages of duplicates (NF-YB, control) or triplicates (NF-YA, GFP, Oct4) performed in a single
experiment.
(C) Colony-formation assay. Control (vector and GFPi) cells and cells undergoing RNAi against NF-YA or B were sorted and plated at low density (300
cells per well of a 6-well plate) in triplicates. Colonies were counted after 10 d of culture.
(D) Cell-cycle analysis. Cells infected with a lentivirus leading to NF-YA knockdown were sorted for mCherryþ cells (NF-YAi), which are undergoing RNAi
against NF-YA, or mCherry- cells (mCh-), which correspond to in-plate control noninfected cells with which the NF-YA knockdown ES cells are
competing. An additional control used was ES GFPi cells. Cells were stained using propidium iodide and analyzed for DNA content using flow
cytometry. Samples were analyzed in triplicates. Error bars depict standard deviation.
doi:10.1371/journal.pgen.0030145.g007
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potent stem cells. Our methodology can be used with any set
of coregulated genes, and, as such, is broadly applicable to the
characterization of transcriptional regulatory networks. The
approach we describe compares favorably to the standard
experimental method to identify regulatory sequences, which
relies on time-consuming dissection of large noncoding
regions of a single gene. When compared to other methods
to identify cis-regulatory elements, like ChIP in combination
with microarrays (ChIP-chip) or paired-end ditag sequencing
(ChIP-PET), our approach has two principal advantages: it
does not require prior knowledge of the critical transcription
factors whose targets are to be investigated, and it is not
limited by the number of cells available for analysis. In
particular, we have been able to generate reliable expression
data from as low as 500–1,000 cells (unpublished data),
whereas current ChIP-chip and ChIP-PET methods require
several million cells [23,74,75]. Thus, we envision that the
approach described here will be particularly useful for the
characterization of transcriptional networks that regulate cell
fate decisions during embryonic development and stem cell
differentiation.

We identified short DNA sequence motifs that are highly
active in undifferentiated ES cells but not in differentiated
cells (Figure 3B, motifs 1 and 2). Importantly, the level of
activity of these motifs is significantly higher than that of the
Oct4/Sox2 element in the Nanog promoter (Figure 3B,
compare motifs 1a, 1b, 2a, and 2c to Nng). These results
indicate that we identified enhancer elements that are bound
by transcriptional factors preferentially active in undiffer-
entiated mouse and human ES cells. The availability of
EMSAs for motifs 1 and 2 and of mutated versions that highly
reduce or abolish motif activity (Figures 4, 5, and 6A) should
facilitate the unbiased identification of the transcription
factors that bind to these motifs.

An important validation of our systematic analysis of cis-
regulatory elements active in ES cells is the identification of
NF-Y as a transcription factor that binds specifically to one of
those elements and regulates ES cell proliferation. In support
of our findings, the NF-Y binding site was detected as
overrepresented in genomic regions bound by Oct4 and Sox2
in human ES cells (Qing Zhou and Wing Wong, personal
communication). It is possible that NF-Y contributes to the
regulation of the peculiar cell cycle pattern of ES cells, with a
short G1 phase and insensitivity to the Rb pathway (reviewed
in [76]). NF-Y had previously been shown to regulate cell
proliferation in other experimental paradigms [69,70], but its
role in early embryonic development remains poorly under-
stood. The strong upregulation of subunits of NF-Y in oocytes
[66] and the ICM [67], and the early arrest of NF-YA mutant
embryos [70], indicates that NF-Y plays important roles
during early embryogenesis. It is also worth noting the
dramatic difference in expression of NF-YA isoforms during
ES cell differentiation (Figure 7A). Both NF-YA isoforms
contain a glutamine-rich region that is reduced in the short
isoform of NF-YA [68]. The glutamine-rich region of NF-YA
has been shown to activate transcription [68,77,78] and it is
also a protein–protein interaction domain [79]. The func-
tional significance of the two NF-YA isoforms remains to be
elucidated, although recent data indicate that NF-YA(short)
promotes self-renewal of hematopoietic stem cells [80].
Future studies will address the specific contribution of NF-

Y and its different subunits, in particular NF-YA(short), in ES
cells.
ES cells may be governed at the molecular level by the

action of cell-specific transcription factors, such as Oct4 and
Nanog, and factors that are also expressed in other cell types,
such as NF-Y, c-Myc [50], and Stat3 [11]. Interestingly, NF-Y
binds to the promoter of Sall4 (Figure 6C), an essential ES cell
regulator [24]. It will be important to identify the target genes
that are regulated by NF-Y in ES cells. We expect that the
combination of ChIP-chip and expression profiling will
reveal the contribution of NF-Y to the transcriptional
program of ES cells.
In summary, we report here the identification of clusters of

genes upregulated in pluripotent cells, the development of a
novel algorithm for discovery of short cis-acting regulatory
motifs, the validation of the activity of several novel motifs in
mouse and human pluripotent stem cells, and the identi-
fication of transcription factor NF-Y as a regulator of gene
expression in ES cells that is required for their proliferation.
Genetic and biochemical approaches should allow the
identification of other transcription factors that bind to the
motifs. Our results provide a basis for understanding the
transcriptional regulatory networks that underlie early
mammalian embryogenesis and ES cell self-renewal and
pluripotency.

Materials and Methods

Microarray data analysis. The isolation of PGCs and SGM cells
from 11.5 dpc Oct4/GFP transgenic mouse embryos and the
identification of their transcription profiles is described elsewhere
(Wei et al, submitted). Briefly, we used 20,000–30,000 PGCs or SGM
cells per replicate sample, and analyzed 3–4 replicates per tissue using
Affymetrix U74Av2 arrays (http://www.affymetrix.com), which assay
for the expression of about 12,000 genes. We normalized, modeled,
and clustered gene expression profiles (Dataset S1) using the dChip
software (http://biosun1.harvard.edu/complab/dchip/) [81]. We com-
pared the gene expression profiles of PGCs and SGM cells with those
of embryonic and adult stem cells that we had previously described
[42]. Hierarchical clustering was used to identify clusters of genes
associated with pluripotency. A total of 230 probe sets were selected
and used for Gene Ontology term analyses with the Onto-Express
software (http://vortex.cs.wayne.edu/) [43]. p-Values for significance of
overrepresentation of functional annotations were calculated in
Onto-Express using a hypergeometric distribution and corrected for
multiple testing using false discovery rate. For motif discovery, a
cluster of 55 probe sets (included in the 230 probe sets used for Gene
Ontology term analyses) was selected by the additional criteria:
downregulation in differentiation of ES cells towards EBs (H.
Chipperfield, S. Zhong, D. Melton, and W. Wong, personal commu-
nication); standard deviation/mean . 0.6. These 55 probe sets are
listed in Dataset S7. Detailed protocols are available upon request.

Computational methods. To identify putative motifs shared among
the pluripotency-associated gene cluster, Affymetrix probe sets were
mapped to Ensembl (http://www.ensembl.org) gene annotation v.27
(Dataset S17) [82,83]. Both 1,000 bp and 2,000 bp of the intergenic
sequences upstream from the transcriptional start site were extracted
for each gene. For each of the different lengths, three sets of
sequences were extracted from Ensembl; the first set contained the
sequences of all annotated genes in the cluster in mouse (build 33),
the second set contained the sequences from the orthologous human
(build 35) genes in the cluster obtained from Ensembl mapping
[83,84], and the last set consisted only of concatenated blocks of
mouse promoter sequences that were conserved between mouse and
human within the specified upstream sequence length. Pairwise
alignments between mouse (mm5) and human (hg17) were obtained
from the University of California Santa Cruz Genome Browser
database (http://genome.ucsc.edu) [85–87].

Next, the three sets of upstream sequences were repeat masked
(http://www.repeatmasker.org) and then used as input for the
MobyDick algorithm [28,88] to build three dictionaries of putative
motifs. The adjustable parameters used were as described [57], except
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MaxP, which was set to 0.1. Similar motifs from all dictionaries were
grouped into one final dictionary of motif clusters using the CAST
clustering algorithm [89]. All pairs of motifs in the dictionaries were
scored based on a gapless pairwise alignment using a simple mutation
model [57], after which CAST was applied with the threshold
parameter set at 0.55 (the lower bound of the normalized score
averaged over all pairs in a cluster).

Following the clustering step, we calculated a p-value to identify
motif clusters that were significantly overrepresented in the
pluripotency-associated gene cluster compared to a background
contrast set. As our contrast set, we used about 8,500 mouse promoter
regions from the genes on the Affymetrix U74Av2 platform not in the
pluripotency-associated gene cluster. To calculate the p-values, we
counted the number of occurrences of each motif cluster in the
contrast set and calculated the expected number of occurrences
based on a random distribution throughout the genes, Nexp. We then
counted the number of occurrences of each motif cluster within the
mouse promoter regions of the pluripotency-associated gene cluster,
Nobs. Poisson distribution was then used to calculate the probability p
of observing the number of occurrences equal to or greater than Nobs
by chance given the expected number of occurrences Nexp. These p-
values were Bonferroni corrected by the number of clusters.

Ten motif clusters (Table S1) were selected for further exper-
imental characterization based on the following criteria: �log10 p-
values greater than zero after correction for multiple testing,
evolutionary conservation across different promoter dictionaries,
copy number less than 50, and nonrepetitive elements. From our list
of ten motif clusters, we identified highly conserved motifs by
searching for all occurrences of each motif within the mouse
sequence of the alignment between human, mouse, rat, and dog
[44] and extended the motif to the flanking regions if the flanking
regions were also highly conserved (Dataset S16). A highly conserved
position was defined to be a nucleotide base that was conserved
across all four species.

Construction of reporter vectors. The 242-bp fragment of Oct4 DE
(�2,181 to�1,939) was PCR amplified from GOF18DPE/EGFP plasmid
[90] using primers Oct4_2 and Oct4_3 (Dataset S18) containing
BglII and BamHI restriction sites. The PCR product was digested and
cloned into the BglII/BamHI digested plasmid pFoXLucTK [91]. Nng
and motif-containing plasmids were cloned by hybridizing comple-
mentary oligos (Dataset S18) that yielded BglII and BamHI restriction
site overhangs and ligating them to BglII/BamHI-digested plasmid
pFoXTKLuc. Upstream genomic sequences of Eed were PCR
amplified from the mouse genome with primers Eed2 and Eed4
(Dataset S18) and cloned into the pCRII-TOPO vector (Invitrogen,
http://www.invitrogen.com), from which it was subsequently excised
by SpeI/XbaI restriction digest and ligated to SpeI/XbaI digested
pFoxLuc vector [91]. All plasmids were verified by sequencing.

Cell culture and differentiation. Mouse E14 ES and EG cells were
maintained in Dulbecco’s modified Eagle’s medium (DMEM) (Invi-
trogen) supplemented with 10% fetal bovine serum, 1mM L-
glutamine, 0.1 mM nonessential amino acids, 100u/mL penicillin,
100 lg/ml streptomycin, 1 mM sodium pyruvate, 0.1 mM 2-
mercaptoethanol, and recombinant LIF. Mouse Oct4/GFP ES cells
[73] were grown in identical conditions except that knockout serum
replacement (Invitrogen) was used instead of fetal bovine serum.
Human ES H9 cells were cultured in Knockout DMEM supplemented
with 20% knockout serum replacement (Invitrogen), 1mM L-
glutamine, 0.1 mM nonessential amino acids, 0.1 mM 2-mercaptoe-
thanol, and 10 ng/ml recombinant human FGF-2 on X-ray inactivated
mouse embryonic fibroblasts. Embryoid bodies were formed by
suspension culturing, and chemical differentiation induction was
performed with 0.5 lM all-trans-RA (Sigma, http://www.sigmaaldrich.
com/), both in the absence of LIF. HEK293 and NIH-3T3 cells were
cultured in DMEM containing 10% fetal bovine serum, 1mM L-
glutamine, 100u/ml penicillin, 100 lg/ml streptomycin, and 0.1 mM
nonessential amino acids.

Transfection and luciferase reporter assays. 1.5 3 105 cells were
plated in 12-well tissue culture plates 24 h prior to transfection.
Human ES cells were plated on Matrigel (BD Bioscience, http://
www.bdbiosciences.com/), in the absence of mouse feeder cells. Each
reporter construct (500 ng) was cotransfected with the pRL-TK vector
(200 ng) (Promega http://www.promega.com/) as an internal control
using 2 ll of Lipofectamine2000 (Invitrogen), according to manu-
facturer’s instructions. Cells were lysed 24 h after transfection, and
luciferase activities were measured using a dual-luciferase assay
system (Promega).

Electrophoretic mobility-shift assay. Biotin-labeled double-
stranded oligos containing motif 6a and 6b sequences (Figure 4A)
were incubated with 10 lg mouse ES cell nuclear extracts using the

LightShift Chemiluminescent EMSA Kit (Pierce, http://www.piercenet.
com/). The formation of DNA–protein complexes was analyzed by 5%
nondenaturing polyacrylamide gel electrophoresis, followed by semi-
dry transfer to the GeneScreen membrane (PerkinElmer, http://www.
perkinelmer.com/) and biotin detection using the LightShift Kit
according to manufacturer’s instructions. For supershift assays, 2 lg
or 6 lg of a-NF-YA (ab6558; Abcam, http://www.abcam.com/) or a-NF-
YB (ab6559, Abcam) were added.

ChIP. ChIP was performed essentially as described in [23] and by
Upstate Biotechnology (http://www.upstate.com). Briefly, chromatin
was cross-linked using 1% formaldehyde for 10 min, the reaction was
quenched with 1/20 volume of 2.5 M glycine and centrifuged at 1,350
3g for 5 min, and the pellet was washed with PBS and sonicated to
obtain fragments of ;100–600 bp, as verified on a gel. Reactions were
centrifuged at 20,000 3g for 10 min and the supernatants were used
for incubations with a-NF-YB (FL207; Santa Cruz Biotechnology,
http://www.scbt.com/) or a-V5 (ab9137, Abcam) overnight at 4 8C.
Dynal Protein G beads (Invitrogen) were used for magnetic recovery
of antibody-bound chromatin following the manufacturer’s instruc-
tions. Crosslinking was reversed by incubation at 65 8C overnight.
Reactions were digested with RNAse A and Proteinase K and DNA
was purified by phenol–chloroform extraction and ethanol precip-
itation. DNA concentration was determined using a Nanodrop
(NanoDrop Technologies, http://www.nanodrop.com/) and 8 ng were
used in Sybr Green real-time PCRs (see below) ran in duplicates or
triplicates. Primer sequences are available upon request. Fold
enrichment was calculated using the 2DCt method. The gene Rpl15
was used as control. All PCRs were verified on a gel for the presence
of a single band of the correct size.

RNAi and competition assay. shRNA sequences were selected
according to published criteria [92]: GFPi-ACAGCCACAACGTCTA-
TAT, Oct4i-GAACCTGGCTAAGCTTCCA, NF-YBi1-GTAGTTC-
TAGCTCTATCAA, NF-YBi2-GACTAATTGAGGTGTTAAT, NF-
YAi1-GAGACAGTTTAGAGAGTAA, NF-YAi2- GAAGTGTTGAGGA-
CATTCA, and control-ACAGCCACAACGTCTATAT. Oligos coding
for the shRNAs were designed and cloned into the lentiviral vector
pSicoR-mCherry as described [93]. pSicoR-mCherry was generated by
replacing mCherry for GFP in pSicoR.

Lentiviruses were produced as described [93]. For transduction,
106 ES cells were incubated with virus in 1 ml of ES cell medium
(multiplicity of infection 5–10). After 1 h rotating at 37 8C, 2.53105–3
3 105 cells were plated per gelatinized well of a 12-well plate. Cells
were passaged and a sample collected for analysis every 2 d. The
percentage of mCherryþ cells was determined and mCherryþ and
mCherry� cells were isolated using a FACSDiVa (BD Biosciences) cell
sorter.

Real-time RT-PCR. RNA was isolated and reverse transcribed
using the iScript first strand cDNA synthesis kit (Bio-Rad Laborato-
ries, http://www.bio-rad.com/). The cDNA reaction was diluted 1:5 in
TE and used in Sybr Green real-time PCRs (Bio-Rad Laboratories).
PCR primers were designed to amplify 100–200-bp fragments
spanning two exons at the 39 end of the gene. Housekeeping genes
used were Ppia (for mouse), Ubb, and ribosomal protein L7 (for mouse
and human), which were determined from the microarray data to not
be differentially expressed in the samples analyzed. PCR primer
sequences are available upon request. Reactions were run in
replicates on a MyiQ qPCR machine (Bio-Rad Laboratories) accord-
ing to the manufacturer’s instructions. Only samples with single and
matching end-point melting curve peaks were used for subsequent
analysis. Cycle threshold values were imported into the REST
software [94] for fold-change calculations, using the housekeeping
genes as controls.

Colony formation assay. Cells were infected with lentiviruses
containing shRNAs and mCherry, as described above. mCherryþ and
mCherry� cells were isolated using a FACSDiVa (BD Biosciences) cell
sorter. Three hundred cells were plated per well of a 6-well plate in
triplicates. After 10 d in culture, cells were stained for alkaline
phosphatase using a Vector kit (http://www.vectorlabs.com/) and
colonies were counted.

Cell cycle analysis. Cells were infected with lentiviruses leading to
the expression of shRNAs andmCherry, as described above. mCherryþ
and mCherry� cells were isolated using a FACSDiVa (BD Biosciences)
cell sorter. Cells were washed twice with cold PBS, resuspended at
concentration of 2 3 106 cells/ml in PBS and fixed with cold ethanol.
After overnight incubation at 4 8C, cells were washed twice and
resuspended in 160 ll PBS containing 1% BSA. Twenty microliters of
propidium iodide (0.5 mg/ml) and 20 ll of RNase A (10 mg/ml) were
added, cells were incubated at 37 8C for 30 min, and analysis was
performed using a FACScalibur flow cytometer and FloJo.
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Dataset S1. Normalized Microarray Expression Data

Found at doi:10.1371/journal.pgen.0030145.sd001 (6.3 MB XLS).

Dataset S2. Genes in Microarray Expression Cluster from Figure 1A

Found at doi:10.1371/journal.pgen.0030145.sd002 (96 KB XLS).

Dataset S3. Gene Ontology Analysis of All Categories

Found at doi:10.1371/journal.pgen.0030145.sd003 (785 KB XLS).

Dataset S4. Gene Ontology Analysis of Cellular Compartment

Found at doi:10.1371/journal.pgen.0030145.sd004 (61 KB XLS).

Dataset S5. Gene Ontology Analysis of Biological Process

Found at doi:10.1371/journal.pgen.0030145.sd005 (100 KB XLS).

Dataset S6. Gene Ontology Analysis of Molecular Function

Found at doi:10.1371/journal.pgen.0030145.sd006 (88 KB XLS).

Dataset S7. Affymetrix Probe Sets Used in CompMoby Analysis

Found at doi:10.1371/journal.pgen.0030145.sd007 (30 KB XLS).

Dataset S8. CompMoby Results for 1-kb Mouse Dictionary

Found at doi:10.1371/journal.pgen.0030145.sd008 (41 KB XLS).

Dataset S9. CompMoby Results for 1-kb Human Dictionary

Found at doi:10.1371/journal.pgen.0030145.sd009 (48 KB XLS).

Dataset S10. CompMoby Results for 1-kb Conserved Blocks Dic-
tionary

Found at doi:10.1371/journal.pgen.0030145.sd010 (42 KB XLS).

Dataset S11. CompMoby Results for 2-kb Mouse Dictionary

Found at doi:10.1371/journal.pgen.0030145.sd011 (47 KB XLS).

Dataset S12. CompMoby Results for 2-kb Human Dictionary

Found at doi:10.1371/journal.pgen.0030145.sd012 (42 KB XLS).

Dataset S13. CompMoby Results for 2-kb Conserved Blocks Dic-
tionary

Found at doi:10.1371/journal.pgen.0030145.sd013 (46 KB XLS).

Dataset S14. CompMoby Results for 1-kb Final Dictionary Where All
1-kb Dictionaries Are Clustered by Sequence Similarity

Found at doi:10.1371/journal.pgen.0030145.sd014 (59 KB XLS).

Dataset S15. CompMoby Results for 2-kb Final Dictionary Where All
2-kb Dictionaries Are Clustered by Sequence Similarity

Found at doi:10.1371/journal.pgen.0030145.sd015 (40 KB XLS).

Dataset S16. Conservation of Motif Clusters across Four Species
Alignment of Human, Mouse, Rat, and Dog

Found at doi:10.1371/journal.pgen.0030145.sd016 (27 KB XLS).

Dataset S17. Ensembl Probes Used for CompMoby Analysis

Found at doi:10.1371/journal.pgen.0030145.sd017 (14 KB XLS).

Dataset S18. Oligos Used for Motifs

Found at doi:10.1371/journal.pgen.0030145.sd018 (22 KB XLS).

Figure S1. Increase in the Number of Motif Repeats Leads to a
Proportional Increase in Motif Activity

Predicted motif sequences 1b, 2c and 8a were fused to a construct
containing Firefly luciferase driven by a minimal TK promoter. The
number of repeats for a given motif is indicated below corresponding
bar graph. Constructs 2c and 8a bear one or two repeats of genomic
sequence that each contain two identical predicted regulatory motifs.
The constructs were transfected in undifferentiated mouse ES cells. A
plasmid containing Renilla luciferase driven by the TK promoter was
cotransfected. After 24 h, cells were lysed and assayed for luciferase
activities. Firefly values were corrected for Renilla values, and the
activities of the tested constructs were calculated relative to the
activity of the TK construct, which was set to 1. Representative results
from two to five independent experiments are shown. Bars represent
averages of triplicates performed in each single experiment. Error
bars depict standard deviation.

Found at doi:10.1371/journal.pgen.0030145.sg001 (220 KB PDF).

Table S1. Position of Motifs from Transcriptional Start Sites

Found at doi:10.1371/journal.pgen.0030145.st001 (40 KB XLS).

Accession Numbers

The gene expression profiles of ES cells, PGCs, and somatic cells can
be obtained from ArrayExpress (http://www.ebi.ac.uk/arrayexpress/),
accession number E-MEXP-1158.
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Figure S1. Increase in the Number of Motif Repeats Leads to a Proportional Increase in Motif Activity. 
Predicted motif sequences 1b, 2c and 8a were fused to a construct containing Firefly luciferase driven by a 
minimal TK promoter. The number of repeats for a given motif is indicated below corresponding bar graph. 
Constructs 2c and 8a bear one or two repeats of genomic sequence that each contain two identical predicted 
regulatory motifs. The constructs were transfected in undifferentiated mouse ES cells. A plasmid containing 
Renilla luciferase driven by the TK promoter was cotransfected. After 24 h, cells were lysed and assayed for 
luciferase activities. Firefly values were corrected for Renilla values, and the activities of the tested constructs 
were calculated relative to the activity of the TK construct, which was set to 1. Representative results from two 
to five independent experiments are shown. Bars represent averages of triplicates performed in each single 
experiment. Error bars depict standard deviation.
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Abstract

Several methods allow reprogramming of differentiated somatic cells to embryonic stem cell-like cells. However, the process
of reprogramming remains inefficient and the underlying molecular mechanisms are poorly understood. Here, we report
the optimization of somatic cell fusion with embryonic stem cells in order to provide an efficient, quantitative assay to
screen for factors that facilitate reprogramming. Following optimization, we achieved a reprogramming efficiency 15–590
fold higher than previous protocols. This allowed observation of cellular events during the reprogramming process.
Moreover, we demonstrate that overexpression of the Spalt transcription factor, Sall4, which was previously identified as a
regulator of embryonic stem cell pluripotency and early mouse development, can enhance reprogramming. The
reprogramming activity of Sall4 is independent of an N-terminal domain implicated in recruiting the nucleosome
remodeling and deacetylase corepressor complex, a global transcriptional repressor. These results indicate that
improvements in reprogramming assays, including fusion assays, may allow the systematic identification and molecular
characterization of enhancers of somatic cell reprogramming.
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Introduction

The developmental programs of somatic cells are characterized

by remarkably stable patterns of gene expression and repression.

Nonetheless, through nuclear reprogramming, the developmental

programs of somatic cells may be erased and redirected [1–6]. In

recent years, much attention has been given to nuclear

reprogramming of somatic cells in hopes of generating patient-

specific embryonic stem cells (ESCs) that might provide valuable

tools for basic science studies and potential novel therapeutics

[7,8].

Nuclear reprogramming was first demonstrated as an integral

part of mammalian development; following fusion of the egg and

sperm, the fused gametic nucleus must be reprogrammed,

through a series of changes that include DNA demethylation

and chromatin remodeling, to that of an embryonic cell if

development is to be successful [5,6,9]. In methods such as

somatic cell nuclear transfer (SCNT), the nucleus of a somatic cell

is transferred to an enucleated oocyte for reprogramming to an

embryonic cell state, through the use of the endogenous

machinery [3,10,11]. Methods other than SCNT have also been

used to reprogram somatic cells including fusion with ESCs and

genetic reprogramming via co-expression of pluripotency-associ-

ated genes [12–16]. Each of these methods has advantages and

limitations. For example, although SCNT takes advantage of

endogenous programs, it requires the use of oocytes that may be

in short supply [17]. In the case of cell fusion, although the cells

are in great supply, the procedure results in the formation of

tetraploid cells that are genetically unstable [12,18–20]. Finally,

although genetic reprogramming by co-expression of the stem cell

factors Oct4, Sox2, c-myc and Klf4 is remarkable in that it yields

ESCs capable of contributing to both the somatic and germ cell

lineages, use of the reprogrammed cells to generate offspring

results in increased tumorigenesis in progeny [13–16]. Moreover,

in all methods, the efficiency of reprogramming is very low,

suggesting that additional components of the reprogramming

pathways remain to be identified.

In this study, we sought to optimize cell fusion reprogramming

protocols, based on fusion of somatic cells and ESCs, in order to

screen for enhancers of somatic cell reprogramming. We

reasoned that if a factor functions in reprogramming, overex-

pression of that factor in somatic cells might increase the

efficiency with which the cells can be reprogrammed. Thus, we

tested whether overexpression of the following factors, individ-

ually, increased reprogramming efficiency of MEFs: Oct4,

Nanog, Sox2, and Sall4.
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Results

Optimization of an Efficient Reprogramming Assay
Several different protocols have been developed to reprogram

somatic cells via cell fusion with ESCs, with protocol efficiencies

typically less than 0.001% (i.e. ranging from approximately 1

reprogramming event per 16105 to 46106 total somatic cells)

[12,20]. Such low efficiencies lead to technical difficulties in

screening for positive regulators of somatic cell reprogramming.

Thus, we sought to establish an efficient and quantitative

reprogramming assay via cell fusion between mouse ESCs and

G418-resistant (Rosa26) mouse embryonic fibroblasts (MEFs) that

carry the Oct4-gfp transgene [20,21]. We began by exploring

conditions required for efficient fusion. Traditionally, cells are

fused in suspension in 50% polyethylene glycol [12,18–20].

However, we found that the fusion efficiency was substantially

increased by both fusing the ESCs and MEFs in adherent cultures

and increasing polyethlyene glycol from 50 to 56%. FACS

(fluorescent-activated cell sorting) analysis of MEFs and ESCs,

which were fluorescently labeled with Vybrant DiD and Vybrant

DiO respectively, indicated that the fusion efficiency was 4.6 +/2

0.1% at 5 h post-fusion (Figure 1A).

The first visible, qualitative evidence of reprogramming (within

24 to 48 h post-fusion) was the expression of the Oct4-gfp

transgene, which was normally silent in MEFs [22]. As time

progressed, the reprogrammed MEFs gradually obtained the

morphology of ESCs, as reflected by comparisons of forward and

side scatter profiles of the GFP-positive MEFs at 24, 48 and 72 h

post-fusion (Figure 1B).

Reprogramming efficiency was quantified by determining: 1)

the percentage of cells that expressed Oct4-gfp and 2) the number of

G418-resistant, stem cell-like colonies formed. The percentage of

GFP positive cells was measured by FACS at 24 h and 48 h post-

fusion, using wildtype MEFs (without the Oct4-gfp transgene) as a

negative control (Figure 1C). The number of GFP positive

particles from the wt MEFs was subtracted from that of Oct4-

GFP MEFs in order to eliminate any background fluorescence

from our calculations. Typical results indicated that the percentage

of GFP positive cells, among the total MEF population at 24 h

post-fusion, was 0.029 +/2 0.008% and that the number of

reprogrammed colonies obtained by this method was found to be

as many as 1 in 6.86103 total MEF cells, a value 15 to 590 fold

higher than previously reported with other reprogramming assays

available [12,18–20]. These reprogrammed cells can be expanded

Figure 1. Establishment of an efficient fusion assay. A) Fusion efficiency of the assay. The MEFs and ESCs were stained with the fluorescent
dyes Vybrant DiD and Vybrant DiO respectively before fusion. Fusion efficiency was determined by FACS analysis at 5 h post-fusion, using an unfused
mixture of cells as a negative control. Note that previous studies have shown that cell surface dyes rarely diffuse across the cell membranes of stained
cells [41]. The dual-labeled cells in the unfused population was most likely due to non-specific binding between the ESCs and MEFs. The green
fluorescent dye Vybrant DiO was only used in the determination of fusion efficiency but not in a typical reprogramming experiment (due to
interference with the observation of GFP signal). B) Morphology change of MEFs during reprogramming. The forward- and side-scatter profiles of the
GFP positive cells were FACS analyzed at 24, 48 and 72 h post-fusion. The morphology of the reprogrammed MEFs changed with time to resemble
that of the ESCs. C) Quantification of GFP expression. The number of GFP positive cells was FACS analyzed at 24 and 48 h post-fusion (right panel),
using wildtype MEFs that did not carry the Oct4-gfp transgene but had undergone identical fusion treatment with ESCs as a negative control (left
panel). The number of GFP positive cells from wt MEFs was subtracted from that of Oct4-gfp MEFs in all calculations.
doi:10.1371/journal.pone.0001955.g001
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in ESC culture conditions, are tetraploid and express markers of

pluripotency (data not shown).

Potential Enhancers of Somatic Reprogramming
The significant improvements in reprogramming efficiency,

brought about by the modifications described above, allow for

scaling of the assay to multiple-well formats. We next tested

whether our protocol was suitable for quantitative analysis of

potential reprogramming factors, including those implicated in

maintaining pluripotency and in early embryo development: Oct4,

Sox2, Nanog and Sall4 [23–25]. Previously, Oct4, Sox2, and

Nanog have been shown to function in somatic cell reprogram-

ming, whereas the role of Sall4 in this process has not been

explored [14,18]. A schematic of the protocol is shown (Figure 2A).

Aliquots of G418-resistant MEFs, carrying the Oct4-gfp

transgene were infected with lentivirus constructs that expressed

one of the candidate factors 72 h prior to fusion. The

overexpression of candidate proteins was confirmed by Western

blotting (Figure 2B). 24 h prior to fusion, infected MEFs were

harvested and labeled with the fluorescent dye Vybrant DiD

(Figure 2C). The fluorescently-labeled MEFs and unstained ESCs

were then plated together in triplicate wells (Figure 2D); the visible

overexpression of the red fluorescent protein mCherry indicated

proper production and infection of the lentiviruses. Cells were

harvested at 24 h and 48 h post-fusion, and the percentage of

GFP-positive cells among the DiD-positive MEF population was

determined. G418 was then added to the remaining well of fused

cells 48 h post-fusion and subsequently at 10 days post-fusion, the

number of G418-resistant, GFP-positive colonies was determined.

The onset of Oct4-gfp expression provides an initial measure of

reprogramming. The percentage of GFP-positive cells, in the

population of MEFs that overexpressed each candidate gene, was

compared to that of uninfected MEFs and MEFs that overex-

pressed the negative control proteins, firefly luciferase and the red

fluorescent protein, mCherry. At 24 h post-fusion, GFP expression

in MEFs that overexpressed negative control proteins was similar

to that of the uninfected control, indicating that lentiviral-

mediated protein overexpression did not affect GFP expression

in MEFs carrying the Oct4-gfp transgene (Figure 3A). Unexpect-

edly, however, MEFs that overexpressed the known reprogram-

ming facilitators, Oct4, Nanog and Sox2, also did not show a

significant increase in Oct4-gfp expression relative to controls.

Figure 2. Screen of positive regulators of somatic cell reprogramming. A) Schematic of the screen. Candidate genes were overexpressed in
Oct4-gfp, G418-resistant MEFs via lentivirus infection 72 h before fusion. B) Successful lentiviral overexpression was verified by Western blotting, as
well as expression of the positive control mCherry. C) Infected MEFs were harvested at 24 h before fusion and stained with the fluorescent dye
Vybrant DiD. Prepared MEFs were plated with unstained ESCs. GFP expression was FACS analyzed at 24 and 48 h post-fusion. G418 was added to the
fused cells at 48 h post-fusion, and the formation of G418-resistant, GFP positive colonies was assayed 10 days post-fusion. D) The visible
overexpression of mCherry in infected MEFs indicated the effectiveness of our lentiviral overexpression system. Scale bar represents 50 mm.
doi:10.1371/journal.pone.0001955.g002
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Although this was unexpected, the lack of enhanced GFP

expression when Oct4, Nanog and Sox2 were overexpressed in

MEFs might be attributed to several possibilities (this is further

described in the discussion section below). In contrast, we observed

that the percentage of GFP-positive cells in MEFs that

overexpressed the Spalt transcription factor, Sall4, increased 7-

fold relative to controls. The comparison of Oct4-gfp expression at

48 h post-fusion was similar to that at 24 h (Figure 3B). MEFs that

overexpressed Sall4 consistently demonstrated the highest per-

centage of GFP-positive cells compared to the other candidate

genes.

A second measure of reprogramming is colony formation. With

G418 drug selection, GFP-positive colonies began to appear

within 5 days post-fusion. The total number of colonies was

recorded 10 days post-fusion (Figure 3C). The number of

reprogrammed colonies formed by MEFs overexpressing negative

control proteins was again similar to the uninfected control,

confirming that the lentivirus itself did not affect reprogramming.

Nanog, Sox2 and Sall4 all showed a significant increase in the

number of reprogrammed colonies relative to controls (p,0.05).

However, the overexpression of Oct4 in MEFs did not

promote formation of reprogrammed colonies in these assays

(Figure 3C).

Confirmation of Sall4 as an Enhancer of Reprogramming
by Cell Fusion

As described above, results indicated that Sall4 was likely a

positive regulator of somatic cell reprogramming, contributing to

both early activation of Oct4 in the somatic cells and formation of

reprogrammed colonies. However, given this data, we also

considered whether Sall4 might directly activate the Oct4-gfp

transgene in the absence of overall reprogramming. To examine

this alternative possibility, we tested whether increased GFP

expression at 24 h and 48 h post-fusion was due to transcription

activity of Sall4 alone. For this purpose, we overexpressed Sall4, as

well as the negative controls, in MEFs carrying the Oct4-gfp

transgene. Half of the infected MEFs were then cultured alone,

and the remainder was fused with ESCs. Then, when the 24 h

time point would typically be analyzed in a fusion experiment, cells

were harvested and the percentage of GFP-positive cells was

determined (Figure 4A). We found that the observed increase in

the number of GFP-positive cells was dependent on fusion with

ESCs; MEFs that overexpressed Sall4 but were not fused with

ESCs did not demonstrate increased Oct4-gfp expression. This

indicated that increased GFP expression in cells overexpressing

Sall4 is not a direct effect of Sall4 interacting with the Oct4

promoter of the Oct4-gfp transgene, but rather is a result of the

enhancement of reprogramming.

Next, we tested whether overexpression of Sall4 altered the

growth rate of MEFs, thus leading to an increased number of

colonies unrelated to reprogramming. For this purpose, we

overexpressed the negative control, mCherry, and Sall4 in MEFs,

plated the cells and determined cell number every 24 h as shown

(Figure 4B). An independent clone of Sall4 of identical sequence

was used in this experiment as a duplicate; clone 1 was the

construct used in all other experiments described in this study.

Results indicated that overexpression of Sall4 did not increase, but

instead slightly decreased, the growth rate of MEFs relative to the

control.

We also addressed whether expression of Sall4 enhanced plating

efficiency of ESCs. For this purpose, we used both wildtype ESCs

and subcloned lines of tetraploid (4N, Figure 4C) reprogrammed

cells. In order to test the effect of Sall4 overexpression on ESC

colony formation efficiency, we infected ESCs and 4N cells with

constructs that expressed the negative control proteins and Sall4.

We observed under a microscope that the fluorescent intensity of

the negative control, mCherry, was significantly lower in infected

ESCs than in infected MEFs from previous experiments; Western

blotting also suggested that the expression level of Sall4 in infected

ESCs was not significantly increased relative to endogenous levels

(data not shown). This may reflect different activity, or

susceptibility to silencing, of the CMV promoter in MEFs relative

to ESCs [26]. Nonetheless, we reasoned that the lower expression

levels in ESCs parallel observations during reprogramming: when

reprogrammed mCherry-infected MEFs gain ESC-like character-

istics after fusion, there appears to be a sharp decline of mCherry

expression during colony formation (data not shown). After

Figure 3. Overexpression of Sall4 enhanced Oct4-gfp expres-
sion and ES cell-like colony formation in MEFs during
reprogramming. The percentage of GFP positive MEFs at: A) 24 h
and B) 48 h post-fusion. C) The number of GFP positive, G418-resistant
colonies in 1 well of a 6-well plate, 10 days post-fusion. The
overexpression of Sall4 positively enhanced both Oct4-gfp expression
and colony formation of MEFs upon reprogramming.
doi:10.1371/journal.pone.0001955.g003
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infection, we plated the infected ESCs and 4N cells with and

without feeders, and assayed colony formation after 7 days

(Figure 4D). The efficiency of forming colonies in uninfected

ESCs, or ESCs infected with constructs expressing the negative

controls mCherry and luciferase, was approximately 20% on

gelatin and 45% on feeder cells, similar to previously reported

values [27]. We observed that cells infected with the Sall4

construct also did not demonstrate enhanced ability to form

colonies in either the presence or absence of feeders. Similar

results where obtained with expression of Sall4 in the 4N

reprogrammed ESCs (data not shown).

Structure-Function Studies of Reprogramming by Cell
Fusion

Taken together, the data described above suggested that Sall4 is

a positive regulator of somatic reprogramming. Sall4 is a zinc

finger transcription factor expressed in cells of the early embryo

and the germ line, and is required for maintenance of pluripotency

[28–30]. Sall4 may act as both a positive transcriptional regulator

of genes such as Oct4 [29] and as a transcriptional repressor [31].

The Sall family of proteins contains an N-terminal 12-amino acid

motif that recruits the nucleosome remodeling and deacetylase

corepressor (NuRD) complex, which is involved in global

transcriptional repression and regulation of specific developmental

processes [31,32]. The C-terminal region of Sall4 has also been

shown recently to contain weak transcription repression activity as

well [33].

We sought to determine if our quantitative protocol for

reprogramming could be used to dissect the structure-function

relationships of factors implicated in reprogramming, such as

Sall4. Thus, we tested whether the N-terminal 12-amino acid

motif of Sall4 is required for somatic cell reprogramming. For this

purpose, we generated a truncated Sall4 mutant (Sall4 d12) that

lacked the N-terminal 12-amino acid motif and repeated the

fusion assays (Figure S1). We found that overexpression of Sall4

d12 resulted in both early activation of Oct4-gfp (Figure 5A) and in

increased numbers of ESC-like colonies (Figure 5B), similar to

results with wildtype Sall4. We also noted that overexpression of

Sall4 d12 did not alter the GFP expression pattern or growth rate

of MEFs carrying the Oct4-gfp transgene, nor did overexpression

increase colony formation efficiency (Figure S2, S3, S4). These

data show that the enhancement of somatic cell reprogramming

by Sall4 does not require the N-terminal domain of the protein

that has been implicated in recruiting the NuRD complex.

Figure 4. Sall4 is a bona fide positive regulator of reprogramming. A) Overexpression of Sall4 in Oct4-gfp MEFs did not induce GFP
expression. Sall4, mCherry and luciferase were overexpressed in Oct4-gfp MEFs via lentivirus infection. Half of the infected MEFs was fused to ESCs as
described, while the other half was not. Only MEFs overexpressing Sall4 and fused to ESCs showed an increased number of GFP positive cells when
compared to the negative controls, indicating that overexpression of Sall4 alone did not induce GFP expression. The numbers of GFP positive cells in
the infected cells relative to that of the uninfected cells were shown. B) Overexpression of Sall4 did not increase cell doubling time in MEFs. mCherry
and two different constructs of Sall4 were overexpressed in MEFs, which were plated onto 6 well plates and assayed for cell number every 24 h. Note
that another clone of Sall4 of identical sequence was used as a duplicate. C, D) Infection of Sall4-expressing lentiviruses did not increase the colony
formation efficiency in ESCs. Both ESCs and previously reprogrammed MEFs that were tetraploid were infected with lentiviruses expressing Sall4,
mCherry or luciferase. D) The infected cells were plated either on gelatin or on feeder cells. The number of colonies formed was assayed after 7 days.
doi:10.1371/journal.pone.0001955.g004
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Furthermore, these data suggest that improvements in the fusion

assay may provide a useful platform for future structure-function

studies of regulators of reprogramming.

Discussion

In this study, we optimized the cell fusion reprogramming assay.

The assay makes use of G418-resistant, Oct4-gfp MEFs and mouse

ESCs. Due to improved fusion and reprogramming efficiencies,

the assay is now potentially amenable to screening formats as

demonstrated here with the analysis of overexpression of the

pluripotency factors Oct4, Nanog, Sox2 and Sall4. Moreover, by

taking advantage of the fact that the Oct4-gfp transgene is activated

within the first 24–48 h of reprogramming, the assay allows for

further physical and molecular characterization of the reprogram-

ming process by microscopy and FACS.

Sall4: An Enhancer of Reprogramming
In this study, we demonstrate that the transcription factor Sall4

can enhance somatic cell reprogramming as evidenced by both

enhanced Oct4-gfp expression and colony formation. Previously,

Sall4 had not been shown to function in somatic cell reprogram-

ming. Sall4 is a member of the Spalt family of transcription factors

which was originally identified in Drosophila as a homeotic gene

required for head and tail development [28,34,35]. In mammals,

Sall4 is essential for early embryo development including

establishment and maintenance of the early cell lineages of the

inner cell mass [30]. Sall4 is also essential for the maintenance of

pluripotency and self-renewal of ESCs and for their derivation

from blastocysts [30]. Although Sall4 may act as a transcription

factor that regulates numerous genes, one of the few known target

genes is Oct4 [29]. Recent studies show that Sall4 interacts with

Nanog to control the expression of Oct4 [36]. Together, Oct4,

Nanog, Sox2 and Sall4 form a regulatory circuit to maintain

pluripotency of ESCs, prompting our exploration of these factors

[36–38]. Our results suggesting that Sall4 enhances reprogram-

ming in cell fusion prompts further analyses regarding whether it

may enhance reprogramming in other reprogramming strategies;

in addition, it is very likely that additional enhancers remain to be

identified.

Comparisons to Other Reprogramming Assays
A previous report by Silva and colleagues demonstrated that

overexpression of Nanog in mouse ESCs enhances reprogram-

ming of neural stem cells nearly 200-fold and reprogramming of

MEFs 10-fold as measured by colony formation [18]. In the

current study, when we overexpressed Nanog in MEFs rather than

in ESCs, surprisingly, we achieved only a 3-fold increase in

reprogramming efficiency as judged by colony formation. Further

consideration and comparison of these studies is merited: First, it is

apparent from several studies, including that of Silva and

colleagues, that it is more difficult to reprogram somatic cells

such as MEFs than neural stem cells [18], perhaps due to the state

of differentiation of MEFs and/or epigenetic status of key

pluripotency genes. Second, we note that overexpression of Nanog

in ESCs resulted in greater enhancement of reprogramming

efficiency compared to overexpression in MEFs. This observation

might reflect fundamental differences between the two studies.

Since Nanog is an important pluripotency factor, it is highly likely

that the overexpression of Nanog in ESCs may reinforce the

pluripotency regulatory circuit, or stem cell properties, of ESCs. In

contrast, in our study, the overexpression of Nanog and other

positive regulators of reprogramming in MEFs most likely

enhances reprogramming by priming and preparing the somatic

cell genome for reprogramming. Thus, we suspect, from

comparisons of this data to that from other publications, that

the latter is a far less efficient process than reinforcing the

pluripotency regulatory circuit of ESCs.

Recently, several reports have demonstrated that MEFs can be

reprogrammed by co-overexpressing the pluripotency factors

Oct4, Sox2, C-myc and Klf4 [13–15]. In our study, neither

Oct4 nor Sox2 overexpression in the somatic compartment led to

early activation of Oct4 during reprogramming of MEFs, and only

Sox2 led to increased numbers of reprogrammed colonies. It is

possible that activation of Oct4 is not one of the earliest events to

occur during reprogramming, and clearly that not all factors that

facilitate reprogramming will lead to early activation of Oct4.

Thus, the lack of early Oct4 activation in our assay does not

preclude a factor from being an enhancer of reprogramming.

Furthermore, the expression level of Oct4 is regulated in a precise

manner in ESCs such that an increase in Oct4 expression level

leads to differentiation into primitive endoderm and mesoderm,

whereas a decrease results in trophectoderm formation [39]. Thus,

we speculate that overexpression of Oct4 alone without other

reprogramming factors may actually inhibit reprogramming.

Conclusions
Finally we note that it is possible that the role of reprogramming

factors may differ depending on the method of reprogramming, be

it SCNT, cell fusion or over-expression of a subset of genetic

Figure 5. The N-terminal domain is not required for Sall4
function in reprogramming. A) Sall4 d12 mutant behaved similarly
to wt Sall4 in reprogramming. Sall4 d12, as well as two clones of wt
Sall4 of identical sequences, were overexpressed in Oct4-gfp MEFs,
which were then fused to ESCs and assayed for GFP expression as
described. B) The overexpression of Sall4 d12 resulted in a similar
increase in the number of Oct4-gfp cells as wt Sall4, as well as a similar
increase in the number of reprogrammed colonies.
doi:10.1371/journal.pone.0001955.g005
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factors. The fusion reprogramming assay as optimized here is

useful for identification and characterization of new regulators or

enhancers of somatic reprogramming and may bypass some of the

difficulties with other methods. Together, the array of methods for

reprogramming holds great promise for the generation of patient-

specific stem cells for use in diverse basic and clinical studies in the

future.

Materials and Methods

Cell Culture
Mouse ESCs (E14) were cultured on plates coated with 0.1%

gelatin (Sigma-Aldrich, Steinheim, Germany) in ESC medium

[(Dulbecco’s modified Eagle’s medium (DMEM) (Invitrogen,

Carlsbad, CA) supplemented with 15% knockout serum replace-

ment (Invitrogen), 2 mM L-glutamine (Invitrogen), 1 mM sodium

pyruvate (Invitrogen), 1% non-essential amino acids (Invitrogen),

0.57 mM beta-mercaptoethanol (Sigma-Aldrich), 1% penicillin/

streptomycin (Invitrogen), and 0.3% leukemia inhibitory factor].

MEFs were harvested from (Rosa26 X Oct4-gfp) transgenic mice as

described [20,21] and cultured on gelatinized plates in MEF

medium [DMEM supplemented with 10% fetal bovine serum

(Hyclone Labs, Logan, UT), 2 mM L-glutamine, 1 mM sodium

pyruvate, 1% non-essential amino acids and 1% penicillin/

streptomycin]. 293 cells for lentivirus production were cultured

on gelatinized plates in MEF medium.

Lentiviral Vectors and Overexpression
The lentivirus overexpression vector pLove has been described

[40]. The candidate genes were cloned individually into pEntr-1A

(Invitrogen), then subcloned into pLove using the GatewayH
technology (Invitrogen) according to the manufacturer’s protocol.

The companion vectors for lentivirus production, pMDL, pRSV

and pVSV-G, were gifts from Dr. Michael McManus (University

of California, San Francisco, CA).

The 293 cells were plated on 15-cm plates at 80000 cells/cm2

12–24 h before transfection. 4 mg of pLove and 1.3 mg each of

pMDL, pRSV and pVSV-G were transfected into 293 cells with

FuGENE 6 transfection reagent (Roche Applied Science,

Indianapolis, IN) according to the manufacturer’s protocol.

Supernatant containing mature lentivirus was harvested at 48 h

to 72 h after transfection and filtered with 0.45 mm PVDF syringe

filters (Millipore, Billerica, MA). For infection, 10 ml of the filtered

supernatant and 5 ml of fresh MEF medium was added to MEFs

cultured in 10-cm plates for 24 h. The cells were then rinsed

thoroughly 36 with DMEM and continued to culture in fresh

MEF medium for another 24 h. Overexpression of candidate

genes was verified by Western blotting. MEFs overexpressing the

candidate genes were harvested and homogenized in RIPA buffer

[50 mM Tris, 150 mM NaCl, 0.5% sodium deoxycholate, 1%

NP-40, 0.1% SDS, pH 8.0] at 100000 cells/ml. After a clarifying

centrifugation step at 12000 rpm for 20 min at 4uC, 30 ml of 66
Lammeli buffer [0.3 M Tris pH 6.8, 36% glycerol, 10% SDS,

120 mg/ml bromophenol blue] and 2 ml of betamercaptoethanol

were added to 60 ml of cell lysate, of which 20 ml was loaded per

lane on a 10% SDS-polyacrylamid gel. Western blotting was

performed using a goat anti-V5 antibody (Abcam, Cambridge,

MA) to detect the expression of all V5-tagged candidate genes, and

a goad anti-GAPDH antibody (Abcam) to detect the expression of

GAPDH as a loading control.

Cell Fusion Assay
At 24 h before fusion, G418-resistant, Oct4-gfp MEFs over-

expressing the candidate genes were stained with 0.5 ml/ml

Vybrant DiD (Invitrogen) in DMEM for 20 min at 37uC. The

cells were thoroughly rinsed 36 with phosphate buffered saline

(PBS) before trypsinized and replated on 6-well plates with

unstained ESCs; both MEFs and ESCs were seeded at 36105 cells

per well in ESC medium. During fusion, the cells were first rinsed

16 with 2 ml PBS (pH 7.4) per well, then primed with 1 ml

50 mM sodium dodecyl sulphate (Sigma-Aldrich) in PBS for 3 min

at 37uC before incubating with 1 ml 56% PEG-3350 (Sigma-

Aldrich) resuspended in PBS for 1 min at 37uC [41]. DMEM was

then added to the wells at 1 ml/min to dilute the PEG solution for

up to 5 ml. The cells were rinsed 16with 2 ml DMEM, 16with

2 ml ESC medium before returning to 3 ml ESC medium. The

medium was fully replaced daily post-fusion. At 24 h and 48 h

post-fusion, the fused cells were harvested and resuspended in

PBS-1% bovine serum albumin (Sigma-Aldrich) before assaying

for GFP expression with a FACSCalibur (BD Biosciences, San

Jose, CA). 200 mg/ml G418 solution (Invitrogen) was added at

48 h post-fusion to begin the selection for reprogrammed colonies.

In order to control for background fluorescence in our FACS

analysis, we fused both wt MEFs that did not contain any gfp

transgene, and MEFs that carried the Oct4-gfp transgene to ESCs

independently in our fusion experiments. We measured the

number of GFP positive cells in both populations, and we

subtracted the number of GFP positive particles of the wt MEFs

from that of Oct4-gfp MEFs in order to eliminate background

fluorescence from our calculations. All fusion experiments were

repeated between 3–6 times. The data were then pooled and the

average and standard deviation were calculated. Post-hoc tests

following a univariate analysis of variance (ANOVA) show that

average number of colony for Nanog, Sall4, and Sox2 are

significantly different from those of the uninfected, luciferase and

mCherry controls (p,0.05).

For the analysis of fusion efficiency described in Figure 1A,

MEFs were stained with 0.5 ml/ml Vybrant DiD (Invitrogen) and

ESCs were stained with 0.5 ml/ml Vybrant DiO (Invitrogen) in

DMEM for 20 min at 37uC before cell fusion. Cells were allowed

to recover in ESC medium for 5 h before FACS analysis.

Supporting Information

Figure S1 Sall4 d12 overexpression. Overexpression of Sall4

d12 in Oct4-GFP MEFs was verified via Western blotting using

antibodies against Sall4 (gifts from Dr. Huck-Hui Ng from

Nanyang Technological University, Singapore). Sall4 was ex-

pressed in wildtype mouse ESCs but not uninfected MEFs.

Found at: doi:10.1371/journal.pone.0001955.s001 (0.11 MB TIF)

Figure S2 Overexpression of Sall4 d12 in Oct4-gfp MEFs did

not induce GFP expression. Sall4 d12 was overexpressed in Oct4-

gfp MEFs and the activation of Oct4-GFP was measured as

described in the main text and Figure 4A.

Found at: doi:10.1371/journal.pone.0001955.s002 (0.21 MB TIF)

Figure S3 Overexpression of Sall4 d12 did not increase cell

doubling time in MEFs. Sall4 d12 was overexpressed in Oct4-gfp

MEFs and the doubling time of MEFs was measured as described

in the main text and Figure 4B.

Found at: doi:10.1371/journal.pone.0001955.s003 (0.26 MB TIF)

Figure S4 Overexpression of Sall4 d12 did not increase the

colony formation efficiency in MEFs. Sall4 d12 was overexpressed

in E14 and the tetraploid reprogrammed MEFs, and the colony

forming efficiency of the infected ESCs was measured as described

in the main text and Figure 4D.

Found at: doi:10.1371/journal.pone.0001955.s004 (0.21 MB TIF)
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Figure S1 Sall4 d12 overexpression. Overexpression of Sall4 d12 in Oct4-GFP MEFs was verified via Western blotting 
using antibodies against Sall4 (gifts from Dr. Huck-Hui Ng from Nanyang Technological University, Singapore). Sall4 was 
expressed in wild type mouse ESCs but not uninfected MEFs. 

Figure S2 Overexpression of Sall4 d12 in Oct4-gfp MEFs did not induce GFP expression. Sall4 d12 was over-
expressed in Oct4-gfp MEFs and the activation of Oct4-GFP was measured as described in the main text and Figure 4A. 

Figure S3 Overexpression of Sall4 d12 did not increase cell doubling time in MEFs. Sall4 d12 was overexpressed 
in Oct4-gfp MEFs and the doubling time of MEFs was measured as described in the main text and Figure 4B. 

Figure S4 Overexpression of Sall4 d12 did not increase the colony formation efficiency in MEFs. Sall4 d12 was 
overexpressed in E14 and the tetraploid reprogrammed MEFs, and the colony forming efficiency of the infected ESCs was 
measured as described in the main text and Figure 4D.
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RNAi screen 
 

The first aim of my thesis project was to develop an RNAi screen to analyze 
the effects of the loss-of-function of pluripotent-associated genes in ES cells. A 
couple of RNAi-based screens in ES cells have been published during this period, 
using different approaches (Ivanova et al., 2006; Fazzio et al., 2008). In the first RNAi 
screen, a competition assay was performed between infected cells (undergoing 
RNAi) and wild type cells (uninfected). The percentage of both infected and 
uninfected cells was analyzed by flow cytometry, making use of a fluorescent 
reporter present in the lentiviral vector. In this screen 70 genes were tested, from a 
list of down-regulated genes upon retinoic acid induced differentiation, through 
microarray analysis, of which they chose transcription factors or genes containing 
DNA-binding domains. In this study, aiming specifically for the transcriptional 
network, 3 novel regulators of ES cell self-renewal were identified (Esrrb, Tbx3, Tcl1) 
and they were shown to be effectors of the ES cell core network, as its down-
regulation could be rescued by over-expression of Nanog (Ivanova et al., 2006).  

 
The second study was performed to analyze the effects in cell growth of the 

loss of function of more than a thousand loci encoding chromatin proteins. The 
strategy was based on a RNAi library comprised of RNA digested with an 
endoribonuclease, EsiRNAs (Kittler et al., 2007). Sixty-eight proteins were identified 
with knockdown phenotype, including 7 sub-units of the Tip60-p400 acetyltransferase 
and remodeling complex. This activating complex recognizes independently the 
histone mark H3K4me3 and Nanog binding sites, integrating the transcriptional 
network and a chromatin mark to regulate gene expression (Fazzio et al., 2008).    

 
With some important similarities with our approach, especially when 

compared with the first study, there were still major differences, which allowed for 
different discoveries. Firstly, the candidate list used was different. The genes tested 
in our screen were chosen out of a list of genes that were up-regulated (when 
compared to differentiated cells) in two populations of pluripotent stem cells: one 
representing an in vitro cell line, ES cells, and the other, an in vivo representative, 
PGCs. The rationale being that using in vitro and in vivo cells, the genes represented 
would not include some genes possibly being expressed due to the culturing 
conditions. Our study included 41 genes (see Supplementary Fig.1 in Chapter 2), a 
list that included mostly transcription factors, chromatin enzymes, DNA/RNA binding 
genes, oncogenes and some unknown genes. Secondly, the competition assay 
analysis performed included two reporters to analyze through flow cytometry. The 
first one enabled us to distinguish infected and uninfected cells, and second one to 
report for the effect of the down-regulation of a particular gene on the expression of 
the known regulator and marker of ES cells, Oct4. In fact, by making use of an Oct4-
GFP ES cell line, we were able to compare the RNAi effect on the expression of 
Oct4, in every passage. In effect, this allowed for a more complex analysis of the 
RNAi phenotype and confirmed through down-regulation of known ES cell regulators, 
such as Oct4, Nanog, Sox2 and Sall4. This work led to the discovery of 18 genes 
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with self-renewal defects, 7 of which showed down-regulation of Oct4, and 6 of which 
were novel regulators of ES cells (Chd1, Cbf, Ddx18, NF-Ya, NF-Yb, Terf1). All the 
novel regulators were screened using two short hairpin sequences, to verify 
specificity and to avoid off-targeting effects. The only novel regulator that had both 
the self-renewal and loss of Oct4-GFP expression phenotypes was the chromatin 
remodeler Chd1. The lentiviral-based RNAi system (Ventura et al., 2004) was then 
used to understand the biological function of Chd1 in the undifferentiated state and in 
the context of reprogramming. 

 
Further studies with the other novel regulators may also shed light on other 

aspects of ES cell biology. In a joint effort in our lab, the role of NF-Y in ES cells was 
also dissected (Chapter 3). This transcription factor was identified as a novel 
regulator of ES cells, mostly through its role in cell proliferation. In this study a novel 
computational approach was used to predict sequence motifs that can act as 
enhancers, which were subsequently validated by functional assays. Candidate DNA 
binding proteins were then tested for their ability to bind specifically to those motifs. 
This allowed for the identification of 8 conserved motifs, of which one is recognized 
and bound by NF-Y. The analysis of the down-regulation of two NF-Y sub-units (NF-
Ya and NF-Yb), with the use of the RNAi system developed, revealed its role as a 
regulator of ES cell proliferation. The analysis was performed using both the 
competition assay and a colony-forming assay, which assesses the ability of ES cells 
to form single colonies. In addition, the loss-of-function of NF-Y leads to an 
accumulation of ES cells at G1 phase of their cell cycle, as analyzed by PI staining 
with flow cytometry.  

 
Furthermore, as a follow-up to the RNAi screen, I started to develop tools to 

better understand the role of Sall4 in pluripotency. Sall4 is a zinc finger transcription 
factor highly expressed in the early embryo and germ line, and is required for the 
maintenance of pluripotency and for the proper development of the embryo (Elling et 
al., 2006; Zhang et al., 2006). It was also shown to cooperate with Nanog in the 
transcription network that underlies the ES cell state (Wu et al., 2006) and to be a 
core element in the ES cell protein interaction network (Wang et al., 2006).  
Interestingly, the Sall family contains an N-terminal 12-amino acid sequence known 
to recruit the repressing remodeling complex NuRD (Lauberth and Rauchman, 2006). 
I cloned a Sall4 over-expressing vector with the wild type sequence, and with a 
deletion lacking the 12 amino acid sequence in the N-terminal to test if the Sall4 
function is required for the recruitment of the NuRD complex. In the context of 
reprogramming using a cell-fusion assay, the full and the deletion sequences were 
tested to enhance their efficiency (Chapter 4). Sall4 was demonstrated to enhance 
the efficiency of reprogramming with both constructs, suggesting that its role in 
reprogramming is independent of the recruitment of this repressor complex. Further 
analysis is necessary to understand how Sall4 acts in cooperation with the NuRD 
complex, knowing that Sall4 binds to many of the genes highly expressed in ES cells 
in cooperation with Nanog. It is possible that the recruitment of such repressive 
complexes is context dependent, and it is still unclear if this interaction indeed 
happens in ES cells. Further biochemical studies would be necessary to understand 
the interplay between Sall4 and NuRD in the context of ES cells.   

 
In summary, the RNAi screen developed allowed for the discovery of 6 novel 
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ES cells regulators. Loss of function of NF-Y analysis was integrated in another study 
involving computational prediction and functional validation of ES cell regulating 
motifs. The transcription factor Sall4 was also studied in the context of enhancement 
of reprogramming efficiency using a cell fusion assay. Finally, Chd1 RNAi showed 
proliferation defects in ES cells and loss of Oct4-GFP expression. I then used the 
RNAi system to investigate the role of Chd1 in ES cells and in iPS reprogramming. 
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Role of Chd1 in ES cells 
 
In the study here presented (in Chapter 2), it is shown that the euchromatin 

protein Chd1, a known chromatin remodeler that recognizes the active mark 
H3K4me3 (Flanagan et al., 2005; Sims et al., 2005), is an ES cell regulator. Using 
the RNAi technology, with constitutive expression of the shRNA via a lentiviral vector 
(Ventura et al., 2004), we were able to dissect the role of Chd1 in ES cells. Depletion 
of Chd1 leads to an impaired proliferation and loss of pluripotency (Gaspar-Maia et 
al., 2009). It is possible that the phenotypes observed correspond to a situation 
closer to a hypomorph, rather then a complete absence of Chd1. Because of the 
intrinsic caveats of using an RNAi system, two cell lines (E14 and Oct4-GiP) were 
analyzed holding similar phenotypes and at least 3 colonies expressing the lentiviral 
vector were expanded per cell line, representing the two shRNAs tested.  

 
Surprisingly, down-regulation of Chd1 in ES cells did not affect the expression 

levels of the majority of the genes, as analyzed by microarrays, and the cells still 
presented ES cell markers. The surprise comes from the fact that Chd1 is a factor 
widely associated with active gene transcription, and its depletion would be expected 
to have a stronger effect in gene levels. One simple explanation could be the 
presence of minimal amounts of Chd1, due to the efficiency of RNAi. Another 
explanation could be the presence of alternative molecules, such as Chd2, that could 
substitute Chd1 in these complexes for proper gene transcription. Both explanations 
can be complementary, and go along with other observations that human CHD1 
depletion (again using RNAi) does not affect the pre-mRNA levels, but affects the 
dynamics of the processing, as part of the splicing machinery (Sims et al., 2007).  

 
Nevertheless, Chd1-deficient cells lost their pluripotency capacity as these 

cells were no longer able to differentiate in vitro into primitive endodermal cells, and 
had a higher propensity to differentiate into the neural lineage, as seen both with EB 
formation and with teratomas. Further analysis shows that, in ES cells, Chd1 binds to 
euchromatic and active regions all throughout the genome, with a significant overlap 
with regions marked with H3K4me3 and bound by RNA polymerase II. Down-
regulation of Chd1 leads to heterochromatinization of the nucleus, with increased foci 
of compacted chromatin marked both by H3K9me3 and Heterochromatin protein 1 
(HP1). The histone protein exchange was also impaired in these foci, when 
evaluated by FRAP analysis. It is known that upon differentiation, specifically into the 
neuronal lineage, chromatin becomes more compacted with increased foci of 
heterochromatin and with the concomitant reduction in histone mobility within the 
nucleus (Meshorer, 2007). We, therefore, analyzed carefully whether this 
heterochromatinization was a consequence of the propensity of these cells to turn 
the neuronal program. Nuclear immunostaining shows that the foci of 
heterochromatin precede the loss of expression of the ES cell marker Oct4. This 
suggests that Chd1 is acting to prevent heterochromatin from forming in ES cells. 

 
The mechanism by which Chd1 prevents heterochromatinization, tilting the 

balance between euchromatin and heterochromatin towards the former, is still not 
known. Global anti-silencing mechanisms have been studied in other species, such 
as yeast, and despite the differences, it may help us understand the principles that 
govern this battle between heterochromatin and euchromatin. The Sir proteins (Silent 
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information regulator) form the ordered compact structure of heterochromatin in 
yeast, and bind preferentially to the telomeric regions. Two redundant mechanisms 
have been shown to prevent the spreading of the Sir proteins: the incorporation of a 
histone variant H2AZ and the methylation of H3K4 mediated by the 
methyltransferase Set1. In this study it is clear that incorporation of specific histone 
variants or altering the chemical surface of histone prevents binding of these 
repressive proteins (Venkatasubrahmanyam et al., 2007). Another important anti-
silencing mechanism works through histone hyperacetylation, which prevents Sir 
proteins from binding (Kimura et al., 2002). More recently, with a single cell 
resolution, the establishment of silencing mediated by the Sir family protein Sir3, was 
traced. Introducing the Sir3 protein in a Sir3 mutant cell line, and tracing the onset of 
the repressive complexes, it was possible to uncover the complexity of this silencing 
mechanism, involving acetyltransferases (Sas2), histone methyltransferases (Dot1 
and Set1) and demethylases (Jhd2). The dynamic process of silencing and activation 
is played by the competing roles of the addition and removal of the methyl group in 
H3K4 and H3K79 (Osborne et al., 2009). 

 
To explain the role of Chd1, it is important to take in consideration its role in 

transcription as an elongation and splicing factor (Sims et al., 2007) and its 
remodeling activity as an ATPase SWI/SNF like protein (Lusser et al., 2005). One 
possible mechanism by which Chd1 maintains an open chromatin in ES cells is 
through deposition of the euchromatic histone variant H3.3, which is generally 
associated with active genes and is less prone to H3K9 methylation (McKittrick et al., 
2004). H3.3 is incorporated by the chaperone HIRA specifically at promoter regions 
of active genes, and, together with methylation of H3K4 and H3 acetylation, marks 
these genomic regions through mitosis (Chow et al., 2005). This is thought to be a 
mechanism by which cells maintain a specific transcriptional memory, as reported in 
frog reprogramming assays (Ng and Gurdon, 2008). H3.3 incorporation was also 
shown to mark specific promoter regions during T-cell activation (Sutcliffe et al., 
2009). Chd1 has recently been shown to be required in the Drosophila oocyte for 
incorporation of H3.3 into sperm chromatin (Konev et al., 2007). Chd1 depleted 
sperm cells are unable to incorporate H3.3, necessary for decondensation, and fail to 
fuse the male and the female pronucleus after fertilization. It also shows the broad 
impact for male chromatin that H3.3 incorporation has, and makes us hypothesize 
that a similar mechanism may maintain open chromatin in ES cells. Unfortunately, 
mammalian H3.3 variant differs from Histone H3.1 by only four amino acids, and no 
specific antibody (to date) has been able to distinguish them. This would allow an 
easy analysis of the regions where H3.3 is enriched, and to study the effect of Chd1 
depletion on the deposition of H3.3 incorporation. 
 

Chd1 may also directly protect H3K4me3 from demethylation. Not just by 
remodeling chromatin variants with enriched H3K4me3, but through direct interaction 
with histone methyltransferases, such as Ash2 (Sims et al., 2007), necessary for the 
maintenance of the active mark. This histone mark is known to prevent the binding of 
repressive complexes such as the NuRD deacetylation complex (Nishioka et al., 
2002; Zegerman et al., 2002) and the DNA methyltransferase subunit DNMT3L (Ooi 
et al., 2007). It can also act in the balance between addition and removal of methyl 
groups in H3K9. This involves the histone demethylases Jmjd1a and Jmjd2c (Loh et 
al., 2007), and histone methyltransferases, like SETDB1 (Schultz et al., 2002), 
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G9a/GLP (Tachibana et al., 2002; Tachibana et al., 2005), Suv39H1 (Rea et al., 
2000) and Suv39H2 (Peters et al., 2001), all known to be present in ES cells. 
Analyzing the expression levels of such players upon down-regulation of Chd1 does 
not show any differences that would explain the heterochromatinization phenotype. It 
is important to stress that the foci formed in Chd1 deficient cells, may not be 
consequence of a dramatic increase of H3K9 methylation, but it could be a result of a 
higher order compaction of nucleosomes. Preliminary data analyzing H3K9me3 
protein levels in these cells do not seem to reveal significant methylation increase. 

 
The opening of the chromatin can also be complemented by histone 

hyperacetylation, as it was shown in yeast (Kimura et al., 2002). In fact, Chd1 could 
indirectly mediate the binding of the histone acetylase and remodeling complex 
Tip60/p400, that recognizes H3K4me3. When this mark is reduced in ES cells, the 
binding of this complex to its targets is impaired (Fazzio et al., 2008). Here again, the 
acetylation status of Chd1 deficient cells is still unknown. All of these different 
mechanisms may orchestrate a complex dynamic regulation of open versus compact 
chromatin, and I believe genetic studies, similar to the ones performed in yeast, will 
be important to dissect them. 

 
It remains unclear how this heterochromatinization may act to prevent 

expression of the endodermal markers, and if the propensity for neuronal 
differentiation is connected to it. It would be interesting to further analyze H3K9me3 
accumulation in Chd1-deficient cells. Through a genome-wide approach (ChIP-chip 
or ChIP-seq), it would be possible to find regions where this repressive mark is 
enriched. One problem with such approach would be to circumvent the heterogeneity 
of the population growing in culture, as it has been shown to have cells expressing 
either the ES cell marker Oct4, or the neural progenitor markers Blbp or Nestin. 
Appropriate surface markers for both ES-like cells and neural progenitors should be 
used to separate these two populations using FACS. This analysis would give 
insights on the mechanism by which Chd1-deficient cells lose their pluripotency and 
shed light on the apparent contradiction between the formation of heterochromatin 
and the unaltered expression levels of most genes in Chd1-deficient cells as seen by 
microarrays. Heterochromatin marks would be expected mostly in gene-poor regions 
but could also determine specific silencing of endodermal regulators, such as Gata4 
and Gata6 (Morrisey et al., 1996; Morrisey et al., 1998). These genes could 
potentially be silenced in Chd1-deficient ES cells, but as their expression levels are 
already low in the undifferentiated state, the microarray data would not be able to 
reveal differences between wild-type and Chd1-deficient cells. Heterochromatin 
localization could also help us understand the propensity for neural differentiation. 
One possibility is that Chd1 may be required for the expression of a repressor of 
neural differentiation, either as a direct transcriptional activator, or through the 
opening of chromatin. Candidate genes such as REST and Co-REST (Andrés et al., 
1999; Chong et al., 1995) are known to prevent the neuronal fate through recruitment 
of repressive HDAC complexes (Huang et al., 1999). In fact, REST is highly 
expressed in ES cells, but recent studies have shown that it may have a broader 
repressive effect, since its depletion leads to a general up regulation of markers from 
all lineages (Singh et al., 2008). Another possibility is a more general imbalance of 
the signaling pathways that are necessary to maintain the undifferentiated state 
(Silva and Smith, 2008). This metastable state could be generally impaired, and for 
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instance, the Fgf/Erk signaling could promote a bias lineage commitment towards 
neural differentiation. It is important to note that the spontaneous differentiation was 
noted in ES cells grown either in gelatin or with a feeder layer of mouse fibroblasts, 
which means that the possible signaling fluctuations will be consistent in both 
culturing conditions. 
 

It would also be interesting to analyze the effect of Chd1 over-expression in 
ES cells. As Chd1 is important for pluripotency, what effects on the cell would we see 
with higher levels of Chd1? Would the cells be able to differentiate at all if a major 
open chromatin remodeler prevented silencing of ES cell specific genes and 
microRNAs? Would this anti-silencing machinery be prevalent towards the 
transcriptional cues and other chromatin changes that allow for differentiation? It is 
hard to believe that Chd1 could dictate such strong phenotype, and eventually render 
ES cells unable to differentiate. However, some examples of deletion of repressive 
complexes show “confused” ES cells. Deletion of the NuRD repressive complex 
protein Mbd3 in ES cells shows various aberrant phenotypes, like the atypical 
expression of trophectodermal markers, and the maintenance of the ES cell state in 
the absence of LIF (Kaji et al., 2006); G9a mutants (a H3K9 methyltransferase) also 
show inefficient silencing of the ES cell regulator Oct4, even after induction of 
differentiation (Feldman et al., 2006). Even though it is hard to compare the absence 
of a repressor with the excess of an activator, it surely gives us interesting insights 
on how the regulation of the undifferentiated state is governed. The evidence so far is 
that the transcription network (and extracellular signals) may be prevalent as a 
determinant for the ES cell state and for lineage specification, where chromatin 
modifiers would act mostly to set the stage for the execution of transcription. In fact, 
most deletions in chromatin remodelers have mild effects in ES cell proliferation and 
marker expression, showing only differentiation defects, a critical role in the 
developing embryo. Addition of the exogenous protein in these mutants is able to 
rescue the differentiation defects (Niwa, 2007a). This may also be the case with the 
maintenance of open chromatin by Chd1. Over-expression of Chd1 could instead, 
allow for the dissection of the critical domains that are involved in opening the 
chromatin, through the expression of different domains of the protein, as it has been 
shown in yeast (Simic et al., 2003). Unfortunately, it has been quite challenging to 
build a stable construct to express Chd1, mostly due to its size, and to the low 
efficiency of expression of these vectors (with such long transcripts) in ES cells.  
 

Thus, the maintenance of an open chromatin in ES cells through Chd1, and 
its specific roles in the execution of pluripotency, allowing for lineage commitment 
into all germ layers, open several avenues. Most of the possibilities raised here are 
still technically challenging to be tested, and will require novel approaches, which I 
will discuss below.  
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Role of Chd1 in reprogramming 
 
As most cells of the body share the same genetic information as the original 

zygote, reprogramming of a differentiated cell to support the development of an entire 
organism can teach us a lot about the meaning of the undifferentiated state and 
issues related to lineage specification such as epigenetic memory and transcriptional 
and epigenetic regulation. Clearly, reprogramming is a very complex sequence of 
events that involves overcoming epigenetic barriers, the silencing of the somatic cell 
program, and resetting of the self-renewing and pluripotency programs. Since we 
learned about how Chd1 is necessary for the maintenance of the undifferentiated 
state, it was pertinent to evaluate whether it would be important for the re-acquisition 
of pluripotency during somatic cell reprogramming, using over-expression of the four 
factors, Oct4, Sox2, N-Myc and Klf4 (Blelloch et al., 2007). By playing the 
differentiation process backwards we sought to better understand the role of Chd1 in 
the maintenance and induction of pluripotency. Making use of the same RNAi 
technology, Chd1 was depleted in mouse embryonic fibroblasts right before the 
infection with the four lentiviral vectors. Efficiency of the induction of reprogramming 
by these 4 factors decreased significantly with Chd1 down-regulation. Since we were 
analyzing efficiency of reprogramming by the number of iPS colonies, the role of 
Chd1 in inducing pluripotency could be masked by its possible effect in proliferation 
of MEFs. We ruled out that possibility by using an indirect measure of proliferation, 
the MTT assay, allowing MEFs to grow in the same conditions as in the 
reprogramming assay, with and without Chd1 RNAi. Depletion of Chd1 had no 
significant effect in proliferation of MEFs. Interestingly, the iPS colonies formed after 
Chd1 RNAi did not express the RNAi vector, as seen by both expression of the 
reporter mCherry and the levels of Chd1 in these colonies. This means the RNAi 
vector had either been silenced in the process of reprogramming or the iPS colonies 
formed had not been infected with the virus in the first place. More analysis of these 
colonies would be able to distinguish these two. An easy way to detect the lentiviral 
integration could be done by probing the DNA using a southern blot. With the 
limitations of only analyzing the effect of depletion of Chd1 on the end point of 
reprogramming, these data suggest that Chd1 does not affect expansion of 
fibroblasts, but inhibits their induction of pluripotency.  

 
When this experiment was first designed, the expectation was that one could 

learn about the role of Chd1 in pluripotency, specially in maintaining an open 
chromatin, while the process of opening the chromatin was happening, i.e., during 
the process of reprogramming. However, it became apparent that, since our 
knowledge about the process is still limited, it would be very difficult to “see” it as it 
happens, and investigate the effect of Chd1 depletion. At this point, we are not able 
to know which cells are going to be reprogrammed, therefore, tracing individual cells 
through the reprogramming process is still very difficult. In addition, to date we rely 
on a few markers that indicate changes in somatic cells towards reprogramming. In 
this study we made use of a MEF cell line that expresses GFP under the control of 
Oct4, allowing for the analysis of the state of the colonies, with the expression of a 
known ES cell regulator. But other markers, such as Alkaline phosphatase (AP) and 
SSEA1, are expressed earlier in the process, which can be used to address the 
effect of Chd1 at those earlier stages. In fact, preliminary unpublished data indicates 
that indeed AP positive colonies are also reduced upon Chd1 depletion. This 
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suggests that Chd1 may be required early in the process, which goes along with the 
idea of a factor that works mostly on setting the stage for the activation of the 
transcriptional network. 

 
A critical experiment to functionally address the role of Chd1 in iPS 

reprogramming would be the analysis of the effect of over-expression in the 
efficiency of the process. MEFs already express Chd1 but its levels are increased in 
ES cells and iPS cells (Mikkelsen et al., 2008 and unpublished data). If ectopic 
expression of Chd1 increases the efficiency of the process, it would be interesting to 
test if Chd1 could substitute for any of the four factors, or eventually two factors. It 
has been suggested that Myc is a major contributor in the early events of 
reprogramming, and its role is clearly related to the multiple targets that may act with 
specific pathways but also through a more global activation mechanism (Sridharan et 
al., 2009). Even though Klf4 shares most of its targets with Oct4 and Sox2 (Sridharan 
et al., 2009), it may also be dispensable in certain conditions, such as an earlier 
opening of the chromatin. As in ES cells, over-expression of different Chd1 variants 
could also clarify if there is an interdependency of the structural domains of Chd1, 
using the reprogramming assay to test it (Woodage et al., 1997).  
 

As it has already been mentioned, the use of oncogenes (Myc) and retro or 
lentivirus in the current iPS cell establishment protocol raises safety concerns. To 
generate clinical quality iPS cells, the development of novel reprogramming methods 
that avoid permanent genetic modification is highly desired. Understanding how the 
opening of a permissive chromatin can affect the efficiency could encourage different 
strategies to generate safe iPS cells. This is probably the biggest impact in a short 
term, for this kind of research. A better understanding of reprogramming may bring 
technical advantages in terms of safer protocols that allow for its broader use in 
clinical and therapeutic approaches. In the long term, learning how the cell reverses 
its somatic program, goes back to an undifferentiated state and then is able to 
differentiate and establish silencing mechanisms to preserve its new identity, may 
lead to new approaches and protocols for differentiation. Some cell lineages are still 
hard to obtain with current protocols, but it may be possible to overcome specific 
barriers, by using certain chromatin factors. So far, the majority of the effectors of 
these differentiation protocols have been signaling pathways and transcription 
factors, but chromatin remodelers may be critical in directing cell fates. As an 
example, the chromatin remodeling subunit Baf60c has been used to direct ectopic 
differentiation of mouse mesoderm into beating cardiomyocytes (Takeuchi and 
Bruneau, 2009).  
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Open chromatin and pluripotency 
 

An open chromatin largely devoid of heterochromatin is a hallmark of stem 
cells, from Planarians (Reddien and Sanchez-Alvarado, 2004) to Mammals 
(Spangrude et al., 1988; Terstappen et al., 1991). Pluripotent Embryonic Stem (ES) 
cells have an open, hyper-dynamic chromatin, and accumulate regions of 
heterochromatin upon differentiation (Meshorer et al., 2006). While the open 
chromatin state in ES cells has been described at different levels, it is still not clear 
whether this open chromatin is indeed essential for ES cell pluripotency. In this 
thesis, it is suggested that indeed open chromatin is necessary for ES cells to 
differentiate into all three germ layers, and that the chromatin remodeler Chd1 plays 
a role in maintaining euchromatin from being heterochromatinized. Moreover, since 
the induction of pluripotency requires overcoming epigenetic barriers and a global 
opening of chromatin, it is possible that Chd1 is involved in that process, together 
with other players. Treatment with inhibitors of chromatin silencing agents increases 
efficiency of the reprogramming process: inhibition of DNA methylation (Huangfu et 
al., 2008a; Huangfu et al., 2008b), histone deacetylation (Mikkelsen et al., 2008) and 
histone K9 methylation (Shi et al., 2008). In order to understand the link between 
open chromatin and pluripotency it is now necessary to dissect how Chd1 
establishes the boundaries between open and closed chromatin states, and whether 
the role in maintaining pluripotency results from a local or global effect in transcription 
(Figure 5.1).  
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These sorts of studies require nuclear resolution and in vivo chromatin 
structure analysis that are technically challenging, but one could speculate some 
strategies that may become available. Live imaging of the nucleus coupled with an 
inducible RNAi and over-expression systems, would allow us to study in detail the 
onset of the heterochromatinization. This requires fluorescent markers compatible 
with an in vivo setting. Maybe we are far from developing such markers to look at 
chromatin modifications, but for this particular case, it would be possible to follow an 
HP1-GFP protein and to make use of DNA tagged regions (genetically engineered, 
as in Belmont, 2001) to look at specific loci and their relationship with HP1 (for 
example). These loci would come from a candidate list of genes possibly marked by 
H3K9me3 in Chd1-deficient cells. Single cell microarrays could also help us identify 
the consequences of heterochromatin foci formation with the cell state through its 
expression. The use of genetically modified cell lines and over-expression of the 
chromatin regulators possibly involved, would then enable us to establish the role of 
each of the players mentioned. Such approaches could be used both in ES cells as 
in iPS reprogramming, where the complex induction of an undifferentiated state 
involves dramatic changes and stochastic events, which would gain much from single 
cell analysis. 
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Chd1 in other contexts  
 
The fact that Chd1 has been shown to be up-regulated in mouse (Efroni et al., 

2008), human ES cells (Skottman et al., 2005), primordial germ cells (Grskovic et al., 
2007) and adult stem cells (Ramalho-Santos et al., 2002) may indicate a common 
mechanism for its action in maintaining an open chromatin in pluri/multipotency of 
these cells. Clearly, the role of Chd1 in human ES cells and in induction of 
pluripotency in human somatic cells is the next step. It will also be interesting to see 
how the loss of Chd1 in hematopoetic stem cells and neural stem cells affects their 
ability to proliferate and differentiate. Chd1 could also be involved in setting the stage 
for lineage specification in these adult stem cells, even if it is easier to speculate that 
Chd1 could have a more local range of influence in these cells.  

 
It will be also very interesting to understand the role this chromatin remodeler 

in vivo. Because of critical role that most chromatin remodelers have in several 
functions of the cell and in development, deletion mutants are typically embryonic 
lethal (de la Serna et al., 2006). On the other hand, mutant ES cells in most cases 
can be derived.  Unfortunately there is no genetic deletion available in mice. A 
knockout mouse model would allow for a better understanding of the role of Chd1 
during development. And genetic manipulation strategies that can target Chd1 in 
specific cell types, would also enable us to study particular adult stem cell 
populations. 
 

In summary, my work has provided a link between pluripotency and open 
chromatin in ES cells, indicating that the balance between euchromatin and 
heterochromatin may be established by Chd1 and that Chd1 is essential for the cells 
to maintain all the lineage commitment programs available prior to differentiation. 
This, I hope, paves the way for new approaches in iPS reprogramming and setting a 
new defining paradigm in understanding the undifferentiated state. 
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RNA interference in embryonic stem cells and the
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In 1998, two distinct and exciting scientific fields emerged
which have profoundly shaped the current direction of
biomedical research. The discovery of RNA interference
(RNAi) and the derivation of human embryonic stem (ES)
cells have yielded exciting new possibilities for researchers
and clinicians alike. While fundamentally different, aspects
from these two fields may be combined to yield extra-

ordinary scientific and medical benefits. Here, we review
the prospects of combining RNAi and ES cell manipu-
lation for both basic research and future therapies, as
well as current limitations and obstacles that need to be
overcome.
Gene Therapy (2006) 13, 478–486. doi:10.1038/sj.gt.3302723;
published online 16 February 2006

Keywords: miRNA; ES cells; RNAi; siRNA; differentiation; cell-replacement therapy

Introduction

The path from discovery to therapy is a long and difficult
one. The development of any potential therapy requires:
(1) a good model and exhaustive in vivo characterization
of the disease to be treated, (2) disease target identifica-
tion and drug discovery and (3) therapeutic develop-
ment and clinical testing. The combinatorial use of RNA
interference (RNAi) and embryonic stem (ES) cells may
provide new tools for all of the stages of therapeutic
development and yield extraordinary benefits. However,
the use of biological tools in potential therapies requires
an extensive knowledge of their biological functions.
While much work remains to be done in both of these
fields before the biology of these systems is clearly
defined, significant insights have been gained in the last
few years.

Biological function

RNAi
RNAi is a mechanism of post-transcriptional silencing
which acts through degradation of mRNA transcripts by
the action of homologous short RNA species. Since its
characterization in 1998 by Fire et al.,1 RNAi has been the
subject of intense investigation, the driving force behind
which is twofold. First, RNAi is an ancient evolutionarily
conserved mechanism of gene regulation, which is
thought to be present in many, if not all, eukaryotic
model systems. It has been shown to play an essential
role in processes ranging from developmental regulation

of gene expression to viral immunity. The second reason
RNAi has intrigued the scientific and biomedical com-
munities relates to its practical applications, both in the
lab as well as in potential therapies.

Early studies investigated the ability of long dsRNA
(generally ranging from 500 to 1000 nucleotides) to
initiate an RNAi response in Caenorhabditis elegans and
plants. These studies showed that dsRNA was able to
silence homologous mRNA transcripts,1,2 resulting in
a measurable decrease in gene-specific expression. Addi-
tional studies, however, have shown that, in many types
of mammalian cells, exposure to long dsRNA generates
a non-specific immune response directed by dsRNA-
dependent protein kinase (PKR) (for a review, see Kumar
and Carmichael3). As a result, instead of the sequence-
specific mRNA degradation seen in C. elegans, the PKR-
directed interferon pathway can trigger a global shut-
down of translation and apoptosis. Gene-specific silen-
cing by RNAi was successfully achieved in mammalian
tissue culture cells in 2001 through the introduction of
shorter dsRNA species (less than 21 bp) into cells.4 These
short interfering RNAs (siRNAs) can specifically in-
activate genes, minimizing the interferon response. This
discovery enabled the use of RNAi-based tools for the
large-scale manipulation of gene expression in mamma-
lian systems. It is, however, worth noting that dsRNA
does not induce the interferon pathway in all mamma-
lian cell types. Notably, specific silencing has been
reported in mouse oocytes/zygotes, ES cells and
embryonal carcinoma (EC) cells using long dsRNA.5–7

While the general RNAi mechanism is conserved
throughout the plant and animal kingdom, some varia-
tions in the pathway do exist. In addition to its function
as a post-transcriptional gene silencer, there have been
several studies which suggest that RNAi may play an
important role in the nucleus as a transcriptional gene
regulator (for recent reviews, see Matzke and Birchler,8

Verdel and Moazed,9 and Bernstein and Allus10). In
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particular, the mechanism by which long dsRNA is
tolerated and processed in various organisms differs.
In plants and invertebrates, where mRNA transcript
degradation is far more common than in mammalian
systems, siRNAs are processed from either long dsRNA
or very long hairpin species. In these systems, siRNAs
can be generated from both strands of the RNA duplex
and multiple siRNAs can be generated from a single long
RNA. In fact, an important function of the plant
‘immune’ system is dependent upon its ability to take
exogenous dsRNA, like that introduced by an invading
virus, and process the dsRNA into siRNA. After an
amplification step catalyzed by the RNA-dependent
RNA polymerase (RdRP), these ‘preprogrammed’ siRNA
species seek out and target other homologous viral
particles (for recent reviews, see McManus,11 Herr12 and
Wang and Metzlaff13). Instead of inducing viral immu-
nity as seen in plants, the introduction of long dsRNA in
a mammalian system induces the interferon response
generating universal gene silencing and apoptosis. Such
differences profoundly affect the interspecies application
of RNAi. An effective long dsRNA-based gene-silencing
technique in C. elegans, for example, could likely be
ineffective or dangerous in a mammalian system. This
is why a thorough understanding of such differences
is essential before any potential gene therapy can make
the transition from the lab to clinical trials.

Several years after the initial description of RNAi, data
emerged that suggested a wide variety of organisms
might use small RNAs to regulate gene expression.14–16

This discovery shed light on the earlier finding that the
important developmental gene in C. elegans lin-4 does
not encode a protein but instead a non-coding RNA
species.17 Further research has revealed that the lin-4
gene is not a unique anomaly but only the first of
thousands of microRNAs (miRNAs) to be identified.

miRNAs are transcribed as long primary transcripts
(can be more than 2000 nucleotides). These primary
transcripts are processed by the Drosha enzyme to yield
a short hairpin miRNA precursor of approximately 75
nucleotides. This precursor is exported from the nucleus,
where it is processed by the Dicer enzyme to yield a
transiently existing B21 nucleotide RNA duplex. Depen-
ding on the thermodynamic asymmetry of the duplex, a
single strand is preferentially loaded into the silencing
complex. This short RNA strand is considered to be the
mature miRNA. The overall pathway is displayed in
Figure 1, although there are many additional factors and
details that are omitted (for recent reviews, see Ham-
mond,18 Tomari and Zamore19 and Hutvagner20).

The RNAi pathway, induced through the introduction
of synthetic siRNA or short hairpin RNA (shRNA), is
very similar to the pathway by which the endogenous
miRNAs are processed. In general, a high degree of
complementarity between the mRNA transcript and the
loaded silencing complex usually leads to RNAi-like
degradation of the target transcript. If, however, there is
a lower degree of sequence complementarity, the loaded
complex may merely interfere with translational machin-
ery, inhibiting protein production, through a largely
unknown mechanism and usually leaving the mRNA
intact. In mammals, miRNAs tend to mediate their
effects through translational repression, although excep-
tions to this general rule can be found. The mouse
miRNA miR-196, for example, pairs exactly with the
Hoxb8 mRNA transcript and directs an RNAi-induced
mRNA cleavage.21,22

Although the mechanism of RNAi has only very
recently been elucidated, RNAi has quickly become one
of the most popular methods of gene silencing in the lab.
There are several benefits to utilizing RNAi over other
gene silencing methods. siRNA silencing strategies, for

Figure 1 miRNA processing and RNAi in mammals. miRNA processing begins in the nucleus where long primary miRNAs are recognized
by the associated proteins Drosha and Pasha. These enzymes cleave the long pre-cursor into short B75 nucleotide (pre-cursor) hairpins
which are then transported out of the nucleus. In the cytoplasm, the enzyme Dicer recognizes the pre-cursor and cleaves it into a 19–21
nucleotides RNA duplex with characteristic 2 nucleotides 30 overhangs. A single strand of the duplex originating from a Dicer-processed pre-
cursor or an exogenous siRNA is incorporated into the RNAi silencing complex (RISC). Depending on the degree of complementarity
between the siRNA and its target mRNA, RISC may either block the translation machinery or cleave the target.
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example, have been shown to be 100 times more effective
than other antisense oligonucleotides (ODNs), at silen-
cing the same target.23 Although chemical modification
of synthetic ODNs have led to more efficient delivery,
they also tend to result in a decreased sequence
specificity as well as an increase in toxic side effects.
Additionally, RNAi-induced silencing tends to be more
stable and have fewer toxic side effects when compared
with silencing induced by other synthetic nucleotides
such as DNA oligos or ribozymes, perhaps because
RNAi harnesses an endogenous cellular pathway.

Studies in mouse ES cells have shown that embryos
derived from RNAi-treated ES cells can recapitulate the
phenotype of the conventionally derived null animal.24

Use of RNAi to induce gene-silencing offers several
advantages when compared with the practice of gen-
erating targeted genetic deletions in mouse ‘knockouts’.
In addition to the substantial time and cost required to
produce a ‘knockout’, complex models involving the
altered function of multiple genes may be very difficult
to produce with current approaches. Techniques such as
blastocyst injection of RNAi-encoding viruses or the
implantation of RNAi-modified ES cells can produce
transgenic animals in months rather than years. These
techniques can be used to study normal tissue function
and disease by varying the level of gene expression
instead of completely abolishing it. In effect, this may
provide researchers with a molecular ‘tuning dial’
instead of simply an on/off switch. It should be noted
that RNAi-based knockdown strategies are not likely to
replace conventional gene knockout techniques, but
instead provide a complementary tool that may have
particular advantages in gene therapies.25

Depending on the model system being studied, or the
disease to be treated, a wide variety of methods may be
employed to induce RNAi-mediated gene silencing, each
of which has its own distinct advantages and disadvan-
tages. In C. elegans, inducing stable RNAi is as simple
as soaking the animals in a solution of dsRNA or feed-
ing them transformed bacteria which produce long
dsRNA.26,27 Unfortunately, for those researchers not
studying nematodes, these delivery methods cannot be
applied to most model systems. Probably, the simplest
and most versatile method used in the lab to silence gene
expression in vitro is to design siRNA duplexes which
target a gene of interest and insert them into cells using a
variety of transfection techniques. Although this strategy
is both rapid and inexpensive, there are limitations.
Unlike C. elegans, mammalian cells do not contain
RdRP for the amplification of siRNA. As a result, the
effects of transfected or injected siRNA in a mammalian
cell decrease as the moiety is diluted with cell division.
Thus, a simple injection delivery method of siRNA does
not provide stable long-lasting RNAi silencing in
mammals. Long-term stability, however, may not be
necessary in some gene therapies, such as two recently
approved by the FDA for clinical trials, for the treatment
of AIDS-induced age-related macular degeneration.
These therapies involve a local injection of the ‘naked’
unpackaged siRNA directly into the eye.28,29 Local
delivery may reduce the likelihood of potential off-target
effects elsewhere in the body and the transient nature of
the treatment may actually be beneficial because it limits
unknown, potentially negative side effects that may
occur from long-term expression.

Local delivery of naked RNAs can be effective when
targeting accessible organs such as the eye, the skin or
the lungs. For less accessible organs, however, viral
vectors may be a useful alternative. These systems
often encode shRNAs, which are processed much like
miRNAs into siRNAs. Unlike naked RNA, some of these
viral vectors, such as adeno-associated viruses (AAV)
and lentiviruses, can integrate into the host genome
leading to a more permanent expression of a shRNA or
siRNA. These viruses can infect non-dividing cells, such
as primary neurons, making them important tools in
therapies for diseases that target the CNS. shRNA-
encoding AAVs have, for example, been used to
effectively silence a deleterious gene in the brains of mice
with spinocerebellar ataxia, which is similar to the human
neurodegenerative disorder Huntington’s disease.30

Lentiviral-based systems have recently become a
very popular way to deliver small RNAs. A variety of
lentiviral plasmids are available, containing various
selectable markers driven by many different promoters
(including inducible systems).31–36 When pseudotyped
with VSV-G, lentiviruses are highly tropic for stem cells
and can easily be produced in high-titer if concentrated
by high-speed ultra-centrifugation. These characteristics
have made lentiviruses very useful in the lab both in ES
cell culture as well as in the creation of transgenic
animals from modified ES cells (for a review, see
Pfeifer37). Although still a relatively new strategy,
shRNA-encoding lentiviruses hold promise for thera-
pies. Such vectors, ironically derived from the human
lentivirus HIV, have shown promise in silencing various
components necessary for HIV infection and replication
(for a review, see Cullen38).

Large-scale screens of RNAi libraries are very useful
tools for identifying novel gene function and dissecting
the biology of cellular pathways. Various academic and
commercial groups have created multiple types of RNAi
libraries. These libraries range from collections of
shRNAs or siRNAs designed to target a specific gene
or group of genes, to constructs derived from the enzy-
matic digestion of cDNAs.39–42 RNAi screens are very
versatile because they can be applied to most systems.
Thus far, RNAi screens have helped to identify novel
genes involved in everything from cell division to
apoptosis to fat metabolism. These tools can be especially
useful in dissecting complex regulatory pathways. RNAi
screens are usually carried out by one of two methods.
One method involves the transfection (or infection) of
a pooled RNAi library into cells followed by selection
and analysis of cells expressing a phenotype of interest.
Alternately, large-scale RNAi libraries can be arrayed
and analyzed in a high-throughput manner. RNAi
screens are simple and cost-effective tools for elucidating
gene function and dissecting biological pathways, and
they are also rapidly becoming essential in the process
of identification and validation of potential gene
therapy targets. The use of RNAi libraries could allow
the rapid identification of effective targets minimizing
investment on the development of drugs against in-
effective targets.

ES cells
Stem cells are characterized by their ability to proliferate
in an undifferentiated state and to give rise to differ-
entiated progeny. There are two major kinds of stem

RNA interference in embryonic stem cells and the prospects for future therapies
A Heidersbach et al

480

Gene Therapy



cells: ES cells and adult stem cells. ES cells can be
expanded extensively in culture because of their
self-renewing capacity. They are also pluripotent, that
is, they have the capacity to generate differentiated
progeny from all three embryonic germ layers (endo-
derm, mesoderm and ectoderm)43,44 as well as the germ
line.45 In contrast to ES cells, adult stem cells such as
neural stem cells or hematopoietic stem cells have a more
restricted differentiation capacity and usually generate
cells of the tissue from which they are derived. Adult
stem cells are maintained throughout the life of the
organism by their ability to self-renew.

ES cells were first derived in 1981 from the inner cell
mass of the mouse blastocyst.43,44 Before the derivation of
mouse ES cells (mES cells), it had been shown that some
tumors called teratocarcinomas behaved as a pluripotent
and self-renewing population in vitro.46,47 Cell lines
derived from these tumors are called EC cells.48 ES cell
lines have most of the molecular, morphological and
growth characteristics of EC cell lines. Unlike EC cells,
mES cells can contribute to all tissues when injected into
blastocysts, including to the germ line.45 In 1992, another
pluripotent cell type was isolated, this time from mouse
primordial germ cells (PGCs). These cells are called
embryonic germ (EG) cells and resemble both mES and
EC cells.49,50

In 1998, the same year of the discovery of the RNAi
pathway, a major event for ES cell research took place:
the derivation of human embryonic stem (hES) cell
lines51 (Figure 2). hES cells are derived from the inner cell
mass of blastocysts at about 1 week post-fertilization.
Like mES cells, hES cells are a self-renewing and pluri-
potent population. Injection of hES cells into immuno-
compromised mice results in the formation of teratomas,
containing cells from the three embryonic layers. Owing
to obvious ethical reasons, it is unclear whether these
cells can contribute to a human embryo when introduced
into the blastocyst. Also in 1998, human embryonic germ
(hEG) cells were derived from gonadal ridges containing
PGCs (5–9 weeks post-fertilization).52

Both mouse and human ES cells can be propagated
in the presence of serum and co-cultured with a layer
of fibroblasts. However, they require different signals
to self-renew. mES cells require leukemia inhibitor factor
(LIF) and bone morphogenic proteins (BMPs), whereas
hES require fibroblast growth factor (FGF) and suppres-
sion of BMP signaling.53–57 Despite differences in the
signals for self-renewal, the regulation by transcription
factors appears to be conserved between mES and
hES cells. In particular, the transcription factors Oct458

and Nanog59,60 are required to maintain both mouse
and human ES cells in an undifferentiated state. This
requirement was recapitulated with RNAi: downregula-
tion of Oct4 or Nanog in mES cells and hES cells led to
the loss of pluripotency and self-renewal capacities.61–64

This suggests that both transcription factors have similar
roles in mouse and human ES cells. Little is known about
the mechanisms by which these transcription factors
maintain pluripotency, particularly because their targets
have for the most part not been identified. In addition,
the regulation of the cell cycle and of lineage commit-
ment in ES cells remains poorly understood. Clearly,
much work remains to be carried out to dissect the
regulation of ES cell self-renewal and pluripotency and
RNAi is likely to be a very powerful tool for this
purpose.

The derivation of hES cells opened the possibility of
using nuclear transfer techniques to produce cell lines
that carry the genetic information of a human donor. By
taking any somatic cell from an individual, and intro-
ducing its nucleus into an enucleated oocyte, it is
possible to generate a new diploid oocyte with a
nuclear genome identical to the donor. This oocyte can
form a blastocyst, from which it is possible to derive
nuclear transfer (NT)-ES cells. Proof-of-principle for
this approach has been provided in the mouse.65 These
cells can then be used for therapeutic purposes which
will be further discussed. For ethical reasons, it is
important to distinguish between therapeutic cloning
and reproductive cloning. Therapeutic cloning involves

Figure 2 Timeline of RNAi and ES cell discovery. This timeline highlights some of the most important steps in the discovery of both RNAi
and ES cells where the year 1998 is an important milestone. Numbers in superscript refer to references in the text.
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the use of NT-hES cells for cell-based therapies.
Reproductive cloning involves the implantation of a
cloned embryo in the uterus to create a entire organism,
which has only been reported in some animal models,
like the mouse.66

The use of RNAi in dissecting ES cell
biology and differentiation

So far, the undifferentiated state of ES cells has been
studied through gain- and loss-of-function studies that
have described the importance of a few genes like
Oct4,58,67 Nanog,59,60 Foxd368 and Sox2.69 This approach
has been limited to the study of mice that are mutant
for each of these genes. RNAi allows researchers to test
the role of many genes in ES cells without the need
to generate mutant mice. The specificity of RNAi can
be confirmed by targeting sequences in untranslated
regions of the mRNA and then rescuing the phenotype
by overexpressing their coding sequence. In addition,
using RNAi against various genes simultaneously can
help to clarify the pathways that maintain pluripotency.
Most of the genes so far shown to regulate the un-
differentiated state of ES cells were chosen because of
their expression patterns in the early embryo or from
functional cDNA overexpression screens. With new
technologies, it is possible to identify other candidate
regulators of ES cells and study them with loss-of-
function screens using RNAi. The availability of new ES
cell lines expressing reporter genes under the control of
promoters of ES cell-specific genes will allow researchers
to monitor the undifferentiated state of ES cells. For
example, hES cell lines have been generated that express
green fluorescent protein under the control of the Oct4
promoter.70 Microarray analysis of ES cells suggests that
some genes may have an important role in determining
the stem cell state, because they are upregulated in these

cells when compared to somatic cells.71 Since conditional
RNAi systems are also available, analyzing candidate
genes selected from various approaches or performing
genome-wide screens by conditional loss-of-function
analysis in both mouse and human ES cells can bring
essential regulatory pathways to light (Figure 3).

Apart from understanding the undifferentiated state
of ES cells, it is of great interest to understand the
mechanisms that underlie lineage commitment of ES
cells. Owing to the fact that they are pluripotent, ES cells
can be differentiated into many if not all cell types.
A popular method used to trigger differentiation in vitro
in ES cells is through the formation of embryoid bodies
(EBs), a heterogeneous aggregate of cells that is formed
spontaneously in suspension after the removal of LIF.
Formation of EBs from mES cells is reported to
recapitulate initial steps of cell differentiation in early
embryos (for a review, see Keller72). Therefore, through
detailed study of EB formation it is possible to
recapitulate the developmental context and promote
differentiation of particular cell types. RNAi can help
to dissect these pathways through loss-of-function
genetic screens to identify critical genes involved in cell
fate decision (Figure 3).

miRNAs are likely to play an important role in ES cell
differentiation. It has been shown that several miRNAs
are expressed in mouse ES cells. Some miRNAs are
immediately suppressed upon ES cell differentiation,
whereas others are expressed only after the formation of
EBs.73 Recent studies showed that ES cells lacking the
critical RNase for the generation of miRNAs, Dicer, are
defective in their proliferation and differentiation. It is
still unclear, however, if miRNAs directly regulate the
cell cycle or differentiation pathways, or have a more
global effect on cell stability.74,75

The most successful attempts to differentiate cells
from mES cells in vitro have shown that ES-derived cells
acquire at least some of the molecular, morphological

Figure 3 The potential uses of RNAi in ES cells. ES cells can be generated from normal blastocysts (standard) or through blastocysts derived
from somatic cell nuclear transfer (NT-ES cells). ES cells can be expanded essentially indefinitely in culture and can give rise to all cell types of
the body. RNAi may be useful in a wide variety of studies involving ES cells. Some of these areas include: understanding the basic biology of
ES cells and cellular differentiation; modeling disease states in vitro; validating new drugs and assessing their toxicity; directing
differentiation of cell types of interest from ES cells; controlling the cell cycle and immune repertoire of ES-derived cells to be transplanted
and targeting infectious agents.

RNA interference in embryonic stem cells and the prospects for future therapies
A Heidersbach et al

482

Gene Therapy



and functional features of differentiated cells. For
example, overexpression of the transcription factor
HoxB4 was shown to promote differentiation of mES
cells into hematopoietic progenitors.76 These progenitors
were successfully engrafted into irradiated mice result-
ing in long-term multi-lineage hematopoietic progeny
that persisted in secondary recipients. A parallel study
showed that the Rag2 (�/�) deficiency could be repaired
using homologous recombination on NT-ES cells of
these mice.77 This is an example of therapeutic cloning
that combines nuclear transfer with gene correction of
ES cells. Neural lineages have also been obtained from
mouse ES cells. For example, exposure of differentiating
cells to retinoic acid and sonic hedgehog led to
differentiation into motor neurons.78 These neurons
formed functional synapses with muscle when trans-
planted into chick embryo spinal cords.79 Dopaminergic
neurons were also derived from ES cells and used to
reverse symptoms of Parkinson’s disease in rats.80 It has
been more challenging to differentiate endodermal
derivatives, such as liver or pancreatic cells, from ES
cells. Nevertheless, the derivation of insulin-producing
cells capable of reversing diabetes in mice has been
reported.81,82 Genetic manipulation including gene silen-
cing by RNAi may help to overcome the roadblocks to
endoderm differentiation. Notwithstanding all the pro-
mising advances in differentiating ES cells, one should
not expect that it will be possible to obtain all cell types
desired or even to engineer whole organs from ES cells,
at least not in the near future. For example, in the case of
neurons, where there can be distinguished up to 200
different subtypes, it is unlikely that it will be possible to
differentiate all of them, and to recapitulate all the
neuronal networks. Nevertheless, RNAi has already been
used to manipulate ES differentiation. For example,
knockdown of the tumor suppressor p53 facilitates
differentiation of mouse ES cells into muscle cells,83

and knockdown of the transcription factor PU.1 favors
differentiation of pro-B cells.84

The case studies described above lead us to believe
that many of the obstacles to the generation of cell types
of interest from ES cells can be overcome, and RNAi will
be an important tool. Downregulation of critical genes
during differentiation may induce either the growth of
a specific sub-population of cells or the apoptosis of an
undesired one, resulting in both cases in the enrichment
for a cell type of interest.

Potential therapeutic applications and
limitations of RNAi and ES cells

One may expect that, in a near future, the development
of some diseases will be studied in vitro using ES cells. ES
cells of an animal model for a specific disease, or human
ES cells that were derived from a pool of patients, may
enable the identification of specific genes involved in the
pathophysiology of the disease, as well as the character-
ization of the impact of mutations or allelic diversity
among different groups of patients. It should be possible
to obtain hES cells that can be clonally propagated which
contain exactly the same genetic information as a human
donor, as it has been done in the mouse.65 Once
differentiation is well established for a particular cell
type, the etiology of a disease can be studied at the

molecular and cellular level using these in vitro models,
allowing manipulations that would otherwise be
impossible. RNAi-based screens will allow the identifica-
tion of molecular modules essential for disease progres-
sion. RNAi screens will permit the use of ES-derived
cells to validate therapeutic targets for new drugs that
are cell-specific.

Historically, mouse ES cells have been very useful
for generating genetically engineered animal85–87 for
research purposes using homologous recombination.88,89

Recently, however, the focus of ES cell research has been
directed towards more clinical applications, such as
development of cell replacement and gene therapies. The
big challenge is to be able to apply all the knowledge
of ES cell biology and to obtain well-defined protocols
for differentiation for cell-based therapies, where some
damaged tissues may be replaced by ES-derived cells.
Standardized hES cells or patient-specific NT-hES cells
may be used to enrich for specific cell types using
adequate genetic manipulation and culture conditions.
The possibility of doing therapeutic cloning is a clear
advantage of ES-derived cells therapies over those
using adult stem cells. ES cells can also be propagated
indefinitely and seem to be more amenable to gene
manipulation, providing an inexhaustible cell source for
therapy. ES cell pluripotency also enables a broader use
of these cells in such therapies. Diseases that involve the
loss or damage of a single or very few types of cells are
the most attractive candidates for ES cell therapies.
Parkinson’s disease,80 lower motor neuron loss and
spinal cord injuries and78,79 type I diabetes mellitus81,82

are all potentially treatable by these therapies.
In addition to the conventional cell-replacement

approaches aimed at repairing damaged tissues, the
combination of ES cell and RNAi technologies may result
in novel therapies for infectious diseases such as HIV,
tuberculosis or malaria. One such strategy for combating
the HIV virus has already been reported. It involves
isolation of hematopoietic stem cells from an infected
individual and treating them with a lentivirus that
leads to expression of a shRNA targeted against either
viral RNA or against the cellular receptor targeted by
HIV (for reviews, see Lee and Rossi90). These stem cell
populations are then expanded ex vivo and reintroduced
into the patient. As hematopoietic stem cells give rise to
the cells comprising the immune system, it is hoped that
such a procedure will confer HIV resistance to the
immune system (the main target of HIV). Alternatively,
hematopoietic progenitors derived from ES cells carrying
RNAi vectors that target HIV infection may be used. This
approach would circumvent the need to extract hemato-
poietic stem cells from the patient, taking advantage of
the fact that ES cells can be grown in very large numbers.

Although the potential of RNAi and stem cell-based
gene therapies is extremely promising, there are issues
of safety and efficiency that must be addressed before
any potential therapy can be applied in humans. The
combinatorial therapeutic use of RNAi and ES cells,
while it may yield great benefit, also compounds the
limitations and potential negative side effects which both
tools may illicit. Currently, one of the most pertinent
limitations involving the use of ES cells is the lack of
knowledge regarding the details of ES cell developmen-
tal biology. The range of cell types that can currently
be derived from ES cells is fairly limited. As a result,
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the disease targets of potential stem cell-based therapies
are restricted to those affecting the small subset of cell
types that can be derived. It is likely that in the near
future the number of cell types that can be derived from
ES cells will greatly increase, but the goal of complete ES
cell-based organ replacement may be far off. Most of the
differentiation protocols to obtain a cell type of interest
yield a heterogeneous population that contains other cell
types as well. It will also be important to achieve cell
purity before ES-derived cells can be transplanted into
patients. Another major caveat of ES cell-based therapies
is the possibility of tumor formation. If a transplant
happens to contain contaminating undifferentiated ES
cells, these could lead to the formation of teratocarcino-
mas. Downregulation through RNAi of specific genes
involved in regulation of the cell cycle may be a way to
avoid these tumors.

Another limitation is the immune response following
engraftment of an ES-derived transplant not immuno-
logically matched to the patient. The use of immuno-
suppressive drugs can prolong the survival of allogenic
ES cell progeny. This is not an ideal method due to the
fact that the ability of the body to heal is compromised
when the immune system is suppressed. Another strategy
to enhance the compatibility of the graft is to decrease ES
cell expression of cell surface proteins that activate host
immune responses (i.e. major histocompatibility complex
and costimulatory molecules) or to increase ES cell
expression of immune-inhibitory antigens (i.e. Killer cell
immunoglobulin-like receptors). These approaches in
isolation will not likely permit long-term engraftment of
ES cell-derived cells. Another way to prevent immune
rejection is through the production of patient-specific ES
cells by somatic cell nuclear transfer and thus has become
a very popular topic of study (Figure 3).

The use of RNAi itself also presents hurdles that must
be overcome. The two main hurdles are effective RNA
delivery and specificity of gene silencing. shRNA
delivery for some gene therapies, such as those used in
two clinical trials recently approved by the FDA (for age-
related macular degeneration), could be as simple as the
injection of naked RNA.28,29 Many other techniques for
RNAi delivery have been formulated including liposo-
mal carriers, aerosolized vapors and viral vectors, but
like any other potential therapeutic treatment these
methods must be carefully evaluated for both efficiency
as well as any possible off-target effects.

The in vivo delivery efficiency of the interfering RNA
species to the cell of interest is an issue that deserves
great attention. The second issue that needs to be
addressed is how effective a construct is at silencing its
target sequence and only its target sequence. The fact
that miRNAs can effectively silence mRNA transcripts
with which they share only partial sequence homology
suggests that the problem of off-target silencing is a very
real issue which needs to be addressed in any effective
gene therapy design.91 In addition, in some cases, even
small 21 nt duplexes appear to be capable of inducing
non-specific global silencing directed by the interferon
response in mammalian cells.92,93 On the other hand,
especially with respect to viral infection, it has been
reported that siRNAs can specifically silence their target
RNA and not other transcripts, even when the target and
those other transcripts vary in sequence by as little as a
single base pair.94 Only further studies of the relationship

between miRNAs and their target sequences can help
to answer questions about specificity and off-targeting,
as well as define rules by which to design potential
therapeutic constructs.

Conclusion

Although the fields of RNAi and ES cell research are in
their infancy, it is already possible to envision cell and
gene therapies combining both of these strategies. Studies
of ES cells differentiation may overcome concerns about
the limiting number and purity of cells available for cell-
replacement therapies. For this reason it is important to
understand the mechanisms that regulate ES cell differ-
entiation. RNAi may allow the discovery of unknown
genes involved in pluripotency and lineage commitment,
and may be used to direct cell differentiation. In addition,
genes that are implicated in the development of speci-
fic lineages can be downregulated to enrich cultures of
purified cells, eliminating unwanted derivatives. By
knocking down genes involved in cell proliferation, the
tumorigenic potential of these ES-derived cells may be
eliminated. RNAi may also be useful to manipulate the
immune repertoire and reduce the probability of rejection
of an ES cell-derived transplant. Finally, using RNAi in
ES cells may help to model diseases in vitro and identify
effective drug targets. Given these promising potential
applications, we expect that many fascinating discoveries
will be made in the years ahead through the combinator-
ial use of RNAi and ES cells.
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