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ABSTRACT
Predictive maintenance strategies are becoming increasingly more 
important with the increased needs for automation and digitaliza
tion within pulp and paper manufacturing sector.Hence, this study 
contributes to examine the most efficient pre-processing 
approaches for predicting sensory data trends based on Gated 
Recurrent Unit (GRU) neural networks. To validate the model, the 
data from two paper pulp presses with several pre-processing 
methods are utilized for predicting the units’ conditions. The results 
of validation criteria show that pre-processing data using a LOWESS 
in combination with the Elimination of discrepant data filter 
achieves more stable results, the prediction error decreases, and 
the predicted values are easier to interpret. The model can antici
pate future values with MAPE, RMSE and MAE of 1.2, 0.27 and 0.30 
respectively. The errors are below the significance level. Moreover, 
it is identified that the best hyperparameters found for each paper 
pulp press must be different.
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1. Introduction

1.1. The new paradigm of predictive maintenance

A good maintenance strategy aims to provide the best reliability, availability, safety and 
performance, with the lowest possible maintenance cost (Almeida Pais et al., 2021; Cline 
et al., 2017). In recent years, maintenance has gained more and more attention due to 
increasing demand for system safety and reliability, while at the same time the systems 
become increasingly more complex and commodities and labor become more expensive 
(Sherif & Smith, 1981). In the UK manufacturing industry, maintenance costs account 
for 12–23 % of the total plant operating costs (Cross, 1988).

The concept of Maintenance has been evolving from the corrective to the preventive 
maintenance, and from scheduled, to on-condition (condition monitoring), until the 
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most recent concept of predictive. The predictive maintenance started with stochastic 
models. From that, evolved to algorithms based on Artificial Intelligence, namely with 
traditional Machine Learning and also Deep learning approaches.

The potential of artificial intelligence tools, especially machine learning, enables to 
improve system availability, reduce maintenance costs, improve operational performance 
and safety. It also supports decision making regarding the optimal time and action to 
perform maintenance interventions (Lv et al., 2021; Yam et al., 2001; Zhikun et al., 2013).

Maintenance activities play an important role in almost all areas of industry. 
Preventive maintenance has proven to be a great support when it comes to maximizing 
asset availability. It is fundamental for example, to guarantee good availability of wind 
farms (Asgarpour et al., 2018; Canizo et al., 2017; Florea et al., 2012; Lei et al., 2015; 
Turnbull & Carroll, 2021; Udo & Muhammad, 2021), and also to improve, manufactur
ing capabilities in industry (Edwards et al., 1998; Lee et al., 2006; Spendla et al., 2017).

More recently, developments in hardware computational power and artificial intelli
gence algorithms make predictive maintenance possible. This has been achieved through 
some advances at the level of predictive maintenance tools, which aim to predict the 
variations that may occur in each period. Using those tools, the probability of failure can 
be estimated and many failures can be prevented through maintenance interventions, 
therefore increasing equipment availability and maintaining the production flow. 
Predictive maintenance has demonstrated its great effectiveness in anticipating problems 
of malfunction that could otherwise occur in the future. (Zhikun et al., 2013) use 
stochastic models for predictive maintenance of power transformers. (Rodrigues et al.,  
2021) use feed forward neural networks to predict future behavior of a paper press. 
(Mateus et al., 2021) do the same using LSTM and GRU networks.

As more sensors and data are available, prediction algorithms have become increas
ingly more popular in recent years. The connection with Big Data data storage technol
ogy is a relevant topic for possibly all industrial sectors. Machine learning shows good 
results in prediction with Big Data (L’Heureux et al., 2017; Qiu et al., 2016; L. Zhou et al.,  
2017). For the entertainment industry, for example, modern techniques are applied to get 
a good approximation and knowledge of their customers to propose more specific 
products, possibly customized to each customer.

1.2. Industry 4.0 and IoT

Industry 4.0, which is based mostly on the digitization of information, documents, and 
even assets, is facilitating the use of predictive maintenance because it is easier to acquire, 
store and share information, which in turn brings great benefits in developing strategies 
for dealing with anomalies that occur during the production process (Glistau & Coello 
Machado, 2018; Kalsoom et al., 2020).

Big data analytics, Autonomous Robots, Simulation, The Internet of Things (IoT), 
Cloud Computing, Additive Manufacturing, Augmented Reality and Cyber Security are 
the most important pillars in industry 4.0 (Erboz, 2017). Big data analysis can be used in 
different fields such as fault prediction to reduce the probability of error (Ji & Wang,  
2017). In the case of maintenance, it is boosted due to the large amounts of data which are 
now possible to collect using network sensors.
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The Internet of Things (IoT) is considered the future of the Internet, which allows 
machine-to-machine communication and learning (Balevi et al., 2018; Huang & Li, 2010).

It is on the basis of the modern sensor networks, which allow real time monitoring of 
modern industries. The IoT is presented as possibly the most important pillar of the 
fourth industrial revolution (Drath & Horch, 2014)

Machines can exchange data, perform data analysis, make decisions and perform 
operations without human intervention (Husain et al., 2014).

The Internet of Things (IoT) is presented as the most important pillar of the fourth 
industrial revolution (Drath & Horch, 2014).

The benefits of predictive maintenance include increased productivity, reduction of 
system errors (Dalzochio et al., 2020; H. Li et al., 2014) and minimization of unplanned 
downtime (Jezzini et al., 2013).

Maintenance 4.0 is about predicting future asset failures and ultimately determining 
the most effective preventive measures by applying advanced analytics techniques to Big 
Data about the technical condition, usage, environment, maintenance history and similar 
assets elsewhere and, in fact, anything that might correlate with an asset’s performance.

1.3. Data pre-processing and fault detection

When data are collected, most of the times they come with discrepant data. That can be 
due to failure of the sensors themselves, events that happen in the environment or 
communication problems. The problem of dealing with discrepant data has been subject 
to heavy research and different treatment methods have been proposed, including 
different types of filters (A. B. Martins et al., 2020; Kim et al., 2017; Narendra et al., 2015).

Fault detection through machine learning techniques has provided additional benefits 
beyond improvements in risk mitigation and maximising system up time (Cline et al., 2017).

There are many machine learning techniques which can be used to detect failure 
patterns (for example, (Lykourentzou et al., 2009; Zibar et al., 2016), where the regression 
approach is used to predict numbers that can represent possible failures in the future 
state of the machine.), as well as predict future trends of the variables monitored, as in the 
present work.

1.4. Research method

Modern Artificial Intelligence (AI) methods are efficient in predicting machine failure, 
using different types of data (Jabeur et al., 2021; Yam et al., 2001). Therefore, predictive 
maintenance has attracted the attention of several scientific areas.

Predictive maintenance through artificial intelligence is a great way to overcome 
problems of unexpected machine breakdowns (Liu et al., 2018).

The literature search was conducted using the publications searched in Scopus, Web 
of Science, and ScienceDirect, as shown in Table 1.

The total number of articles associated with the keyword ”Predictive Maintenance” in 
the search engines presented above is 8625 articles, this number decreases to 497 when 
the keyword ”Recurrent Neural Network” is added. Adding the keyword ”GRU” 
decreases the total number of articles to 121, and adding the keyword ”Pre-Processing 

PRODUCTION & MANUFACTURING RESEARCH 3



Methods” decreases the total number of articles to 3, and none of them uses the LOWESS 
method proposed in our research.

Table 2 shows a list of the research articles, selected from the results of the searches 
detailed in Table 1, that use the same methods described in the present work. Although the 
articles in the table have used similar techniques, they use a low sample rate, except one of 
the three, which also demonstrates the importance of the LOWESS technique. 
Additionally, the studies present limitations at the level of long-term prediction. They do 
not compare the performance of neural network architecture for different types of samples.

Machine learning methods are useful for predictive maintenance, namely managing 
machine operations based on data collected by sensors. Those data contain patterns and 
information on phenomena that occur during the production process (Gorski et al., 2021; 
Zfle et al., 2021). The machine learning algorithms are able to discover those patterns 
using computational power, rather than human work, with minimal human intervention.

In the field of prediction, there are some typical machine learning algorithms, such as 
neural network models (Wang, 2003), deep random forest (Miller et al., 2017), genetic 
algorithms (C. Zhou et al., 2018), fuzzy logic (Couso et al., 2019), Bayesian algorithms 
(Tipping, 2003) and hidden Markov model algorithms (A. Martins et al., 2021), which 
have been applied in the diagnosis of dynamic device failures. Each of these models has 
its advantages with respect to the problems presented. For example, although multilayer 
neural networks and decision trees are two very different techniques for classification 
purposes, some researchers have conducted some empirical comparative studies 
(Eklund, 1998; Lim et al., 2000). Some general conclusions drawn in this work are:

(1) Neural networks are generally better at incremental learning than decision trees;
(2) The training time for a neural network is generally much longer than the training 

time for decision trees;
(3) Neural networks generally perform as well as decision trees, but rarely better.
The third point can be refuted by recent studies that report good performance of neural 

networks, even with optimized architecture (Schwenk & Bengio, 2000). Studies such as 
(Chong et al., 2004) use a combination of the two approaches to exploit their strengths.

The present work focuses on a supervised learning method, namely GRU neural 
network, to anticipate future trends of a number of variables. The GRU is in general 

Table 1. Summary of the keywords searched and total articles found in different search platforms.
# Scopus # WOS # ScienceDirect

Keywords ”Predictive Maintenance”
Total of documents 2,587 3,308 2,730
Keywords ”Predictive Maintenance”

”Recurrent Neural Network”
Total of documents 66 94 337
Keywords ”Predictive Maintenance”,

”Recurrent Neural Network”,”GRU”
Total of documents 14 17 90
Keywords ”Predictive Maintenance”,

”Recurrent Neural Network”,”GRU”,
”Pre-Processing Methods”

Total of documents 0 0 3
Keywords ”Predictive Maintenance”,

”Recurrent Neural Network”,”GRU”,
”Pre-Processing Methods”, ”LOWESS”

Total of documents 0 0 0
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accepted as one of the best models for prediction using multivariate data. The experi
ments were performed using sensor data acquired at an industrial paper pulp press. 
The main goal is to develop a model that can predict future sensor values, and therefore 
the state of the equipment, with at least 30 days advance, so that maintenance inter
ventions can be planned and failures can be prevented. In previous work, the best 
prediction results were already obtained with the GRU model (Mateus et al., 2021). The 
encoder and decoder architecture with GRU unit to data from same press, called press 
number 2, and another press, called press number 4. Data pre-processing is done, both 
eliminating discrepant data and smoothing using the LOWESS filter to achieve more 
stable results.

The focus of this section is to present the contributions and objectives of this paper. 
Based on the literature, the current preprocessing approaches, although they are well 
known, are rarely used for this purpose, as well as the Gated Recurrent Unit (GRU) 
neural network. To validate the proposed model, the sensory data, from two paper pulp 
presses, are used. The data is composed of six variables: Current Intensity; Hydraulic 
Unit Oil Level; Torque; VAT Pressure; Rotation Velocity; Temperature at Hydraulic 
Unit. The results of this research contribute to adapt appropriate predictive policies to 
upgrade the operational reliability of paper processing systems. Therefore, the main 
objectives of this research are as follows: Review and survey of current AI-based pre
dictive maintenance algorithms in processing industries; Develop a novel Gated 
Recurrent Unit (GRU) neural network for future predictive failure applications by 
comparing various pre-processing approaches; Validate the proposed model with sen
sory data from paper presses 2 and 4; Realization of the results to predict future failures as 
well as maintenance tasks in pulp industries.

Table 2. Comparative table showing the methods and results of the most relevant papers found.
Author Focus Concept Theoretical Method Sample Findings

Model

Dai et al. 
(2022)

Impact of data 
fluctuations on 
forecast accuracy

Data processing GRU 
and Random Forest

LOWESS  
Smoothing

Photovoltaic 
power 
generation

LOWESS smoothing can 
generate the smallest 
prediction error. 
Optimize the prediction 
performance of GRU 
model.

He et al. 
(2022)

Voltage Prediction Auto-encoder based 
health indicator and 
LSTM network

LOWESS 
Smoothing

Voltage GRU model is most 
suitable for the 
prediction of 
photovoltaic power 
generation. The 
method is more 
suitable for the hort- 
term forecasting than 
the medium and long- 
term forecasting. Good 
prediction between 
different load profiles.

F.-K. Wang 
et al. 
(2022)

Online useful life 
batteries 
prediction

Bi-LSTM LOWESS 
Smoothing

Capacity(Ah) The proposed online RUL 
prediction method 
proves to achieve 
better prediction 
results than LSTM, 
LSTM-AT, and Bi-LSTM 
models.
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Section 2 describes the theory of GRU recurrent networks, as well as the formulae used 
to calculate the different errors. Section 3 describes the method used to clean the dataset, 
prepare data and properties of some samples. Section 4 describes tests performed using 
the GRU neural network, results, and validation of the predictive models. Section 5 
discusses the results and compares them to work already done. Section 6 draws some 
conclusions and highlights suggestions for future work.

2. Background and methods

2.1. LSTM and GRU neural networks

Recurrent Neural Networks (RNN) are relatively popular for predictive maintenance 
tasks. They are one of the most efficient methods of prediction. They present a good 
performance at fault prediction based on data time series (Koprinkova-Hristova et al.,  
2011; Markiewicz et al., 2019; Nascimento & Viana, 2019; Rivas et al., 2019).

Q. Wang et al. (2020) used a RNN for achieving predictive and proactive maintenance 
for high-speed railway power equipment. They also used a similar approach for IoT 
based predictive maintenance based on a Long Short-Term Memory (LSTM) RNN 
estimator. Chui et al. (2021) also used an RNN model for predicting remaining useful 
life of turbofan engines. According to the authors, the Root Mean Squared Error (RMSE) 
improved 12.95–39.32 % compared to existing works.

LSTM networks have also been used to predict the failure of air compressor motors 
(Tsibulnikova et al., 2019), induction furnaces (Choi et al., 2020), oil and gas equipment 
(Abbasi et al., 2019), and machine components such as bearings (Wu et al., 2020).

The studies conducted so far mostly refer to the type of encoder and decoder 
architecture using the recurrent neural network LSTM. The LSTM model is good and 
versatile for working with sequences. Nonetheless, it has many parameters and therefore 
it is hard to fine tune. The GRU is a simpler model, with less parameters and therefore 
easier to fine tune. According to Santra and Lin (2019), the GRU neural network can be 
called an LSTM optimized neural network. There is less research on using GRU models, 
although the GRU often produces better results than the LSTM in experimental work; In 
(Mateus et al., 2021), this alternative is proposed and its good long-term prediction 
capability is shown.

Introduced by (Cho et al., 2014), GRU aims to solve the vanishing gradient problem 
that comes with standard recurrent neural networks.These are the mathematical func
tions used to control the locking mechanism in the GRU cell: 

zt ¼ σðxtWz þ ht� 1Uz þ bzÞ (1) 

rt ¼ σðxtWr þ ht� 1Ur þ brÞ (2) 

~ht ¼ tanðrt � ht� 1U þ xtW þ bhÞ (3) 

ht ¼ ð1 � ztÞ � ~ht þ zt � ht� 1 (4) 

Where,
• Wz;Wr;W are the weight matrices for the corresponding connected input vector;
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• Uz;Ur;U the weight matrices of the previous time step;
• br; bz and bh are bias;
• xt is the input vector;
• ht is the output vector;
• ~ht is the candidate activation vector;
• zt is the update gate vector;
• rt is the reset gate vector.
Figure 1 shows a diagram of a GRU unit. The activation function is usually tanh or 

a sigmoid function. The GRU was developed as a solution for short-term memory. It has 
built-in mechanisms called gates that regulate the flow of information (C. Li et al., 2018; 
Zhang et al., 2021).

Figure 2 shows the scheme of the proposed method, with the function of extracting the 
data treatment by means of the two proposed methods, in order to have a predictive 
model with good predictive capacity. It is possible to predict patterns of failures in the 
variables of the presses.

2.2. Model evaluation

The Mean Absolute Percentage Error (MAPE) was used as a model performance 
measure. It is calculated according to Equation 5. It is a metric commonly used to 
estimate AI models’ error and works best when there are no extremes in the data, 
namely, zeros cannot exist in the actual output, so that the value of the fraction can be 
calculated. 

MAPE ¼
1
n

Xn

t¼1

jYt � Ŷtj

jYtj
(5) 

Where:
• n is total number of observations;
• Yt is the actual value;
• Ŷt is the value predicted by the model.
Root Mean Square Error (RMSE) was also used to validate the results, which is given 

by the mathematical formula: 

Figure 1. The cell structure of a Gated Recurrent Unit. (Mateus et al., 2021).
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RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

t¼1
ðYt � ŶtÞ

2
s

(6) 

The Mean Average Error (MAE), which evaluates the magnitude of the average error in 
a set of predictions without considering their direction, has also been used. 

MAE ¼
1
n

Xn

t¼1
jYt � Ŷtj (7) 

3. Data pre-processing

In order to ensure quality of data fed to the machine learning models, one of the first 
steps of the present study was the analysis and elimination of discrepant data which could 
interfere with the convergence of the learning algorithms. Two methods were used: the 
first was the Elimination of lower and upper extreme values, the second was based on 
smoothing using linear regression.

3.1. Eliminating discrepant data

The method of eliminating discrepant values is based on the idea that extreme 
values are most probably data reading failures. They often happen due to sensor 
failures, communication interference or other type of problems during data acquisi
tion. As a result, the dataset sometimes contains invalid samples such as readings 
outside of the expected sensor ranges, or zero when the machine was stopped. Those 
samples can be eliminated, so that they do not negatively affect the machine learning 
process.

Figure 2. Diagram showing the flow the process data, from the press’ sensors to predictions.
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In the present work, limits were calculated for each variable and the samples out of the 
allowed range were replaced by the average. The limits were calculated using the follow
ing equations: 

Q1
4
¼

1
4
ðnþ 1Þ (8) 

Q3
4
¼

3
4
ðnþ 1Þ (9) 

IQR ¼ Q1
4
� Q3

4
(10) 

Downlimit ¼ Q1
4
� K � IQR (11) 

Uplimit ¼ Q3
4
þ K � IQR (12) 

Downlimit is the lower limit accepted for the variable, calculated by subtracting the 
constant k multiplied by IQR to Q1

4
. Uplimit is the upper limit accepted for the variable, 

calculated by adding the constant k multiplied by IQR to Q3
4
, where k is the constant of 

variation of the limits. The limits are calculated for each variable. Sample data points 
that contain values that are out of the interval ½Downlimit;Uplimit� are replaced by the 
average.

3.2. Data smoothing

LOWESS/LOESS (locally weighted/estimated scatterplot smoothing) is a non- 
parametric regression technique developed by Cleveland (Cleveland, 1981). Robust 
locally weighted regression is a method for smoothing variables, ðxi; yiÞ; i ¼ 1; � � � ; n, 
in which the fitted value at zk is the value of a polynomial fit to the data using 
weighted least squares, where the weight for ðxi; yiÞ is large if xi is close to xk and 
small if it is not. The number of samples (n) used for each local approximation (zk) 
is a parameter of the model. The degree of the polynomial function is also 
a parameter of the model. Often the polynomial degree is 1, which means a linear 
regression is performed.

Recent research has used the LOWESS smoothing technique in order to optimize 
the process of training and testing deep neural networks (Bury et al., 2021; Kulkarni 
et al., 2021). According to Phyo et al. (2019), LOWESS/LOESS procedure is used to 
overcome the problem of discrepant values. The study by (Jeenanunta et al., 2019) 
presents the influence that the LOWESS smoothing processing method has on the 
forecast errors of time series. According to Dai et al. (2022) all five different 
smoothing methods used in the study can improve the prediction performance of 
the GRU model. Among them, LOWESS smoothing can produce the smallest pre
diction error.

PRODUCTION & MANUFACTURING RESEARCH 9



3.3. Data before and after pre-processing

The data set used in the present research contains samples from two paper pulp presses. 
The samples were collected through several sensors that are installed in the two presses, 
in a large industrial plant. The sensors read the following variables: i) Current Intensity: 
current absorbed by the press motor, in Ampere; ii) Hydraulic Unit Oil Level (in 
percentage); iii) Torque of the motor (in N.m); iv) VAT Pressure: Pressure inside the 
Cuba (in KPa); v) Rotation Velocity: velocity of rotation of the press’ rolls, in rotations 
per minute; vi) Temperature at Hydraulic Unit, in degree Celsius. There are nominal 
values for each of those variables, from the press manufacturer. Deviations from the 
expected intervals, which are related among them, may cause equipment failure.

A plot of the original data is shown in Figure 3. The samples were registered with 
sampling period of 1 min for press number 2 and 5 min for press number 4. For 
most many of the experiments the dataset was downsampled, in order to reduce 
processing time. The downsampling rate varied, although most of the time the 12 or 
60 samples of each hour are averaged, which is equivalent to using a sampling 
period of 1 hour.

The original data contain many discrepant samples, shown as extremes values in 
Figure 3. There are spikes and sudden variations, which are mostly noise for the machine 
learning algorithms. Using the methods described in the previous subsections, most of 
the extremes are removed, specially the zeroes which were abundant and may be caused 
by reading errors or production line stops.

The discrepant data cleaning eliminates many extreme values. Nonetheless, the 
amplitude and frequency of variations still make the readings very unstable. Testing 
the LOWESS method with a window size of 3 days it is possible to verify that in Figure 4 
there is a significant reduction of the extreme values which were present in Figure 3, 
without affecting the trends that the data was showing. The trends are maintained and the 
variables are smoothed.

Figure 3. Plot of the variables for press number 4, before any data pre-processing. The variables 
contain a large amount of noise.
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4. Case study

4.1. Analysis of correlations before and after pre-processing

In order to have a better understanding on the impact of filtering the data using the 
LOWESS filter, an analysis of variable autocorrelation was performed. Figure 5 shows 
autocorrelations of the six variables before cleaning and applying the LOWESS filter. As 
the charts show, the correlations decay at a fast pace. The current intensity and torque, 
which are two very important variables, show autocorrelations of almost zero at 400 lags, 
which corresponds to 17 days. As for the variables VAT pressure, Hydraulic unit oil level, 
and Temperature, the correlation reaches almost zero at 500 lags, corresponding to 
21 days. For velocity the decay happens at a slower pace, where the correlation is still 
about 0.1 at 1000 lags, corresponding to 42 days.

Figure 4. Plot of the variables for press number 4, after data pre-processing. The variables contain 
a low amount of noise.

Figure 5. Variable autocorrelations, before cleaning and filtering the data.
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This shows that prediction with 30 days in advance is an ambitious goal, although not 
impossible, specially combining all variables into a multivariate model as done before 
(Mateus et al., 2021).

Figure 6 shows the autocorrelations of the variables after data cleaning and filtering 
using the LOWESS method with 36 days window size. As the figure shows, the correlations 
for all variables have become larger than shown in Figure 5. The hydraulic unit oil level is 
the one with faster autocorrelation decay. The other variables show a good improvement, 
indicating better chances of small prediction errors.

4.2. Prediction and comparison of the results

For model validation the data were divided into two subsets. The training subset uses the 
first 80% of the total data and the test subset contains the remainder 20% of the data samples.

The purpose of the experiments is to find the best data preprocessing methods, neural 
model architectures and hyperparameters that produce the best results predicting future 
behaviour of the paper pulp presses. The tests were performed using a GRU neural 
network with data encoder and decoder architecture, for it was the architecture that 
showed best results in previous work (Mateus et al., 2021).

Compared to LSTM models, GRU models have fewer parameters and simpler struc
tures. (Gao et al., 2020) show that GRU models perform as well as LSTM models. (Mateus 
et al., 2021) show that GRU has a higher capacity in terms of the sampling rate.

The experiments aim at testing different pre-processing methods. Elimination of 
discrepant values is Method 1. Data smoothing using the LOWESS filter is Method 2. 
The combination of both – first the elimination of discrepant data, then smoothing –, is 
called Method (1, 2). The architecture of the neural network was the same for all the 
experiments, and it is the same that showed best results in previous work. Nonetheless, 
experiments were still performed with a smaller and faster GRU, with just 50 units, and 
a larger and slower network, with 500 units.

For press number 2, LOWESS method presented better results using a window of 
5 days. The window size was halved because the number of data samples available 
from press 2 was too small for using larger windows. The dataset for press 4 

Figure 6. Autocorrelation for the all variables, obtained after cleaning and smoothing the data using 
LOWESS with 36 days window.
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contains 34,800 hours of data, while the dataset for press 2 contains just 
24,096 hours of data.

Figure 7 shows the RMSE values of predictions for press 2, with the smaller and 
the larger GRU neural networks, with and without LOWESS filtering. As the figure 
shows, the prediction errors are much smaller when data are filtered. The difference 
is even more notorious in the larger network. For the same press and the same 
architecture, increasing the GRU units of the neural network to 500, it is verified 
that the combination of the methods leads to the same result, but with much smaller 
errors. The hydraulic variable in particular shows a larger error for both network 
structures.

For data originary from press number 4, the LOWESS filter presented better 
results using a window of 36 days. From the RMSE diagram in Figure 8, it can be 
seen that the results for press 4 also show much lower errors when the LOWESS 

Figure 7. RMSE of the best models for press 2, using the two different methods for pre-processing 
data, for the smaller and larger GRU networks. Method 1 only removes discrepant data. Method 2 
smoothes the data using a LOWESS filter. Method (1,2) is the application of both. (a) prediction test 
with 50 GRU units with the two data processing methods, (b) prediction test with 500 GRU units with 
the two data processing methods.

Figure 8. RMSE for predictions of press 4 using the different data pre-processing methods. LOWESS 
filtering and 500 GRU units result in smaller RMSE errors. (a) prediction test with 50 GRU units with the 
two data processing methods, (b) prediction test with 500 GRU units with the two data processing 
methods.
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filter is applied. The smaller model, with 50 GRU neural units, shows errors 
slightly larger than the larger model. For the same press using 500 GRU neural 
units, the RMSE errors are smaller, as demonstrated by the smaller area of the 
chart polygons.

Applying the two methods to press 2 data, it can be seen that while the errors in 
Table 3 are small, the important information are omitted from the graph in Figure 9, 
which is not good for possible press failure analysis.

Figure 10 shows the result of predicting the model with the better method of data 
processing for the press 4, which in this case falls on the intersection of the two methods. 
From the Table 4 it can be seen that the error is smaller.

5. Discussion

Data processing removing discrepant data simplifies the learning process of the RNN 
model and also leads to an improvement in the prediction results. The results obtained 
showed an improvement with data from both presses when discrepant data samples were 
replaced by the average. An analysis of autocorrelations shows that the use of data 
processing methods results in higher correlations for larger periods of time, when 
compared to untreated data as shown in Figure 9, and Figure 10.

In the literature review, no other studies were found to deal with forecast for industrial 
paper pulp presses using encoder-decoder architectures and recurrent neural units. The 
present work and comparative analysis of the results obtained for two industrial presses 
show that the architecture proposed is versatile and the same network architecture can be 
applied to both datasets, forecasting with acceptable errors after training. The larger 
architecture, using 500 GRU units, is slower and produces lower errors. The smaller 
architecture, with just 50 units, is faster and is still able to learn, although produces larger 
errors. Using data smoothed with the LOWESS filter, the learning process is highly 
facilitated. The prediction errors obtained in a 30 days advance forecas are smaller, with 
MAPE in general less than 10 %.

Compared to previous results (Mateus et al., 2021), the MAPE for the Current 
Intensity for press 2 decreased from 2.30% to 0.62%. For the Hydraulic oil level the 
MAPE decreased from 2.8% to 1.85%. For the Torque, the MAPE decreased from 2.85% 
to 2.24%. For the VAT pressure, the MAPE comes from 9.87% to 3.91%. For the Velocity, 
MAPE decreased from 11.8% to 10.27%. Finally, for the Temperature the MAPE 
decreased from 2.66% to 0.96%.

The quality of the results is confirmed visually in the charts, where the charts are in 
general easy to read and show the main trends of the variables.

Table 3. Prediction error results for 30 days advance forecast, using the two data preprocessing 
methods, removal of discrepant data and smoothing (LOWESS 36 days), for the 500 unit GRU with 
5 days window, for press 2.

Prediction errors for press 2

C. Intensity Hydraulic Torque VAT Velocity Temperature

MAPE 0.62 1.85 2.24 3.91 10.27 0.96
MAE 0.2 1.39 0.35 0.82 0.57 0.38
RMSE 0.23 1.55 0.37 0.95 0.6 0.5
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Figure 9. Signals and forecast results for press 2, with 30 day advance, using the two data processing 
methods, both removal of discrepant data and data smoothing using LOWESS filtering with 36 days 
window. The blue lines represent the actual value. The Orange and green lines are predictions, 
respectively, in the train and test subsets.
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Figure 10. Signals and forecast results for press 4, with 30 day advance, using the two data processing 
methods, both removal of discrepant data and data smoothing using LOWESS filtering with 36 days 
window. The blue lines represent the actual value. The Orange and green lines are predictions, 
respectively, in the train and test subsets.
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In summary, we demonstrate that the approach done innovates, namely the following 
one: -The conjugation of Elimination of lower and upper discrepant values and LOWESS 
to data processing before inserting them in the NN, what proved to have better results 
than the other approaches described in the literature.

Additionally, the approach proposed can be adapted to other types of equip
ment, helping to solve prediction problems and contributing to increasing their 
availability.

6. Conclusions

In modern industries, prediction algorithms can anticipate future trends and con
tribute for better management decisions, namely in predictive maintenance. The 
results obtained in the present work demonstrate the applicability of recurrent 
neural networks (i.e. GRUs) in predicting future behavior in the paper press 
industry. The encoder and decoder architecture with GRU unit showed good results 
learning data from two different industrial pulp presses, and by applying the 
LOWESS technique the prediction errors decrease considerably, as described in 
Section 5.

Data pre-processing can play a very important role in improving the predictions. In 
the present work, filtering out discrepant data and smoothing using a LOWESS filter 
reduced the MAPE errors for all variables.

The results show that it is possible to forecast future behavior of industrial paper 
pulp presses up to 30 days in advance with good degree of certainty. That can be 
a good opportunity for optimizing maintenance decisions, reducing downtime and 
costs.

As limitations of the present approach, it must be referred that the method requires 
near real time operation, demanding high-speed networks and high power computation 
for monitoring the equipment and producing forecasts in advance. Additionally, the 
approach being based on machine learning algorithms produces only estimates with 
a degree of uncertainty.

In future work, other variables can be included in the study, namely through 
the inclusion of stock market variables in the model. These variables will aim to 
improve the predictive model, exploring the link between the stock market and the 
need for the production of the machines and their corresponding availability.

Table 4. Prediction error results for 30 days advance forecast, using the two data preprocessing 
methods, removal of discrepant data and smoothing (LOWESS 36 days), for the 500 unit GRU with 
5 days window, for press 4.

Prediction errors for press 4

C. Intensity Hydraulic Torque VAT Velocity Temperature

MAPE 1.2 1.12 2.32 1.6 2.77 1.36
MAE 0.27 0.8 0.18 0.51 0.26 0.5
RMSE 0.30 1.00 0.20 0.61 0.30 0.69
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