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Universidade de Coimbra
Preprint Number 04–12

THE GLOBALS OF PSEUDOVARIETIES OF ORDERED
SEMIGROUPS CONTAINING B2 AND AN APPLICATION

TO A PROBLEM PROPOSED BY PIN

J. ALMEIDA AND A. ESCADA

Dedicated to Imre Simon on the occasion of his 60th birthday

Abstract: Given a basis of pseudoidentities for a pseudovariety of ordered semi-
groups containing the 5-element aperiodic Brandt semigroup B2, under the natural
order, it is shown that the same basis, over the most general graph over which it
can be read, defines the global. This is used to show that the global of the level 3/2
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1. Introduction

Three concatenation hierarchies of rational languages have been considered
since the 1970’s: the dot-depth hierarchy introduced by Brzozowski [10], the
Straubing-Thérien hierarchy [31, 32], and the group hierarchy presented in
[18]. All these hierarchies may be regarded as being indexed by half integers,
that is numbers of the form n or n+1/2 where n is a non-negative integer, and
where each level is obtained in the following way: the languages of level n+
1/2 are finite unions of products of the form L0a1L1 . . . anLn, where L0, . . . , Ln
are languages of level n and a0, . . . , an are letters, and the languages of level
n + 1 are members of the Boolean closure of the class of languages of level
n + 1/2. Thus each hierarchy is completely determined by its level zero.
The dot-depth hierarchy Bn has the finite or cofinite languages of A+ as a
basis, the Straubing-Thérien hierarchy Vn is based on the languages ∅ and
A∗, and the level zero of the group hierarchy Gn is obtained by taking the
group languages. These three hierarchies are infinite and strict (see [11]).

Received April 19, 2004.
Both authors acknowledge partial support by the project POCTI/32817/MAT/2000, which is co-

financed by the European Community Fund FEDER, and by the INTAS grant #99-1224. Partial
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The main problem, which is open in almost all cases, is whether each level is
decidable. In fact, this problem was solved (positively) for n ≤ 3/2 [29, 8, 9]
and some partial results are known for the level two [23, 33, 34, 38] in case the
Straubing-Thérien hierarchy. For the other two hierarchies, the membership
problem is known to be decidable for n ≤ 1 [16, 17, 18, 14].

Some of the early results concerning the dot-depth and Straubing-Thérien
hierarchies are deep theorems of I. Simon. The problem of the effective
characterization of the locally testable languages was solved independently by
McNaughton [19] and by Brzozowski and Simon [12]. This characterization
implies that locally testable languages are of dot-depth one. The graph-
theoretic arguments which were implicitly in these works have had a strong
impact on language and semigroup theories, namely in Knast’s and Tilson’s
results. Knast [17] obtained a complex theorem on graphs and achieved an
effective characterization of the whole class of languages of dot-depth one.

Inspired by work of Simon [29], Knast [17, 35], Thérien and Weiss [36], and
Straubing [32], Tilson [37] developed a theory of (small) categories as algebras
over graphs and showed its importance to study semigroups. In particular,
his Derived Category Theorem turned out to be a powerful tool to deal with
semidirect products of pseudovarieties of semigroups [7, 25]. In the profinite
context, Weil and the first author have used the derived category theorem
to describe a basis of pseudoidentities of the semidirect product V ∗ W of
pseudovarieties of semigroups from a basis of semigroupoid pseudoidentities
of the pseudovariety gV of semigroupoids generated by the semigroups of V

viewed as one-vertex semigroupoids. The proof of this result, that has come
to be known as the basis theorem has a gap, as has been observed by Rhodes
and Steinberg, but the theorem stands in case W is locally finite or gV has
finite vertex-rank.

Since each level of the considered hierarchies is a positive variety of lan-
guages, the variety theorem [13, 22] guarantees a one-to-one correspondence
between the level n of each hierarchy and a pseudovariety of ordered monoids
(or semigroups in case of the dot-depth hierarchy). The problem of decid-
ability for a level n of the hierarchies is now reduced to know wether the
pseudovarietyies Bn, Vn and Gn are decidable, where Bn, Vn, and Gn denote
respectively the pseudovarieties of ordered semigroups (monoids) associated
to Bn, Vn, and Gn. There are interesting connections between Vn, Bn and
Gn: Bn = Vn ∗ LI (n > 0) [31], where LI is the pseudovariety of locally trivial
semigroups, and Gn = Vn ∗ G (n ≥ 0) [22], where G is the pseudovariety of
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all finite groups. It is not immediately clear if these results reduce the study
of one hierarchy to another. However, it is known that, for an integer n, Bn

is decidable if and only if Vn is decidable [32].
For a pseudovariety V of finite ordered semigroups ℓV denotes the pseu-

dovariety of all finite ordered semigroupoids whose finite one-vertex subsemi-
groupoids with at least one edge lie in V, and gV is the pseudovariety of
ordered semigroupoids generated by the ordered semigroups of V viewed as
ordered one-vertex semigroupoids. A basis of pseudoidentities of ordered
semigroupoids which defines ℓV can be easily obtained from a given basis
for V. However it is not so easy to compute a basis of semigroupoid pseu-
doidentities for gV given such a basis for V. Based on results of Reilly [26],
Azevedo, Teixeira and the first author [5] proved that the problem may be
systematically treated when the pseudovariety V of semigroups contains the
5-element aperiodic Brandt semigroup B2.

In section 3, we show that a similar approach works in case V is a pseu-
dovariety of ordered semigroups containing the ordered inverse semigroup B2.
Indeed, given a basis Σ of pseudoidentities of V, then the set consisting of
the pseudoidentities of Σ over the most general graphs over which they can
be read is a basis for the global of V.

In section 4, we use our result and techniques introduced in [6] to show
that the pseudovariety V 3

2

of ordered semigroups, which corresponds to the

level 3/2 of the hierarchy of Straubing-Thérien, has infinite vertex rank.
Initially, as suggested by J.-E. Pin, our goal was to investigate, using the
“basis theorem” for semidirect products, the decidability of the pseudovariety
of finite semigroups G 3

2

= V 3

2

∗ G, which corresponds to the level 3/2 of the
group hierarchy. The infinity of the vertex-rank of V 3

2

renders this problem
out of reach for the currently known range of validity of the theorem.

2. Preliminaries

We recall in Subsections 2.1 and 2.2 some definitions and results concerning
ordered semigroups and semigroupoids, free profinite semigroups and semi-
groupoids, and pseudovarieties of ordered semigroups and semigroupoids. For
more details the reader is referred to [21], [4] , [15] and [25]. Subsection 2.3
introduces basic facts about inverse semigroups and a version in the “ordered
semigroups context” of a result of Reilly [26].
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2.1.Ordered Semigroups. An ordered semigroup S is a semigroup equipped
with a partial order relation ≤ such that, for all x, y, z ∈ S, x ≤ y im-
plies xz ≤ yz and zx ≤ zy. A homomorphism of ordered semigroups
ϕ : (S,≤) → (T,≤) is a semigroup homomorphism such that, for all x, y ∈ S,
x ≤ y implies ϕ(x) ≤ ϕ(y). Semigroups are viewed as ordered semigroups
under the equality order relation. An ordered semigroup (S,≤) is an ordered
subsemigoup of (T,≤) if S is a subsemigroup of T and the order on S is the
restriction to S of the order on T . If there is a surjective homomorphism of
ordered subsemigroups ϕ : (S,≤) → (T,≤), we say that (T,≤) is an ordered
quotient of (S,≤). The product of a family (Si,≤i)i∈I of ordered semigroups
is the ordered semigroup (

∏
i∈I Si,≤) where the multiplication is defined by

(si)i∈I(ti)i∈I = (siti)i∈I

and the order is given by

(si)i∈I ≤ (ti)i∈I if and only if, for all i ∈ I, si ≤i ti.

Throughout this paperX represents a non-empty set andX−1 a set disjoint
from X and in one-to-one correspondence x 7→ x−1 with X consisting of
formal inverses of elements of X. For x ∈ X∗, we let (x−1)−1 = x.

Let X+ be the free semigroup on a finite set X. Then (X+,=) is an ordered
semigroup and it is the free ordered semigroup on X.

A topological semigroup is a semigroup endowed with a topology such that
the multiplication is continuous. Finite semigroups are viewed as discrete
topological semigroups. For a finite set X, we say that a topological semi-
group is X-generated if a mapping η : X → S is given such that η(X)
generates a dense subsemigroup of S.

For a finite set X, the projective limit of X-generated finite semigroups

is denoted by X̂+, and it is called the free profinite semigroup [4]. This
semigroup is compact, totally disconnected and X-generated via the natural

mapping ι : X → X̂+. One may show that X̂+ has the following universal
property: every homomorphism ϕ : X → S into a finite semigroup S can

be extended to a unique continuous homomorphism ϕ̂ : X̂+ → S such that

ϕ̂ι = ϕ. Moreover, the topological structure of X̂+ is metrizable, that is X̂+

may be endowed with a metric d such that d induces the given topology of

X̂+ [4, Proposition 7.4].
Note that the subsemigroup generated by ιX is (isomorphic to) the free

semigroup X+ so we may assume that X+ is a subsemigroup of X̂+.
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Let u, v ∈ X̂+. We say that a finite ordered semigroup (S,≤) satisfies the

(pseudo)identity u ≤ v if, for every continuous homomorphism ϕ : X̂+ → S,
we have ϕ(u) ≤ ϕ(v).

A pseudovariety of ordered semigroups is a class of finite ordered semi-
groups which is closed under taking finite ordered subsemigroups, finitary
products and ordered quotients.

Pin and Weil have extended Reiterman’s theorem [27] to pseudovarieties of
ordered semigroups [24]. For a set E of pseudoidentities, we denote by [[E]]
the class of all finite ordered semigroups which satisfy all pseudoidentities of
E.

Theorem 2.1. Let V be a class of finite ordered semigroups. Then V is a
pseudovariety of ordered semigroups if and only if there exists a set E of
pseudoidentities over finite sets such that V = [[E]].

2.2. Ordered Semigroupoids. A graph is a set G = V (G)
◦

∪ E(G) consist-
ing of two sorts of elements, vertices and edges, endowed with two operations
α, ω : E(G) → V (G) which give respectively the beginning and end ver-
tices of each edge. For a, b ∈ E(G), we say that a and b are coterminal if
α(a) = α(b) and ω(a) = ω(b), and they are consecutive if ω(a) = α(b). A
path in a graph Γ is a finite sequence a1 . . . an of edges of Γ such that ai and
ai+1 are consecutive, for i = 1, . . . , n − 1. For vertices c, d ∈ V (G), G(c, d)
denotes the set of edges s ∈ E(G) such that α(s) = c and ω(s) = d; in case
c = d we put G(c) = G(c, d). Graphs with one vertex may be identified with
their sets of edges. A graph homomorphism is a mapping ϕ : G→ H between
two graphs respecting sorts and operations. A subgraph H of G is a graph
contained in G such that the inclusion H →֒ G is a graph homomorphism.

By a semigroupoid we mean a graph S endowed with a partial associative
multiplication on E(S) given by: for s, t ∈ E, st is defined if and only if
ω(s) = α(t) and, then, α(st) = α(s) and ω(st) = ω(t). If S admits a local
identity at each vertex, then we say that S is a category.

A congruence τ on a semigroupoid S is an equivalence relation on E(S)
which is compatible in the following sense: for all x, y ∈ E(S),

(i) if (x, y) ∈ τ then x and y are coterminal;
(ii) if (x, y) ∈ τ then x, z are consecutive edges, then (xz, yz) ∈ τ ;
(iii) if (x, y) ∈ τ then z, x are consecutive edges, then (zx, zy) ∈ τ .
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The quotient semigroupoid S/τ has V (S/τ) = V (S) and E(S/τ) = E(S)/τ ,
with the induced maps α and γ and composition of edges.

We say that the semigroupoid S is an ordered semigroupoid if it is equipped
with a compatible partial order relation ≤ on E(S).

For a finite graph Γ, the free semigroupoid Γ+ on Γ has as vertex-set V (Γ)
and as edges the non-empty paths on Γ.

A homomorphism of ordered semigroupoids is a map ϕ between (S,≤)
and (T,≤) which respects sorts, operations and the partial order, that is,
ϕ(x) ≤ ϕ(y) whenever x ≤ y. A homomorphism of ordered semigroupoids
ϕ : S → T is full if the restriction of ϕ to each hom-set S(v1, v2) is surjective,
ϕ is order-faithful if for every two coterminal edges x, y, ϕ(x) ≤ ϕ(y) implies
x ≤ y, and it is said to be a quotient if ϕ is full and ϕ|V (S) is bijective. Note
that, if S is a semigroupoid and τ is a congruence on S, then the canonical
homomorphism η : S → S/τ is a quotient homomorphism.

An ordered semigroupoid S is said to divide an ordered semigroupoid T if
there are an ordered semigroupoid U , a quotient homomorphism U → S and
an order-faithful homomorphism U → T .

A pseudovariety of ordered semigroupoids is a class of finite ordered semi-
groupoids containing the one-element semigroup, which is closed under taking
divisors of ordered semigroupoids, and finitary direct products and coprod-
ucts. The pseudovariety of all finite ordered semigroupoids is denoted by
OSd.

An ordered semigroup S is viewed as an ordered semigroupoid by taking
the set of edges S with both ends at an added vertex. Conversely, for an
ordered semigroupoid S and a vertex v of S, the set S(v) of all loops at
vertex v constitutes an ordered semigroup called the local semigroup of S
at v.

The pseudovariety of ordered semigroupoids generated by a given pseu-
dovariety V of ordered semigroups is called the global of V and is denoted
gV. Note that gV is the smallest pseudovariety of ordered semigroupoids
whose ordered semigroups are precisely those of V. The largest such pseu-
dovariety is called the local of V and is denoted ℓV; it consists of all finite
ordered semigroupoids such that all local semigroups are members of V. A
pseudovariety V of ordered semigroups is said to be local if gV = ℓV.

A topological semigroupoid S is a semigroupoid endowed with a topology
where α, ω and edge multiplication are continuous. Finite semigroupoids
equipped with the discrete topology become topological semigroupoids.
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A topological semigroupoid is profinite if it is a projective limit of finite
semigroupoids; its topology is said to be the profinite topology. For a finite
graph Γ, a topological semigroupoid S is said to be Γ-generated if there
exists a graph homomorphism ϕ : Γ → S such that ϕ|V (Γ) is injective and the
subgraph of S generated by ϕ(Γ) is dense.

We denote by Γ̂+ the projective limit of all Γ-generated finite semigroupoids.

Note that Γ̂+ is a Γ-generated semigroupoid via the natural mapping φ : Γ →
Γ̂+. The semigroupoid Γ̂+ has the usual universal property: for every homo-
morphism ϕ : Γ → S into a profinite semigroupoid there exists a unique

continuous homomorphism ϕ̂ : Γ̂+ → S such that ϕ̂φ = ϕ. Moreover, we

may endowed Γ̂+ with a metric d such that the topology induced by d is the
profinite topology [15].

By a V-pseudoidentity over a graph Γ we mean a pair of the form (x ≤ y,Γ)

where x and y are coterminal edges of Γ̂+. A finite ordered semigroupoid S
satisfies the pseudoidentity (x ≤ y,Γ) if for each continuous homomorphism

of semigroupoids ϕ : Γ̂+ → S, we have ϕ(x) ≤ ϕ(y).

2.3. Inverse semigroups. A semigroup S is inverse if, for every s ∈ S
there is a unique inverse s−1 ∈ S such that ss−1s = s and s−1ss−1 = s−1.
The natural order on a inverse monoid S is defined as follows

x ≤ y if and only if x = ey for some e = e2 ∈ S.

A inverse semigroup endowed with the natural order is an ordered semigroup
and it is said to be an ordered inverse semigroup.

Inverse semigroups considered as algebras with the binary operation mul-
tiplication and the unary operation of inversion form the variety I defined
by the equations

xx−1x = x, (x−1)−1 = x, xx−1yy−1 = yy−1xx−1.

Then there is a free inverse semigroup over X denoted by FIX . It is well
known that

FIX ≃ (X ∪X−1)+/τ

where τ is the congruence on (X ∪X−1)+ generated by the set

{(uu−1u, u), (uu−1zz−1, zz−1uu−1) : u, z ∈ (X ∪X−1)+}.

Let w ∈ (X ∪ X−1)∗. The content of w, c(w), is the set of x ∈ X such
that either x or x−1 occur in w. A word w is said to be reduced if w does not
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contain factors xx−1 or x−1x for any x ∈ X. If w = y1 . . . yn (yi ∈ X ∪X−1)
is reduced then 1 and every word yi . . . ym (1 ≤ i ≤ m ≤ n) are segments of
w, and 1 and every segment of w which begins at y1 are initial segments of
w. A word w ∈ FIX is canonical if

w = a1a
−1
1 . . . ana

−1
n g

where a1, . . . , an, g are reduced words, g = 1 or g = a1 and
n
∪
i=1

{b : b is a initial segment of ai} = {1, a1, . . . , an}.

If the word w = a1a
−1
1 . . . ana

−1
n g is canonical, then S(w) = {a1, . . . , an} and

r(w) = g.

Theorem 2.2. [28] Let KX be the set of all canonical words of (X ∪X−1)+.
For u, v ∈ KX, define u = v if and only if S(u) = S(v) and r(u) = r(v).
Then KX, with multiplication

u · v = canonical form of uv

is the free inverse semigroup over X.

Let I be a finite set. The set I × I ∪ {0} with multiplication given by

(i, j)(i′, j′) =

{
(i, j′), if i′ = j
0, otherwise

and 0a = a0 = 0, for any a ∈ I × I ∪ {0} is the I × I aperiodic Brandt
semigroup and is denoted by BI or B|I|. All aperiodic Brandt semigroups are
inverse.

Let B be the subvariety of the variety I of all inverse semigroups generated
by B2.

Note that homomorphisms of inverse semigroups respect the natural order
on inverse semigroups.

The following is well known.

Lemma 2.3. Let I be a finite set. Then BI belongs to B.

Let a ∈ FIX have canonical form

a = a1a
−1
1 . . . ana

−1
n g.

Reilly [26] defines two relations γa and δa on Y = X ∪X−1 as follows: let

• (x, y) ∈ γa if and only if x, y ∈ S(a) or there exists u ∈ FIX ∪ {1}
such that ux−1y ∈ S(a) or uy−1x ∈ S(a).
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• δa is the reflexive and transitive closure of γa.

Since γa is a symmetric relation it follows that δa is an equivalence relation.
If ai = ai1 . . . aini

for i = 1, . . . , n and g = g1 . . . gr with aij, gk ∈ Y (a), then
we put s(a) = a11δa and

e(a) =




s(a) if g = 1,

g−1
r δa otherwise .

Note that, for all i, j = 1, . . . , n, ai1, aj1 ∈ S(a) so (ai1, aj1) ∈ δa.
We say that a variety V of inverse semigroups satisfies u ≤ v, with u, v ∈

FIX if, for every homomorphism ϕ : FIX → S ∈ V , we have ϕu ≤ ϕv.
The following result generalizes the necessary condition of Theorem 3.3 of

[26].

Proposition 2.4. Let a, b ∈ FIX. If B satisfies b ≤ a then the following
conditions hold.

(i) c(a) ⊆ c(b),
(ii) δa ⊆ δb,
(iii) s(a) ⊆ s(b),
(iv) e(a) ⊆ e(b).

Proof : Let us show that c(a) ⊆ c(b). If there is x ∈ c(a) which is not in
c(b) then, taking a homomorphism ϕ : FIX → B2 given by ϕ(x) = 0, and
ϕ(y) = (1, 1) for every y ∈ X\{x}, we have ϕ(a) = 0 and ϕ(b) = (1, 1),
which contradicts our hypothesis.

Let I = Y/δb and let us define θ : X → BI such that θx = (xδb, x
−1δb).

Then there exists a homomorphism θ̂ : FIX → BI which extends θ.
Since B satisfies b ≤ a, by hypothesis, and BI ∈ B by Lemma 2.3, we have

θ̂b ≤ θ̂a.
First we will show that θ̂b 6= 0. Suppose that b = b1b

−1
1 . . . bmb

−1
m g is a

canonical form of b and, for each i, bi = bi1 . . . bipi
is the reduced form of bi.

Let 1 ≤ j < pi. Since bi1 . . . bi,j+1 ∈ S(b), it follows that (b−1
ij , bi,j+1) ∈ γb ⊆ δb.

This allows us to obtain

θ̂(bijbi,j+1) = (θbij)(θbi,j+1) = (bijδb, b
−1
ij δb)(bi,j+1δb, b

−1
i,j+1δb)

= (bijδb, b
−1
i,j+1δb) 6= 0.



10 J. ALMEIDA AND A. ESCADA

By [26, Lemma 2.2], this implies that θ̂bi 6= 0 for every i, thus θ̂(bib
−1
i ) 6= 0,

and so

θ̂(bib
−1
i ) = (θbi1) . . . (θbipi

)(θbipi
)−1 . . . (θbi1)

−1

= (bi1δb, bi1δb)

= (s(b), s(b)).

If g 6= 1 then g is an initial segment of b1 so θ̂b = θ̂g 6= 0. If g = 1 then

θ̂(b) = θ̂(b1b
−1
1 )θ̂(b2b

−1
2 ) . . . θ̂(bmb

−1
m ) = (s(b), s(b)) 6= 0

Since θ̂b ≤ θ̂a and θ̂b 6= 0, we have θ̂a = θ̂b.
Let us show that δa ⊆ δb. Let x, y ∈ Y for such that (x, y) ∈ γa.
Suppose that a = a1 . . . anh is a canonical form of a and let a1 = a11 . . . a1n1

(a1i ∈

X∪X−1) be the reduced form of a1. If x ∈ S(a) then θ̂(xx−1aa−1) = θ̂(aa−1)
which implies that xδb = a11δb. So, if x, y ∈ S(a), we have

xδb = a11δb = yδb.

Suppose now that there exists u ∈ FIX ∪{ 1} such that ux−1y ∈ S(a). We

have θ̂(ux−1y(ux−1y)−1a) = θ̂a and θ̂a 6= 0 so

0 6= θ̂(x−1y) = (x−1δb, xδb)(yδb, y
−1δb)

which implies that xδb = yδb. This shows that γa ⊆ δb, thus δa ⊆ δb.
Let us show that s(a) ⊆ s(b) and e(a) ⊆ e(b). Since θ̂a = θ̂b 6= 0, it follows

that a11δb = b11δb, then s(a) ⊆ s(b).
Suppose that g = g1 . . . gr and h = h1 . . . hs are reduced forms of g and h,

respectively. If g 6= 1 and h 6= 1, then

0 6= θ̂b = θ̂g = (g1δb, g
−1
1 δb) . . . (grδb, g

−1
r δb) = (g1δb, g

−1
r δb).

Similarly, θ̂a = (h1δb, h
−1
s δb). Since θ̂a = θ̂b, we have g−1

r δb = h−1
s δb, so

e(a) ⊆ e(b).

If g = 1 and h 6= 1 then θ̂a = (h1δb, h
−1
s δb) and θ̂b = (b11δb, b11δb). Since

θ̂a = θ̂b, we have h−1
s δb = b11δb, thus e(a) ⊆ e(b). The case g 6= 1 and h = 1

is similar. Finally, if g = 1 = h then e(a) = s(a) ⊆ s(b) = e(b).

3. Pseudoidentities satisfied by the global of pseudova-

rieties containing B2

In this section we extend some results of section 5 of [5] from pseudovarieties
of semigroups to pseudovarieties of ordered semigroups.
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Let X be a finite set and u ∈ X̂+. Let ρu be the equivalence relation over
Y = X ∪X−1 generated by the relation

{(x−1, y) : xy is a segment of u}.

Since segments of length 2 can be recognized by finite semigroups, the cor-

respondence u ∈ X̂+ → ρu ∈ P(Y 2) defines a continuous map, where P(Y 2)
is viewed as a discrete space.

The content of u, c(u), is the set of x ∈ X such that x is a factor of u, that

is u = u1xu2 for some u1, u2 ∈ X̂∗.

Definition 3.1. [5] For u ∈ X̂+ and Y = X ∪ X−1, let Au be the graph
defined by

V (Au) = Y/ρu

Au(xρu, yρu) = {z : z ∈ X, (x, z) ∈ ρu, (z
−1, y) ∈ ρu}.

Note that each z ∈ X gives at most one edge.

Lemma 3.2. Let X be a finite set. If u ∈ X+ then ρu = δu.

Proof : Suppose that u = x1 . . . xn with xi ∈ X, i = 1, . . . , n. Then

u = [x1 . . . xn(x1 . . . xn)
−1](x1x

−1
1 )[x1x2(x1x2)

−1] . . .
. . . [x1 . . . xn−1(x1 . . . xn−1)

−1]x1 . . . xn

is a canonical form of u ∈ FIX .
Let x, y ∈ X. If x−1y is a segment of u in X+, then x−1 = xi and y = xi+1

for some i. For v = x1 . . . xi−1 ∈ FIX , we have vx−1y ∈ S(u) so (x, y) ∈ γu.
It follows that ρu ⊆ δu.

It remains to show the inverse inclusion. Let us take (x, y) ∈ γu. If x, y ∈
S(u), then x = y = x1, so (x, y) ∈ ρu. If there exists v ∈ FIX ∪ {1} such
that vx−1y is in reduced form and vx−1y ∈ S(u) then vx−1y = x1 . . . xi+1 for
some i and then x−1y is a factor of u. If there is v ∈ FIX ∪ {1} such that
vy−1x = x1 . . . xi+1 then y−1x is a factor of u. Thus γu ⊆ ρu.

For a finite set X and u ∈ X̂+, we denote by t1(u) the unique letter which

is a suffix of u, that is, u = u1t1(u) for some u1 ∈ X̂∗. Dually, i1(u) is the
unique letter which is a prefix of u, which means that u = i1(u)u1 for some

u1 ∈ X̂∗.
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Theorem 3.3. Let X be a finite set and u, v ∈ X̂+. The following conditions
are equivalent.

(a) B2 satisfies u ≤ v.
(b) We have ρv ⊆ ρu, (i1(u), i1(v)) ∈ ρu and (t1(u)

−1, t1(v)
−1) ∈ ρu.

(c) There is a graph homomorphism θ : Av → Au such that
(i) θ(i1(v)ρv) = i1(u)ρu and θ(t1(v)

−1ρv) = t1(u)
−1ρu, and

(ii) for every z ∈ Av(xρv, yρv), θ(z) = z.

Proof : First, we prove that (a) is equivalent to (b). Recall that u and v are
limits of sequences of words, say (un) and (vn), respectively. By continuity
of ρ, i1 and t1, we may assume that, for every n, ρun

= ρu, ρvn
= ρv, i1(un) =

i1(u), i1(vn) = i1(v), t1(un) = t1(u) and t1(vn) = t1(v).
As B2 is finite, there is p such that, for each n ≥ p, B2 satisfies the pseu-

doidentities u = un and v = vn. By Lemma 3.2 and Proposition 2.4, if B2

satisfies the inequality un ≤ vn then the condition (b) holds for un and vn.
Thus if B2 satisfies u ≤ v then the condition (b) holds.

To prove the converse, let η : X̂+ → B2 be an arbitrary continuous ho-
momorphism of ordered semigroups. If η(u) = 0, the minimum of B2, then
obviously η(u) ≤ η(v). So, assume that η(u) 6= 0. By continuity of η, we may
assume that η(un) = η(u) for every n. It is clear that condition (b) holds for
un and vn. Our goal is to show that η(un) = η(vn) and thus η(u) = η(v), by
continuity of η. In these conditions, we may assume that u, v ∈ X+.

Suppose that xy is a segment of v. Since ρv ⊆ ρu, then there are an index
n and z1, z2, . . . z2n ∈ X such that the words

z0z1, z2z1, z2z3, . . . , z2nz2n−1, z2nz2n+1,

are segments of u, where z0 = x and z2n+1 = y. If η(zi) = (ri, si) with
ri, si ∈ {1, 2}, then η(u) 6= 0 implies that s0 = r1 = s2 = r3 = · · · s2n = r2n+1.
Since v is a word, it follows that η(v) 6= 0, and so η(u) and η(v) lie in the
same J -class. Furthermore, in this case a similar process may be used to
show that (i1(u), i1(v)) ∈ ρu implies that η(u) and η(v)) are R-related, and
(t1(u)

−1, t1(v)
−1) ∈ ρu implies that η(u) and η(v) are L-related. Hence we

have η(u) = η(v).
Let us show that (b) is equivalent to (c). Suppose that condition (b) holds.

Since ρv ⊆ ρu, we may define a map ϕ : Av → Au by

ϕ(xρv) = xρu, for xρv ∈ V (Av),

ϕ(z) = z, for z ∈ Av(xρv, yρv).
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It is clear that ϕ is a graph homomorphism. By (b), it is immediate that
ϕ(i1(v)ρv) = i1(v)ρu = i1(u)ρu and ϕ(t1(v)

−1ρv) = t1(v)
−1ρu = t1(u)

−1ρu.
Suppose that θ : Av → Au is a graph homomorphism which verifies the

conditions of (c). For x ∈ c(v), we have

x ∈ Au(xρu, x
−1ρu), x ∈ Au(θ(xρv), θ(x

−1ρv))

and x gives at most one edge in Au, then xρu = θ(xρv). It follows that, if
(x, y) ∈ ρv then θ(xρv) = θ(yρv), that is xρu = yρu. Thus ρv ⊆ ρu.

If x ∈ i1(v)ρv then xρu = θ(xρv) = θ(i1(v)ρv) = i1(u)ρu so i1(v)ρv ⊆
i1(u)ρu. Similarly, we have t1(v)

−1ρv ⊆ t1(u)
−1ρu.

For u ∈ X̂+, let ϕu : Au → X be the natural graph homomorphism, where
the finite set X is viewed as a graph with one vertex. Then there is a unique

continuous homomorphism of semigroupoids ϕ̂u : Â+
u → X̂+ such that ϕ̂u

extends ϕu, that is the following diagram commutes.

Au
φu

//

ϕu

��

Â+
u

ϕ̂u

��

X //
X̂+

By Proposition 2.3 of [2], ϕ̂u is faithful. We define the content of w ∈ Â+
u as

being the content of ϕ̂u(w).

Lemma 3.4. Let u ∈ X̂+ and let ϕ̂u be the faithful homomorphism of semi-

groupoids described above. Then ϕ̂u restricted to E(Â+
u ) is injective and

u ∈ ϕ̂u(ũ) for some ũ ∈ Â+
u (i1(u)ρu, t1(u)

−1ρu)).

Proof : Let ϕ = ϕu. Note that, if w = a1 . . . an (ai ∈ X) is a finite path on
Au then ϕ̂(w) = w ∈ X+.

Let us show that ϕ̂ is injective. Suppose that ϕ̂(w1) = ϕ̂(w2) for some

w1, w2 ∈ E(Â+
u ). Let (sn) and (rn) be sequences of finite paths on Au which

converge to w1 and w2 respectively. Since the functions α, ω and content are
continuous, we may assume that α(w1) = α(sn), α(w2) = α(rn), ω(w1) =
ω(sn), ω(w2) = ω(rn) for all n, and c(w1) = c(sn) and c(w2) = c(rn). As ϕ̂
is continuous, the sequences of words (ϕ̂(sn)) and (ϕ̂(rn)) converge to ϕ̂(w1)
and ϕ̂(w2), respectively. Since i1 and t1 are continuous, we may assume
that i1(ϕ̂(sn)) = i1(ϕ̂(w1)), i1(ϕ̂(rn)) = i1(ϕ̂(w2)), t1(ϕ̂(sn)) = t1(ϕ̂(w1)) and
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t1(ϕ̂(rn)) = t1(ϕ̂(w2)) for all n. Therefore for all n we have

i1(ϕ̂(sn)) = i1(ϕ̂(w1)) = i1(ϕ̂(w2)) = i1(ϕ̂(rn)), and

t1(ϕ̂(sn)) = t1(ϕ̂(w1)) = t1(ϕ̂(w2)) = t1(ϕ̂(rn)).

It follows that α(w1) = α(sn) = i1(ϕ̂(sn))ρu = i1(ϕ̂(rn))ρu = α(rn) = α(w2)
and, similarly, ω(w1) = ω(w2). This shows that w1 and w2 are coterminal
hence w1 = w2, since ϕ̂ is faithful.

Finally, we show that u ∈ ϕ̂(Â+
u ). Suppose that u = a1 . . . an with ai ∈ X.

For each i < n, aiai+1 is a segment of u so (a−1
i , ai+1) ∈ ρu, so that ai and ai+1

are consecutive edges, that is ω(ai) = α(ai+1). Hence u may be viewed as a
finite path and ϕ̂(u) = u, as we saw above. If u is the limit of a sequence (un)
of words then, by continuity of the functions involved, we may assume that
c(un) = c(u), i1(un) = i1(u), t1(un) = t1(u) and ρun

= ρu (so Aun
= Au) for

all n. By compactness of Â+
u , there is a subsequence of (un) which converges

to some ũ ∈ Â+
u (i1(u)ρu, t1(u)

−1ρu). As ϕ̂ is continuous and ϕ̂(un) = un for
all n, we conclude ϕ̂(ũ) = u.

By Lemma 3.4, for a given u ∈ X̂+, there is a unique ũ ∈ E(Â+
u ) such that

ϕ̂u(ũ) = u so we will abuse the notation and denote ũ by u.

Let u, v ∈ X̂+ and let θ : Av → Au be a homomorphism of graphs. By the

universal property of Â+
v there exists a unique continuous homomorphism θ̂

such that the following diagram commutes.

Av
φv

//

θ
��

Â+
v

θ̂
��

Au
φu

// Â+
u

Corollary 3.5. Let u, v ∈ X̂+ such that B2 satisfies u ≤ v. and let ϕu be
the homomorphism of graphs described in Lemma 3.4. Then there exists a
unique edge v′ ∈ Au(i1(u)ρu, t

−1
1 (u)ρu) such that ϕ̂u(v

′) = v.

Proof : By Lemma 3.4, there is (a unique) ṽ ∈ Av(i1(v)ρv, t
−1
1 ρv) such that

ϕ̂v(ṽ) = v, where ϕ̂v : Â+
v → X̂+ is a homomorphism of semigroupoids

described in Lemma 3.4. By Theorem 3.3, there exists a homomorphism of
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graphs θ : Av → Au which satisfies

θ(i1(v)ρv) = i1(u)ρu, θ(t−1
1 (v)ρv) = t−1

1 (u)ρu (1)

θ(z) = z, for every z ∈ E(Av) . (2)

Since c(u) ⊇ c(v) = E(Av), and ϕv(z) = z = ϕu(θ(z)), for every z ∈ E(Av),
the following diagram commutes.

Â+
v

θ̂
//

ϕ̂v   A
A

A

A

A

A

A

A

Â+
u

ϕ̂u

��

X̂+

Let v′ = θ̂(ṽ). Then v′ ∈ Au(i1(u)ρu, t
−1
1 (u)ρu), by (1), and

ϕ̂u(v
′) = ϕ̂u(θ̂(ṽ) = ϕ̂v(ṽ) = v.

To complete the proof it is suffices to note that ϕ̂u is faithful.

Taking into account Lemma 3.4 and Corollary 3.5, we will abuse notation
and denote θ̂(ṽ) by v.

Let S be a semigroupoid. If |V (S)| > 1 then the consolidated semigroup
Scd is the set Scd = E(S) ∪ {0}, with the multiplication defined by

ss′ =




ss′, if ωs = αs′,

0, otherwise ,

and 0a = a0 = 0, for every a ∈ Scd. If |V (S)| = 1 then the consolidated
semigroup of S is S itself, viewed as a semigroup.

If S is an ordered semigroupoid, then Scd is an ordered semigroup under
the order given by s ≤ s′ if s ≤ s′ in S, and 0 ≤ a for every a ∈ Scd in case
0 ∈ Scd .

The following lemma is adapted from [5].

Lemma 3.6. Let u, v ∈ X̂+ and suppose that the ordered semigroup B2

satisfies the pseudoidentity u ≤ v. Then a finite semigroupoid S satisfies
(Au, u ≤ v) if and only if Scd satisfies u ≤ v.

Proof : By Theorem 3.3 there exists a graph homomorphism θ : Av → Au that
satisfies condition (1) of Corollary 3.5. Thus, by Lemma 3.4 and Corollary

3.5, u and v represent edges of Â+
u from i1(u)ρu to t1(u)

−1ρu. Hence (u ≤
v, Au) is indeed a semigroupoid pseudoidentity.
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Let S be a finite semigroupoid and let (un) and (vn) be sequences of words of

X+ converging respectively to u and v in X̂+. We may assume that i1(un) =
i1(u), t1(un) = t1(u), i1(vn) = i1(v), t1(vn) = t1(v), Aun

= Au, Avn
= Av,

Scd satisfies u = un, v = vn and S satisfies (u = un, Au) and (v = vn, Au), for
all n. This reduces the proof to the case u, v ∈ X+.

Suppose first that Scd |= u ≤ v and consider an arbitrary semigroupoid
homomorphism ϕ : A+

u → S. Define a homomorphism η : X+ → Scd by
taking η(z) = ϕ(z), for each z ∈ X.

Since u and v may be viewed as paths from i1(u)ρu to t1(u)
−1ρu in Au, then

ϕ(u) and ϕ(v) are paths in S, so η(u), η(v) 6= 0. Since η(u) ≤ η(v), it follows
that ϕ(u) ≤ ϕ(v). This shows that S |= (u ≤ v, Au).

Conversely, suppose that S |= (u ≤ v, Au) and let η : X+ → Scd be an
arbitrary homomorphism. If η(u) = 0 then η(u) ≤ η(v).

If η(u) 6= 0 then η(u) may be viewed as a path in S. Let us construct
a graph homomorphism ϕ : Au → S such that ϕ(x) = η(x) for every x ∈
E(Au). Let xρu be a vertex of Au. If x /∈ c(u) ∪ c(u)−1 then xρu = {x} and
there is no z ∈ E(Au) such that α(z) = xρu or ω(z) = xρu. Suppose now
that x, y ∈ c(u) ∪ c(u)−1 and (x, y) ∈ ρu. If x, y ∈ X then x = y or there
are a positive integer n and z1, . . . , z2n−1 ∈ X such that, for k = 1, . . . , n, the
words

z2k−1z2k−2, z2k−1z2k

are segments of u, where z0 = x and z2n = y. Since ψ(u) 6= 0, it follows that

ψ(z2k−1z2k−2), ψ(z2k−1z2k) 6= 0.

so η(z2k−1z2k−2) and η(z2k−1z2k) may be viewed as paths in S. Thus α(η(z0)) =
ω(η(z1)) = α(η(z2)) = ω(η(z3)) = . . . = ω(η(z2n−1)) = α(η(z2n)), so α(η(x)) =
α(η(y)). Similarly, if x ∈ X and y ∈ X−1 then α(η(x)) = ω(η(y−1)), and
x, y ∈ X−1 implies that ω(η(x−1)) = ω(η(y−1)). This shows that

ϕ(xρu) =

{
α(η(x)), if x ∈ X
ω(η(x−1)), if x−1 ∈ X

and ϕ(x) = η(x), for each x ∈ E(Au), defines a map ϕ : Au → S. Moreover,
it is immediate that ϕ is graph homomorphism. Let ϕ : A+

u → S be the
unique semigroupoid homomorphism which extends ϕ. As S |= (u ≤ v, Au),
we have ϕ(u) ≤ ϕ(v). Since η(w) = ϕ(w), for every edge w of A+

u , we have
η(u) ≤ η(v). This proves that Scd satisfies u ≤ v.
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Theorem 3.7. Let V be a pseudovariety of ordered semigroups containing
B2. If V = [[(ui ≤ vi)i∈I ]] then gV = [[(ui ≤ vi, Aui

)i∈I ]].

Proof : For i ∈ I, let Vi = [[ui ≤ vi]]. In the proof of Proposition 1.2 of [25]
has been shown that S ∈ gVi if and only if Scd ∈ Vi. Then, by Lemma 3.6,
S ∈ gVi if and only if S satisfies (ui ≤ vi, Aui

), that is gVi = [[ui ≤ vi, Aui
).

Since S ∈ g(
⋂
i∈I Vi) if and only if Scd ∈ Vi for every i ∈ I if and only if

S ∈ gVi for every i ∈ I if and only if S ∈ ∩i∈IgVi, we have g(
⋂
i∈I Vi) =⋂

i∈I gVi and the result follows.

4. The category Cn
In this section we apply similar techniques of those which can be found, in

the context of “unordered” semigroups, in [6]. They will serve to show that
the pseudovariety of ordered semigroups V = [[uωvuω ≤ uω : c(v) ⊆ c(u)]] has
infinite vertex rank.

For n ≥ 2, let Cn be the category generated by the graph Γn described by
the diagram of Figure 1

1 2 3 · · · n− 1 n

y1, e1

x1

y2, e2

x2

y3, e3 yn−1, en−1

xn−1

yn, en

xn

Figure 1. Underlying graph for the category Cn

subject to the following list Ln of relations, where zi = xi . . . xnx1 . . . xi−1

(1 ≤ i ≤ n), and the index addition is performed modulo n.

0. eixi = xi = xiei, 1 ≤ i ≤ n,
1. eiyi = yi = yiei, 1 ≤ i ≤ n,
2. e2

i = ei, 1 ≤ i ≤ n,
3. y3

i = y2
i , 1 ≤ i ≤ n,

4. z2
i = ziyi = yizi = zi, 1 ≤ i ≤ n,

5. zixixi+1 = xixi+1, 1 ≤ i ≤ n,
6. (yixi . . . yi−1xi−1)

2 = yixi . . . yi−1xi−1, 1 ≤ i ≤ n,
7. (xiyi+1 . . . xi−1yi)

2 = xiyi+1 . . . xi−1yi, 1 ≤ i ≤ n,
8. y2

i xiyi+1xi+1 = xixi+1, 1 ≤ i < n,
9. xi−1yixiy

2
i+1 = xi−1xi, 1 ≤ i < n,

10. y2
nxny

2
1 = xnz1,

11. y2
nxny1x1 . . . ynxny

2
1 = xnz1.
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To simplify notation, for hereon, when writing an expression of the form
εiδi . . . εjδj or εi . . . εj, we mean that the omitted factors, represented by the
dots, are taken for the indices describing the shortest path from i to j in the
cycle 1 → 2 . . .→ n→ 1.

It is immediately verified that the edges of Cn have the form

w = ε
(0)
i xi . . . ε

(0)
n xn (

s∏

k=1

ε
(k)
1 x1ε

(k)
2 . . . xn) ε

(s+1)
1 x1ε

(s+1)
2 . . . xj−1ε

(s+1)
j

for some i, j ∈ {1, . . . , n}, s ≥ 0 and ε
(k)
t ∈ {et, yt, y

2
t }, for k = 0, . . . , s + 1

and t = 1, . . . , n. The following is easy to establish as a consequence of the
definition of zi (note that zixi = xizi+1) and rule (4) of Ln.

Lemma 4.1. Let i, j ∈ {1, . . . , n}. For w ∈ Cn(i, j), ziw = zixi . . . xj−1 =
wzj.

We endow Cn with the following relation: if u, v are coterminal edges of Cn,
we set

u ≤ v if u = v or u = zα(u)xα(u) · · ·xω(u)−1.

Note that the relation ≤ is a partial order. By Lemma 4.1, the partial order
≤ is compatible with multiplication (on the left and on the right), and so
(Cn,≤) is an ordered category.

For 1 ≤ i ≤ n, let Ai = {0i, 1i}, and put A =
n⋃

i=1

Ai. Let Pn be the

semigroup (A ∪ {0})+/Υ where Υ is the congruence generated by the set
consisting of the following list L′

n of relations, where 2i denotes 1i1i and
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ζi = 0i . . . 0n01 . . . 0i, for 1 ≤ i ≤ n.

A. aibj = 0, 1 ≤ i ≤ n, j 6= i, j 6= i+ 1
B. 0ai = 0 = ai0, 1 ≤ i ≤ n,
1′. 0i1i = 1i = 1i0i, 1 ≤ i ≤ n,
2′. 0i0i = 0i, 1 ≤ i ≤ n,
3′. 1i1i1i = 1i1i, 1 ≤ i ≤ n,
4′. ζ2

i = ζi1i = 1iζi = ζi, 1 ≤ i ≤ n,
5′. ζi0i+10i+2 = 0i0i+10i+2, 1 ≤ i ≤ n,
6′. (1i . . . 1i−10i)

2 = 1i . . . 1i−10i, 1 ≤ i ≤ n,
7′. (0i1i+1 . . . 1i)

2 = 0i1i+1 . . . 1i, 1 ≤ i ≤ n,
8′. 2i1i+10i+2 = 0i0i+10i+2, 1 ≤ i < n,
9′. 0i−11i2i+1 = 0i−10i0i+1, 1 ≤ i < n,
10′. 2n21 = 0nζ1,
11′. 2n11 . . . 1n21 = 0nζ1.

Note that, if u, v ∈ A+\0Υ and (u, v) ∈ Υ then there are i, j ∈ {1, . . . , n}
such that i1(u), i1(v) ∈ Ai and t1(u), t1(v) ∈ Aj.

Let us define the norm of w ∈ A+, denoted ‖w‖ in the following way: if
w = ai ∈ Ai then ‖w‖ = 1, if w = w1w2 with w1, w2 ∈ A+ then

‖w‖ =





‖w1‖ + ‖w2‖ − 1, if t1(w1), i1(w2) ∈ Ai for some i

‖w1‖ + ‖w2‖, if t1(w1) ∈ Ai, i1(w2) ∈ Aj for some i, j with i 6= j.

Note that ‖w‖ counts the minimal number of factors in a factorization of w
into elements of A+

i .
We also define the norm of uΥ ∈ Pn\{0Υ}, denoted by ‖uΥ‖, as being the

minimum of the set {‖w‖ : w ∈ uΥ}.
An edge w of the category Cn can be completely described in terms of of

y1, . . . , yn and e1, . . . , en as it is made precise in the following.

Lemma 4.2. Let χ : Γ+
n → A+ be the homomorphism of semigroupoids

defined by

χ(ei) = 0i, χ(yi) = 1i, χ(xi) = 0i0i+1,

and let η1 : Γ+
n → Cn be the canonical projection. Then the following hold.

(a) The homomorphism χ restricted to E(Γ+
n ) is injective.

(b) For all paths u, v in Γn, if η1(u) = η1(v) then (χ(u), χ(v)) ∈ Υ.
(c) χ(Γ+

n ) ⊆ A+\0Υ.



20 J. ALMEIDA AND A. ESCADA

Proof : (a) Let u and v be paths in Γn such that χ(u) = χ(v). Let us show
that u = v.

If χ(u) ∈ A+
i for some i ∈ {1, . . . , n}, then u = ε1 . . . εs and v = δ1 . . . δt

with s, t ≥ 1 and εj, δk ∈ {ei, yi}, for 1 ≤ j ≤ s and 1 ≤ k ≤ t. Since
|χ(ei)| = |χ(yi)| = 1, it must be s = t and χ(εj) = χ(δj) for 1 ≤ j ≤ s. But
this implies that εj = δj for 1 ≤ j ≤ s, and consequently, u = v.

Let k ≥ 1. Suppose that ‖χ(u)‖ = k + 1. It follows that the paths u and
v contain k − 1 edges from the set {xi : i = 1, . . . , n}, that is

u = w(i)xiw
(i+1) . . . xi+k−1w

(i+k) and v = w′(i)xiw
′(i+1) . . . xi+k−1w

′(i+k),

for some 1 ≤ i ≤ n, and w(j), w′(j) ∈ A+
j for j = i, . . . , i + k. Since χ(u) =

χ(v), it must be χ(w(j)) = χ(w′(j)), and so w(j) = w′(j), for every j, as it is
shown above. So we conclude that u = v.

(b) Let u and v be paths on Γn such that η1(u) = η1(v). Suppose that
u = v is the rule (m) of Ln for some m ∈ {0, . . . , 11}. If 1 ≤ m ≤ 3 then
χ(u) = χ(v) is the rule (m′) of L′

n. If m = 0 then (χ(u), χ(v)) ∈ Υ by rule
(2′). If 4 ≤ m ≤ 11 then (χ(u), χ(v)) ∈ Υ by rules (1′), (2′) and (m′).

Suppose now, without loss of generality, that v may be obtained from u
applying a single rule p = q of Ln, that is u = u(1)pu(2) and v = u(1)qu(2),
where u(i) (i = 1, 2) are appropriate paths in Γn. Since χ is a homomorphism,
Υ is a congruence, and (χ(p), χ(q)) ∈ Υ, it follows that (χ(u), χ(v)) ∈ Υ.

(c) Let u be a path in Γn. Since χ(u) ∈ (A+
i . . . A

+
i−1)

∗A+
i . . . A

+
j for some

1 ≤ i, j ≤ n, we cannot apply rules (A) or (B) to χ(u), so χ(u) /∈ 0Υ.

We note that in the proof of the Lemma 4.2(a), we show that if u is a path
in Γn and χ(u) may be factorized as χ(u) = u′(1)0i0i+1u

′(2) for some i, then
there are appropriate paths u(1) and u(2) such that u = u(1)xiu

(2).
Let η2 : A+ → Pn be the homomorphism defined by η2(u) = uΥ. Note that

η2 is surjective. By Lemma 4.2(b), there is a homomorphism of semigroupoids
ψ : Cn → Pn such that the following diagram commutes.

Γ+
n

χ
//

η1
��

A+

η2
��

Cn
ψ

// Pn

Lemma 4.3. Let ψ : Cn → Pn be the homomorphism of semigroupoids de-
fined above. The following hold.
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(a) ψ|E(Cn) is injective,
(b) ψ(E(Cn)) = Pn\{0}, where 0 also denotes 0Υ.

Proof : (a) Let us show that ψ|E(Cn) is injective. First, we consider a new list
L′′
n of rules which contains rules (A) and (B) of L′

n and all rules χ(p) = χ(q)
where each p = q is a rule of Ln. It is easy to see that the relations of the
list L′′

n also generate the congruence Υ.
Let u and v be paths in Γn such that ψ(η1(u)) = ψ(η1(v)), that is (χ(u), χ(v)) ∈

Υ. Note that χ(u), χ(v) /∈ 0Υ, by Lemma 4.2(c). Let us show that η1(u) =
η1(v). If χ(u) = χ(v) is a rule of L′′

n then, there is a rule p = q of Ln such
that χ1(u) = χ1(p) and χ1(v) = χ1(q). By Lemma 4.2(a), we have u = p and
v = q. Since η1(p) = η1(q), it follows that η1(u) = η1(v).

Let us assume, without loss of generality, that χ(v) may be obtained from
χ(u) by applying a single rule χ(p) = χ(q) of L′′

n, say with i1(χ(p)) = i and
t1(χ(p)) = j for some i and j. This means that we may factorize χ(u) =
u′(1)a′χ(p)b′u′(2) and χ(v) = u′(1)a′χ(p)b′u′(2) where t1(u

′(1)) = 0i−1 or u′(1) is
the empty word, a′ ∈ A∗

i , b
′ ∈ A∗

j , and i1(u
′(2)) = 0j+1 or u′(2) is the empty

word. Let us assume that |u′(1)|, |u′(2)| > 1. The others cases are similar.
If a′ ∈ A+

i and b′ ∈ A+
j , by the definition of χ, we must have χ(u) =

u′′(1)0i−10ia
′′χ(p)b′′0j0j+1u

′′(2) and χ(v) = u′′(1)0i−10ia
′′χ(q)b′′0j0j+1u

′′(2), with
a′′ ∈ A∗

i and b′′ ∈ A∗
j . Arguing as in proof of Lemma 4.2(a) we obtain paths

a and b in Γn such that χ(a) = a′′ and χ(b) = b′′. As it is observed above
there are appropriate paths u(1) and u(2) such that u = u(1)xi−1apbxju

(2) and
v = u(1)xi−1aqbxju

(2). Since η1(p) = η1(q) it follows that η1(u) = η1(v).
If a′ is the empty word then i1(χ(p)) = i1(χ(q)) = 0i. Since χ(u) and χ(v)

do not have segments of the form 0i−10iai+1 with ai+1 ∈ Ai+1, then p and q
must begin with the same edge ei, that is p = q is the rule (2) of Ln. Without
loss of generality, we may assume that

χ(u) = u′′(1)0i−10i0ib
′0i+1u

′′(2) and χ(v) = u′′(1)0i−10ib
′0i+1u

′′(2)

with b′ = b′′0i ∈ A∗
i0i. So there are appropriate paths b, u(1) and u(2) such

that

u = u(1)xi−1eibxiu
(2) and v = u(1)xi−1bxiu

(2).

By rule (0) of Ln, we have η1(u) = η1(v). If b′ is the empty word, the same
argument serves to prove that η(u) = η(v).

(b) Let us show that ψ(E(Cn)) = Pn\{0}. Let w be a representative of
a Υ-class of Pn\{0}. Suppose that ‖w‖ = k + 1. By rules (1’) and (2’),
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w is Υ-related with the word v which is obtained from w by introducing,
between consecutive letters bi ∈ Ai and bi+1 ∈ Ai+1 such that bibi+1 is a
segment of w, the segment 0i0i+1. It is obvious that ‖v‖ = k + 1 and so we
may write v = v(i)0i0i+1v

(i+1) . . . 0i+k−10i+kv
(i+k) with v(r) ∈ A+

r . Proceeding
as above, we are able to find paths u(r) such that χ(u(r)) = v(r). It follows
that v = χ(u(i)xiu

(i+1) . . . xi+k−1u
(i+k)). Finally, we have η2(w) = η2(v) =

η2(χ(u(i)xiu
(i+1) . . . xi+k−1u

(i+k))) = ψ(η1(u
(i)xiu

(i+1) . . . xi+k−1u
(i+k))).

Note that the homomorphism ψ defined in Lemma 4.3 does not induce a
homomorphism (Cn)cd → Pn since yiyi+1 = 0 in (Cn)cd while ψ(yi)ψ(yi+1) =
(1i1i+1)/Υ 6= 0 in Pn.

Throughout this paper we are almost always identifying each Υ-class with
a representative of that Υ-class.

Let u′, v′ ∈ Pn. We let u′ ≤ v′ if either u′ = 0 or there exist u, v ∈ Cn such
that u′ = ψ(u), v′ = ψ(v) and u ≤ v. Taking into account the definition of
≤ in Cn, we obtain u′ ≤ v′ if and only if u′ = 0 or there are i, j ∈ {1, . . . , n}
such that i1(u

′), i1(v
′) ∈ Ai, t1(u

′), t1(v
′) ∈ Aj and

u′ = ζi0i+1 . . . 0j or u′ = v′.

By Lemma 4.3, the relation ≤ is a partial order compatible with multipli-
cation. Therefore (Pn,≤) is an ordered semigroup and ψ : Cn → Pn is an
order-faithful homomorphism of semigroupoids.

For i, j ∈ {1, . . . , n}, let Pn(i, j) be the set

{w ∈ Pn\{0} : 0iw0j = w}.

If i = j, then we write Pn(i) instead of Pn(i, i). Note that Pn(i) is a submonoid
of Pn with identity 0i.

Some basic properties of the relation Υ are stated in the next lemma.

Lemma 4.4. Let 1 ≤ i, j ≤ n, w ∈ Pn(i), t ∈ Pn(i, j). Then
a) ζit = ζi0i+1 . . . 0j = 0i . . . 0j−1ζj = tζj,
b) ζiw = ζi = wζi,
c) w0i+10i+2 = 0i0i+10i+2 and 0i−20i−1w = 0i−20i−10i,
d) 1i0i+11i+2 = 0i0i+10i+2.

Proof : All the properties can be easily proven from the definition of Pn. To
illustrate this, we prove c) and d).

c) We have

w0i+10i+2 = w0i0i+10i+2 = wζi0i+10i+2 = ζi0i+10i+2 = 0i0i+10i+2,
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by rule (5’) and (b). The other equality is similar.
d) By rule (1’) and (c), we have

1i0i+11i+2 = 1i0i+10i+21i+2 = 0i0i+10i+21i+2 = 0i0i+10i+2.

For i = 1, . . . , n, let Bi = 0∗i1i0
∗
i and Ci = A∗

i1iA
∗
i1iA

∗
i . The next result

describes two rational languages recognized by the natural homomorphism
from A+ to Pn.

Lemma 4.5. Let η2 : A+ → Pn be the homomorphism defined in Lemma 4.3.
Let L1 and L2 be the rational languages

L1 = (B1 ∪ 0+
1 )B2 . . . Bn(B1 . . . Bn)

∗A+
1 and

L2 = (B1 ∪ 0+
1 )B2 . . . Bn(B1 . . . Bn)

∗C1 . . . Cn(B1 . . . Bn)
∗(B1 ∪ 0+

1 ).

Then η−1
2 η2(Li) = Li, for i = 1, 2.

Proof : Let L ∈ {L1, L2} and w ∈ L. Then we cannot apply rules (A), (B),
(4’), (5’), (8’), (9’), (10’) and (11’) to w. On the other hand, if we apply rules
(1’), (2’), (3’), (6’) and (7’), then we obtain another word of L.

Now, if u ∈ η−1
2 η2(L) then there exists w ∈ L such that (w, u) ∈ Υ, hence

u ∈ L. The inclusion L ⊆ η−1
2 η2(L) is clear.

A word u ∈ A+ is said to be a factor of w ∈ Pn\{0} if there are u1, u2 ∈ A∗

such that w = (u1uu2)Υ.
For a, b, c, d ∈ {0, 1, 2}, we define the following elements of Pn(1):

w1(a, b) = a112 . . . 1nb1, and w2(c, d) = c122 . . . 2nd1.

Some other elements of Pn(1) may be obtained as products of w1(a
′, b′) and

w2(c
′, d′) for some a′, b′, c′, d′ ∈ {0, 1, 2}:

w′ = 0112 . . . 1n11 . . . 1n01 = w1(0, 1)w1(0, 0),

w3(a, d) = a112 . . . 1n21 . . . 2nd1 = w1(a, 1)w2(1, d),

w4(c, d) = c122 . . . 2n11 . . . 1nd1 = w2(c, 1)w1(0, d), and

w5(a, d) = a112 . . . 1n21 . . . 2n11 . . . 1nd1 = w1(a, 0)w2(2, 1)w1(0, d).

Corollary 4.6. Let a, d ∈ {0, 1} and b, c ∈ {0, 1, 2}. In Pn(1), we have
(a) w5(a, d) 6= ζ1 and w2(c, d) 6= ζ1,
(b) w1(a, b) 6= ζ1 and w1(a, b) 6= w2(c, d),
(c) If 2i is a factor of w1(a, b) then i = 1 and b = 2.
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Proof : (a) The word ζ1 ∈ A+ is not in L2 and the word w5(a, d) belongs
to L2 so w5(a, d) 6= ζ1 in Pn(1), by Lemma 4.5. On the other hand, we
have w5(a, d) = w1(a, b)w2(c, d)w1(a

′, d) for some b, a′ ∈ {0, 1, 2} such that
b + c = 2 and d + a′ = 1. Hence, if w2(c, d) = ζ1 then w5(a, d) = ζ1, by
Lemma 4.4(b), and the latter we have already shown to fail.

(b) Since the word w1(a, b) belongs to L1 and the words w2(c, d) and ζ1 are
not in L1, we have w1(a, b) 6= w2(c, d) and w1(a, b) 6= ζ1, by Lemma 4.5.

(c) If 2i is a factor of w1(a, b) then there are u(1), u(2) ∈ A∗ such that
w1(a, b) = u(1)2iu

(2) in Pn(i). Since the word w1(a, b) belongs to L1, the
same happens with the word u(1)2iu

(2), by Lemma 4.5. So it must be i = 1,
2iu

(2) ∈ 21A
∗
1 and b = 2.

For i = 1, . . . , n, let Fi = {0i, 1i, 2i}.

Lemma 4.7. Let m be a positive integer. The number of Υ-classes which
contain words w such that ‖w‖ ≤ m is finite.

Proof : Suppose that wΥ 6= 0. Then by rules (1’), (2’) and (3’) there are
i, j ∈ {1, . . . , n} and a word u ∈ (Fi . . . Fi−1)

∗Fi . . . Fj such that ‖wΥ‖ = ‖u‖
and (w, u) ∈ Υ. As the set {u ∈ (Fi . . . Fi−1)

∗Fi . . . Fj : ‖u‖ ≤ m} is finite,
the lemma follows.

In the following, we characterize all elements of Pn(1).
Notice that, for every b ∈ {0, 1, 2}, k = 1, 3, 5, and l = 2, 3, 4, 5,

wk(2, b) = ζ1 = wl(b, 2).

In the set {0, 1, 2} we define an operation ⊕ in the following way: for
t ∈ {0, 1, 2}, let 0 ⊕ t = t = t ⊕ 0, 1 ⊕ 1 = 2 and 2 ⊕ t = t ⊕ 2 = 2. Then
{0, 1, 2} is a commutative monoid with zero 2 and identity 0.

Lemma 4.8. The monoid Pn(1) consists of the elements

01, 11, 21, ζ1, w1(a, b), w2(c, d), w
′, w3(a, d), w4(c, d), w5(a, d) (3)

with a, d ∈ {0, 1} and b, c ∈ {0, 1, 2}, where 01 is the identity and ζ1 is the
zero.

Proof : Let M be the set of the elements (3) of Pn(1). From the definitions
of Pn and Pn(1), and Lemma 4.4(b), we obtain the following equalities: for
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every a, b ∈ {0, 1, 2} and c ∈ {1, 2},

01w = w01 = w, ζ1w = wζ1 = ζ1, for every w ∈M,
a1b1 = (a⊕ b)1, c1w

′ = w1(c, 0), w′c1 = w1(0, c) ,
c1wk(a, b) = wk(a⊕ c, b) and wk(a, b)c1 = wk(a, b⊕ c),

for 1 ≤ k ≤ 5.

Let a, d, a′, d′ ∈ {0, 1} and b, c, b′, c′ ∈ {0, 1, 2}. Then we may establish the
following partial multiplication table

w1(a, b) w2(c, d)

w1(a
′, b′)

w1(a
′, b), if b′ ⊕ a = 1, a′ ⊕ b 6= 0

w′, if b′ ⊕ a = 1, a′ = b = 0
ζ1, otherwise

w3(a
′, d), if b′ ⊕ c = 2
ζ1, otherwise

w2(c
′, d′)

w4(c
′, b), if d′ ⊕ a = 1, b 6= 2

ζ1, otherwise
ζ1

w′
w1(0, b), if a = 1, b 6= 0
w′, if a = 1, b = 0
ζ1, otherwise

w3(0, d), if c = 2
ζ1, otherwise

w3(a
′, d′)

w5(a
′, b), if d′ ⊕ a = 1, b 6= 2
ζ1, otherwise

ζ1

w4(c
′, d′)

w4(c
′, b) if d′ ⊕ a = 1, b 6= 2
ζ1, otherwise

ζ1

w5(a
′, d′)

w5(a
′, b) if d′ ⊕ a = 1, b 6= 2
ζ1, otherwise

ζ1

Table 1. Partial multiplication table

Since w′, w3(a
′, d′), w4(c

′, d′) e w5(a
′, d′) can be written as products of

w1(a, b) and w2(c, d), the above shows that M is closed under multiplication
and thus M is a monoid.

Let uΥ ∈ Pn(1). By rules (1’), (2’), and (3’), there is a word v ∈
(F1 . . . Fn)

∗F1 such that v = u in Pn(1), so we may assume that u ∈ (F1 . . . Fn)
∗F1.

Note that ‖u‖ = kn + 1 for some k ≥ 0. If k = 0 then u = a1 with
a ∈ {0, 1, 2}, thus u ∈ M . Suppose that ‖u‖ = n + 1, and u 6= ζ1 in Pn(1).
Then u = a1(c

(2))2 · · · (c
(n))nb1 with a, b, c(i) ∈ {0, 1, 2} for 2 ≤ i ≤ n. If there

is j such that c(j) = 0 then 0j−10j0j+1 is a factor of u, so u = ζ1 in Pn(1), by
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Lemma 4.4. It follows that all ci are non-zero. If c(j) = 1 then

u = w1(a, b) = a1(1)2 . . . (1)nb1

with a ∈ {0, 1}, by rules (6’), (7’) and Lemma 4.4. If c(j) = 2 then

u = w2(a, b) = a122 . . . 2nb1.

By rule (9’), it must be b 6= 2.
If k > 1, then u may be written as a product of factors of Pn(1) with length

n+ 1, namely factors of the form ζ1, w1(a, b) and w2(c, d). By the first part
of the proof, Pn(1) = M .

The following lemma is a consequence of Lemmas 4.7 and 4.8.

Lemma 4.9. For all i, j ∈ {1, . . . , n}, the set Pn(i, j) is finite.

Proof : If w ∈ Pn(i, j) then either ‖w‖ < 2n or w = uw′v with ‖u‖, ‖v‖ < n
and w′ ∈ Pn(1). Since Pn(1) is finite by Lemma 4.8, it follows that Pn(i, j)
is finite, by Lemma 4.7.

Lemma 4.10. Let u ∈ Pn(1)\{21}. If there is 1 ≤ i ≤ n such that 2i is a
factor of u then u2 = ζ1.

Proof : First we claim that w has a factor of the form 2i if and only if w ∈ K
where

K = {21, ζ1, w1(a, 2), w2(c, d), w3(a, d),
w4(c, d), w5(a, d) : a, d ∈ {0, 1}; b, c ∈ {0, 1, 2}}.

In fact, it is clear that all elements of K have a factor 2i for some i ∈
{1, . . . , n}. On the other hand, if w /∈ K then w ∈ {01, 11, w

′, w1(a, b) :
a, b ∈ {0, 1}}. It is obvious that 01 and 11 do not have the factor 21 and,
by Corollary 4.6(c), there is no i such that 2i is a factor of w1(a, b) (with
a, b ∈ {0, 1}). Finally if w′ has a factor 2i for some i then the same happens
with 11w

′ = w1(1, 0), which contradicts the above.
Now, using table 1 given in the proof of Lemma 4.8, it is easy to verify that

w2 = ζ1 for every w ∈ K\{21}.

Lemma 4.11. Suppose uΥ ∈ Pn(k) \ {ζk}. Then 2j is a factor of uΥ if and
only if 2j is a segment of the word u.

Proof : Since uΥ ∈ Pn(k) \ {ζk}, none of the rules (A), (B), (4′), (5′), (8′),
(9′), (10′), (11′), may be applied to an element of the congruence class uΥ.
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For the remaining rules, it suffices to observe that, if one side has 2j as a
segment, then so does the other.

The next result plays a useful role in the sequel.

Lemma 4.12. Let 1 ≤ j ≤ n and w ∈ Pn(j)\{2j}. If there is 1 ≤ i ≤ n
such that 2i is a factor of w then w3 = ζj.

Proof : If j = 1 this is a consequence of Lemmas 4.10 and 4.4. Suppose that
j 6= 1. Let uΥ ∈ Pn(j) such that the word 2j does not belong to uΥ. Since
2i is a factor of uΥ, there are words u(1), u(2) ∈ uΥ such that u(1)2iu

(2) ∈ uΥ.
We may write the word u(1)2iu

(2) as v(1)v(2)v(3) with v(1) ∈ A+
j . . . A

+
n , v

(2) ∈

(A+
1 . . . A

+
n )∗A+

1 , and v(3) ∈ A+
2 . . . A

+
j . It is obvious that 2i is a segment of

v(1), v(2) or v(3) so, by Lemmas 4.4 and 4.10, and rules (1’), (2’) and (4’) we
have

u3Υ = (v(1)01v
(2)v(3))3Υ

= (v(1)(v(2)v(3)v(1)01v
(2)v(3)v(1)01)v

(2)v(3))Υ

= (v(1)ζ1v
(2)v(3))Υ = ζjΥ,

which completes the proof.

As a consequence of Lemma 4.12, the unique idempotents of Pn(i) which
contain 2i as a factor are 2i and ζi.

Lemma 4.13. The set of idempotents of Pn(i) is {u3 : u ∈ Pn(i)}. Moreover,
for every u ∈ Pn(i)\{0i, 1i, 2i}, we have u3 = ζ1 or u = ai1i+1 . . . 1i−1bi with
a+ b = 1.

Proof : Let u ∈ Pn(i). If there is j such that 2j is a factor of u then either
u3 = u = 2i or u3 = ζi, by Lemma 4.12.

If there is j ∈ {1, . . . , n} such that 0j0j+10j+2 is a factor of u2 then
u2 = ζi by Lemma 4.4, and so u3 = ζi. If u2 does not have factors of
the form 2j or 0j0j+10j+2 then either u ∈ {0i, 1i} or there is a word v ∈
ai1i+1 . . . 1i−1(1i . . . 1i−1)

∗bi, for some a, b ∈ {0, 1} with a + b = 1, such that
u = v in Pn(i). In the first case, u3 ∈ {0i, 2i}, and in the latter case,
u3 = u = ai1i+1 . . . 1n11 . . . 1i−1bi in Pn(i), by rules (1’), (6’) and (7’).

Finally, suppose that ‖u‖ > 1, u does not have factors of form 2k, u
2 does

not have factors of the form 0k0k+10k+2, but there is j such that 2j is a factor
of u2. Under these conditions, there is a word v ∈ ai1i+1 . . . 1i−1(1i . . . 1i−1)

∗bi,
for some a, b ∈ {0, 1, 2} with a + b ∈ {1, 2}, such that u = v in Pn(i).
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Let us show that a + b cannot be 1. Indeed, if a + b = 1 then v =
v2 = ai1i+1 . . . 1n11 . . . 1i−1bi in Pn(i), and so there are words 11 . . . 1i−1a

′
i

and b′i1i+1 . . . 1n01, with a+ a′ = 1 and b+ b′ = 1, such that

11 . . . 1i−1a
′
ivb

′i1i+1 . . . 1n01 = w1(1, 0)

in Pn(1), by rules (1’), (6’), and (7’). Now, by Lemma 4.4, since u6 = v6 = v
in Pn(i),

w1(1, 0) = 11 . . . 1i−1a
′
ivb

′i1i+1 . . . 1n01

= 11 . . . 1i−1a
′
iu

6b′i1i+1 . . . 1n

= 0111 . . . 1i−1a
′
i(u

2)3b′i1i+1 . . . 1n01

= 11 . . . 1i−1a
′
iζib

′
i1i+1 . . . 1n01 = ζ1,

which contradicts Corollary 4.6. If a + b = 2 then u2 = v2 = ζi, by rule (8’)
and so u3 = ζi. This shows that {u3 : u ∈ Pn(i)} is a set of idempotents. It
is immediate that this set contains all idempotents of Pn(i).

In the following we list the idempotents of the monoid Pn(i).

Corollary 4.14. Let 1 ≤ i ≤ n. Then the idempotents of Pn(i) are

0i, 2i, ζi and ai1i+1 . . . 1n11 . . . 1i−1bi (4)

with a+ b = 1.

Proof : By rules (1’), (2’), (3’), (4’), (6’) and (7’), and definition of Pn(i), the
elements of (4) are idempotents. By Lemma 4.13, (4) lists all idempotents of
Pn(i).

We recall that V denotes the pseudovariety of ordered semigroups defined
by the pseudoidentities

uωvuω ≤ uω

where c(v) ⊆ c(u). It is clear that B2 ∈ V so, by Theorem 3.7, the global of
V is defined by the pseudoidentities of the form

(uωvuω ≤ uω, Auωvuω),

with c(v) ⊆ c(u). We next prove that Cn fails a specific pseudoidentity of
this form.

Proposition 4.15. Let n ≥ 2. Then Cn does not belong to gV.
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Proof : Consider the graph Γn described in Figure 1 and let u = y1x1 . . . ynxn
and v = y2

1x1 . . . y
2
nxn be finite paths in Γ. Note that the graphs Auωvuω and

Γn are identical up to the name of the vertices. Since c(v) ⊆ c(u), it follows
that gV satisfies the pseudoidentity (uωvuω ≤ uω,Γn), by Theorem 3.7.

Let us show that Cn fails this pseudoidentity, and consequently, Cn does
not lie in gV. Arguing by contradiction, suppose that Cn satisfies the pseu-
doidentity in question. Evaluate the graph Γn in Cn through a graph homo-
morphism which maps the edges xi and yi of Γn to the corresponding edges
xi and yi of the category Cn. We obtain two edges u and v of Cn such that

ψ(uω) = ψ(u) = w1(1, 0) and ψ(uωvuω) = ψ(uvu) = w5(1, 0),

where ψ is the order-faithful homomorphism defined in Lemma 4.3. There-
fore we must have w5(1, 0) ≤ w1(1, 0). By definition of ≤ in Pn, it must
be either w5(1, 0) = ζ1 or w5(1, 0) = w1(1, 0). Since w5(1, 0) 6= ζ1 by
Corollary 4.6(a), it remains w5(1, 0) = w1(1, 0). As a consequence we have
ζ1 = w5(1, 0)w4(2, 0) = w1(1, 0)w4(2, 0) = w5(1, 0), which contradicts Corol-
lary 4.6.

The following result is a decisive property of Cn related with the pseudova-
riety gV.

Proposition 4.16. Let Γ be a finite graph and let u, v be loops at the same

vertex of Γ̂+ such that c(v) ⊆ c(u). Then every subcategory of Cn with n− 1
vertices satisfies (uωvuω ≤ uω,Γ).

Proof : Let T be a subcategory of Cn with n − 1 vertices. Let u and v

be loops at the same vertex of Γ̂+ such that c(v) ⊆ c(u). By Lemmas
4.3 and 4.9, Cn is finite and so there are edges u′ and v′ of Γ+ such that
u = u′ and v = v′ in T , and we may assume that u and v are edges of Γ+.
Let η : Γ+ → T be a homomorphism of semigroupoids and let ψ be the
order-faithful homomorphism defined in Lemma 4.3. We denote by ϕ the
homomorphism ψ ◦ η as depicted in the following commutative diagram:

Γ+
η

//

ϕ
((Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

Q

T
�

�

// Cn

ψ
��

Pn

First, we recall that, by Lemma 4.13, ϕ(uω) = ϕ(u3). Since u3vu3 is a
path in Γ, we have ϕ(u3vu3) 6= 0. Let k = α(ηu), so k ∈ {1, . . . , n}. Since
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T has n − 1 vertices, there is j ∈ {1, . . . , n}, with j 6= k, such that, for all
x ∈ c(u), neither i1(ϕ(x)) nor t1(ϕ(x)) belongs to Aj. If ϕ(u3) = ζk then
ϕ(u3vu3) = ζk. If ϕ(u3) 6= ζk then, by Corollary 4.14, the idempotent ϕ(u3)
satisfies the relation

ϕ(u3) ∈ {0k, 2k, ak1k+1 . . . 1n11 . . . 1k−1bk : a+ b = 1}.

If ϕ(u3) ∈ {0k, 2k} then ϕ(u3vu3) = ϕ(u3) since c(v) ⊆ c(u). Suppose
that ϕ(u3) = ak1k+1 · · · 1n11 . . . 1k−1bk, with a + b = 1, and ϕ(u3vu3) 6=
ζk. By Lemma 4.13, ϕ(u3) = ϕ(u) and, by Corollary 4.6(c), ϕ(u) has
no factors 2i for every i ∈ {1, . . . , n}, since there are a′ and b′ such that
11 . . . 1k−1a

′
kϕ(u)b′k1k+1 . . . 1n01 = w1(1, 0). Hence for every x ∈ c(u) there is

no i ∈ {1, . . . , n} such that 2i is a factor of ϕ(x).
Now, by Lemma 4.11, 2i is a factor of ϕ(uvu) if and only if 2i is a segment

of every representative of the Υ-class ϕ(uvu). Since ϕ(uvu) is a product of
factors of the form ϕ(x), with x ∈ c(u), none of which has 2i as a factor by
the preceding paragraph, the only way 2i may appear as a factor of ϕ(uvu)
is if uvu has a factor xy, with x, y ∈ c(u), such that t1(ϕ(x)) = 1i = i1(ϕ(y)).
Since j is a not a vertex of T , this cannot happen for i = j. Hence 2j is not
a factor of ϕ(uvu).

Let z = 11 . . . 1k−1bkϕ(v)ak1k+1 . . . 1n11 ∈ Pn(1). Since

ζk 6= ϕ(uvu) = ak1k+1 . . . 1nz12 . . . 1k−1bk,

then z 6= ζ1 and 2j is not a factor of z, so z ∈ {11, w1(1, 1)} by Lemma 4.8.
Therefore ϕ(uvu) = ak1k+1 . . . 1n1112 . . . 1k−1bk, by rules (1’), (6’) and (7’).

We showed that ϕ(u3vu3) = ζk or ϕ(u3vu3) = ϕ(u3). It follows that
ϕ(u3vu3) ≤ ϕ(u3) in Pn. As ψ is an order-faithful homomorphism, we con-
clude that T satisfies the pseudoidentity (uωvuω ≤ uω,Γ).

We say that a pseudovariety of semigroupoids has vertex-rank or v-rank
n if n is the smallest non-negative integer such that W admits a basis of
pseudoidentities over graphs with at most n vertices. If no such integer n
exists, then we say that W has infinite rank.

We may now prove the main result of this section.

Theorem 4.17. The pseudovariety V has infinite v-rank.

Proof : Let us assume that V has finite rank r, that is, gV admits a base of
pseudoidentities Σ over graphs with at most r vertices. We claim that the
category Cr+1 belongs to gV. Indeed, when we verify the pseudoidentities
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in Σ, we only work with subcategories of Cr+1 with at most r vertices. By
Proposition 4.16, such subcategories belong to gV, hence Cr+1 satisfies the
pseudoidentities of Σ and then it lies in gV, which is in contradiction with
Proposition 4.15.
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