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The increasing amount of human-related and/or human-originated data in current systems is both an oppor-
tunity and a challenge. Nevertheless, despite relying on the processing of large amounts of data, most of the
so-called smart systems that we have nowadays merely consider humans as sources of data, not as system
beneficiaries or even active “components.” For truly smart systems, we need to create systems that are able
to understand human actions and emotions, and take them into account when deciding on the system behav-
ior. Naturally, in order to achieve this, we first have to empower systems with human sensing capabilities,
possibly in ways that are as inconspicuous as possible. In this context, in this article we survey existing ap-
proaches to unobtrusive monitorization of human beings, namely, of their activity, vital signs, and emotional
states. After setting a taxonomy for human sensing, we proceed to present and analyze existing solutions for
unobtrusive sensing. Subsequently, we identify and discuss open issues and challenges in this area. Although
there are surveys that address some of the concerned fields of research, such as healthcare, human monitor-
ization, or even the use-specific techniques like channel state information or image recognition, as far as we
know this is the first comprehensive survey on unobtrusive sensing of human beings.
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1 INTRODUCTION

Now more than ever, we have extremely large amounts of data at our disposal. For instance, a
supermarket chain can deal with hundreds of thousands of products equipped with Radio Fre-
quency Identifiers (RFID), and use RFID readers to scan these items every second, generating
about 12.6 GB per second and about 544 TB per day [13]. Building on the available data, the num-
ber of smart systems is also increasing. In [63], the European Technology Platform on Smart
Systems Integration (EPoSS) defines smart systems as systems that “are able to sense, diagnose,
describe, qualify and manage a given situation, ... They are able to interface, interact and communicate
with users, their environment and with other Smart Systems.

Smart systems should be able to perform and incorporate functions of sensing, actuation, and
control, in order to describe and analyze a specific situation and make decisions based on the avail-
able data. In most cases, the smartness of the system can be attributed to autonomous operation
based on closed-loop control, energy efficiency, and networking capabilities. However, despite the
fact that current systems are “smart” in many ways, the majority of these systems ignore the hu-
man factor or treats humans as an external factor [62]. Nevertheless, in order to achieve a truly
smart system, we need to work in the integration of humans as part of the closed-loop process.
That is, humans need to be taken into account in every phase of the loop, be it the acquisition of
data, processing/inference, or the actuation phase.

At the same time, we are witnessing the emergence of new sensor techniques, such as virtual
and social sensors [9], that show the importance of humans within the sensing system. In our
opinion, only a system that is able to extend its capabilities to perceive and adapt to human actions,
intentions, and emotional states, can be considered a truly smart system. Only then we can enter
the realm of Human-in-the-Loop-Cyber-Physical-Systems (HiTLCPS), where humans and
machines interact, cooperate, coexist, and enhance our current systems.

In order to achieve this goal, we first need to endow our systems with sensory capabilities that
are tailored to perceive humans. Human actions are, most of the times, unpredictable when ana-
lyzed by a common observer. However, trained observers can perceive certain indicators that give
them information to classify those actions. These indications are often accompanied by involun-
tary physiological reactions, e.g., fluctuations in the heart rate (HR), or an irregular breathing
rate (BR). As such, by creating and incorporating sensors that are able to gather information about
those physiological responses in our systems, we are, in turn, moving toward empowering them
with the ability to perceive and understand humans.

Most of the work and effort done toward the development and integration of human-specific sen-
sors was carried out in the field of wearable sensors, like, for example, the works in [10, 49, 66, 81].
These devices allow for long-term monitoring that, alternatively, would require long-term hospi-
talizations and/or ambulatory environments that are much more expensive to set up and main-
tain [14]. This represents a great advance not only in clinical terms but also when it comes to
gathering more information about human lives. The success of this type of technology paved the
way for the emergence of several commercial solutions (e.g., [25, 38, 91]). Other approaches like
Body Sensor Networks or Body Area Networks, have also largely advanced in the last few years,
improving medical solutions, the training of professionals (e.g., military, sport athletes), or even
other aspects of our daily lives like virtual reality gaming [6, 19]. However, even when considering
the advances in the last decade when it comes to miniaturization of devices and wireless technolo-
gies, these devices can be bothersome to use, and most of them require some cooperation from the
user. Even with solutions like [10], which rely on wearable sensors that are embedded in clothing,
we still have to take into account that the user has to wear that specific piece of cloth and have
some special care in order to maintain the system in good condition.

ACM Computing Surveys, Vol. 55, No. 2, Article 41. Publication date: January 2022.



A Survey of Approaches to Unobtrusive Sensing of Humans 41:3

TN
Sensors
Level 1 Unobtrusive Obtrusive
\‘/ N
_Level2 Natural Signal Artificial Signal
_Level3 Sound Image Interference Reflection
N N N N
Level 4 N N
Mono-modal Multi-modal
N N

Fig. 1. Proposed human sensing taxonomy.

Nevertheless, despite being around for more than one decade, wearable devices and associated
sensing techniques have yet to be explored in real clinical scenarios and have not yet been approved
for medical use [70], with even the most recent versions of commercial solutions having consid-
erable errors when compared to a straightforward, traditional electrocardiogram (ECG) [11].
Recent surveys showed that 32% of wearable device users stopped using the device after 6 months,
and 50% of users stopped using it after the first year [48]. Additionally, it has also been shown that
people that tend to possess and purchase wearable devices, are the ones that are already leading
a healthy lifestyle [12]. This shows that we still need different approaches in order to perform
long-term monitorization of humans.

Motivated by the problems and limitations associated with wearable, obtrusive sensing, there
is currently some work in the field of unobtrusive sensing of humans’ physical and emotional
parameters. The aim and contributions of this article are a comprehensive review of the state-of-
the-art in this area, and the discussion and analysis of remaining challenges and open issues.

The rest of the article is organized as follows: In the Section 2, we present our taxonomy for
unobtrusive sensing. This taxonomy will be used as a guide and framework for the presentation
of the state-of-the-art for unobtrusive sensing, in Section 3. In Section 4, we identify open issues
and discuss possible research directions. Lastly, in Section 5, we present the conclusions.

2 A TAXONOMY FOR HUMAN SENSING

Before we proceed to identify and present existing approaches to unobtrusive sensing of human
beings, it is essential to define a general taxonomy for human sensing that can set the terminology
and serve as a guide for the discussion that follows. The proposed taxonomy can be seen in Figure 1.
In this taxonomy, we propose a three-level division, with a fourth common level. These are briefly
presented below.

In the first level, we divide sensing into obtrusive and unobtrusive. On one hand, unobtrusive
sensing solutions are able to monitor the users in a continuous way or during large temporal
windows, in a contactless way and without requiring any specific actions from the users. On the
other hand, unobtrusiveness cannot be defined as just being contactless, or user-interaction free,
as the negative emotional effects of a user’s perception of the sensing technique must also be
considered obtrusive. For instance, some studies have addressed the negative effects of surveillance,
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and how it correlates with anxiety [64]. However, in this review we specifically address physical
obtrusiveness. As such, we consider any solution that requires physical contact or explicit human
actions as being obtrusive (e.g., wearables, ECG). In this article, we will focus mainly on solutions
that set as their goal to monitor humans’ physiological signals (e.g., heart rate, respiratory rate,
activity detection) and emotional states (e.g., happiness, sadness).

The second-level branch considers the nature/origin of the signal being used for sensing. Two
clear patterns were noticed during the review of existing techniques, corresponding to two possible
origins of the sensed signal. The signal can be natural or it can be artificial. Natural signals are
originated by human beings themselves (e.g., heartbeat sound, respiration sound, human body
motion images) and are then captured by the sensing technique. Artificial signals are generated
for the purpose of monitoring humans. They are created by the sensing technique itself, interact
with their target, and are then captured by a sensing system (e.g., radar waves).

At the third level, for the natural signals branch, the division is on how the signal is being cap-
tured. Much like human beings perceive information from the environment through their senses,
systems have been empowered with capabilities that emulate those senses, such as cameras to em-
ulate the vision, microphones to emulate our hearing, or pressure sensors that emulate the sense
of touch. For the purpose of unobtrusive sensing of physical and emotional states, only image and
sound are used.

Still at the third taxonomy level, when considering signals of an artificial nature, the signal is
always external to the human body. When that signal interacts with the human body it is trans-
formed and then perceived by the used technology. Upon analyzing the state-of-the-art, two phys-
ical phenomena seem to be the most commonly used: signal interference, and signal reflection.
Therefore, those were the considered classes for the Artificial Signals branch.

Last but not least, every third-level node will be evaluated in terms of how many modalities it
can work on, that is, if the technique can capture more than one physiological signal or if it can
be used to perceive one or more states (e.g., physiological, emotional). For example, a technique
that can only be used to monitor breathing rate, will be monomodal while one that can monitor
both the breathing rate and the heart rate will be considered multimodal. The same happens for
one technique that can capture only the heart rate, against one that captures both the heart rate
and stress level.

In the next section, each of the nodes of the unobtrusive branch of the taxonomy will be explored.

3  EXISTING APPROACHES TO UNOBTRUSIVE SENSING

This section provides an overview of the state-of-the-art of unobtrusive sensing of humans. For
this, the taxonomy proposed in Section 2 is used. In Subsection 3.1, we present and discuss ap-
proaches that rely on natural signals, whereas in Subsection 3.2, approaches that use artificial
signals are addressed. Subdivisions of these subsections are also done according to the taxonomy.

3.1 Natural Signals

We consider a signal to be natural if it is directly produced by the human body (e.g., heat, breathing
sound, body’s image, speech). In this regard, sensing techniques may explore two types of signals,
namely, sound and image.

3.1.1  Sound-Based Techniques. The work by Zhenhua et al. [39] uses a geophone [79] to capture
the changes in a person’s heart rate during sleep. Geophone is more commonly used to monitor
earthquakes, but these devices can also generate a noticeable response to sounds such as those
created by the sound of a beating heart. Other authors have proposed solutions based on custom
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Fig. 2. Signal modulated in amplitude by the respiratory rate. The signal at the left was obtained while
the subject held his/her breath. The right-hand side signal was obtained while normally breathing. Image
adapted from [40].

bed or altered bed parts to monitor humans’ heart rate, such as the works of [17, 87]. However,
these solutions require specific alterations to someone’s bed and are not suited for wide adoption.

Geophone is insensitive to low-frequency movements. Due to this feature, it automatically filters
out any signal caused by low-frequency movements, such as respiration. However, a geophone still
captures other movements, such as rolling on the bed or even other people walking next to the
bed. As such, these movements need to be filtered out in order to obtain a clear signal that can be
compared to the heart rate signal. In [39], the authors were able to obtain the number of sound
peaks in a time window and, by extrapolation of that value to a 1-minute window, the heart rate
was obtained.

Two experiments were also conducted: one in a controlled environment and a second one in real
apartments. The first experiment comprised 34 healthy subjects, including 26 males and 8 females,
with ages between 22 and 65 years. An average heart rate estimation error of 1.30% was obtained
when the subjects were lying still, as opposed to an average estimation error of 3.87% when the
subjects were asked to perform some movements during the experiment. In the second scenario,
the system was installed in the homes of nine different subjects during a period of 25 nights, and
a mean estimation error of 8.25% was obtained. All of these results were obtained by comparing
the results with those from a finger oximeter, and correlating the data with camera footage in the
second experiment.

Some of the authors of the previous work decided to extend their work in [40], by demonstrating
that this technique was able to estimate the breathing rate and, furthermore, that it was able to
monitor two persons sleeping in the same bed at the same time.

Concerning the first problem, due to the geophone being insensitive to low-frequency signals,
it cannot normally detect the breathing rate. Nevertheless, after some experimentation and obser-
vations, the authors concluded that respiration modulates the geophone signal in amplitude. This
can be seen in Figure 2, where the graphic on the left corresponds to the signal obtained while
the subject held his breath, and the graphic on the right corresponds to the signal obtained while
the subject breathed normally. This can be explained because breathing changes the amount of
air in the chest and, in turn, its stiffness, and, consequently, the amount of energy that the heart-
beat sound loses while crossing it. This phenomenon can be leveraged, in turn, to estimate the
breathing rate.

The second problem addressed in [40] was the use of the technique developed in [39] to perform
the detection of the heart rate and breathing rate for two persons while sharing a bed. The used
system representation can be seen in Figure 3. By using two synchronized geophones, and by
knowing each geophone’s relative location to each subject (i.e., the geophone G1 is closer to H1
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Fig. 3. Representation of the system used in [40] for two people in the same bed. With two geophones (G1
and G2) and two heartbeats sources H1 and H2.

than to H2, and the inverse situation happens to geophone G2), it was possible to separate the
signals into two distinct signals, making it possible to estimate both the heart rate and the breathing
rate of each of the two individuals. In this work, tests were also performed with 86 participants,
and a breathing rate estimation error of 0.38 breaths per minute was obtained, for a single person.
For tests with two persons, sharing the same bed, an average estimation error of 1.90 beats per
minute was obtained for the heart rate estimation, and 2.62 breaths per minute for the breathing
rate estimation.

Smartphones are now ubiquitous devices, carried by most people and kept near them even while
sleeping. Commercial sensors that aim to monitor sleep quality, such as [25, 38], also leverage
smartphones to store and process data. The work by Ren [73, 74] discards the use of wearable
sensors and proposes a new framework for breathing rate and sleep quality monitoring. In this
framework, the authors used a common off-the-shelf smartphone and an earphone to monitor
the sleep activity and estimate the breathing rate. Although smartphones have a microphone, ear-
phones have several advantages: firstly, earphone microphones have better audio quality; secondly,
some users are reluctant to keep a smartphone close to them due to radiation; thirdly, earbuds can
be used as microphones as well, thus increasing the recording capabilities and allowing them to
record in stereo; lastly the use of earphones can increase the distance at which the device works.
The authors also argue that despite the fact that earphones are additional devices to the system,
they are a very common device that normally comes with the smartphone itself, and, as such, they
are only reusing existing devices.

The framework presented in [73] comprises three modules, namely, noise reduction, breathing
rate detection, and sleep event detection. Although most people sleep in a relatively quiet environ-
ment, there are always some sources of background noise, such as other electronic devices, pets, or
even outside noises like cars. The first step to noise filtering is to apply a band-pass filter to remove
high and low frequencies that are not in the range of the breathing frequencies. The biggest differ-
ence between ambient noise and respiration noise is stability, as the amplitude of ambient noise
does not vary during small periods of time. As such, by computing the variability of the signal, it
is possible to detect the frames that only contain ambient noise. The final step of this procedure
is to subtract the noise from the signal that contains the breathing information and obtain a clean
signal. After cleaning the signal, the authors first extracted the envelope from the acoustic sound.
They then used the strong correlation relationship between the breathing cycles to capture the
time length between the breathing cycles and, from there, they derived the breathing rate. The
system was tested with nine people throughout a period of 6 months, and the average estimation
error for the breathing rate was 0.5 breaths per minute.
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In [73], the system was also applied in a case study to detect and classify the level of sleep apnea.
The results of the system correlate with the truth, since the system was able to correctly classify
the three subjects involved in the study. The focus on the clinical area also shows another possible
applicability of this type of technique.

In addition, to using sound-based techniques to detect physiological states, there is some work
that explores the use of sound for detecting emotions. Apart from visual clues, one of the most
reliable ways for humans to detect emotion is through speech. The goal of automatically detecting
emotion through voice has also been around for quite some time, with some works, such as [57],
showing results in this field. Other authors have applied sound-based techniques to detect fear-
type emotions, in dangerous or unpleasant situations for human beings [20], showing that these
systems can also be used for increasing and promoting human safety.

This area has also seen some developments in recent years with the emergence of deep neural
networks [33]. In the latter work, the authors focused on emotion recognition not only from speech
but also from non-verbal sounds. Additionally, there is also the approach of converting speech to
text and processing the text in order to infer sentiment [15]. However, with this approach we lose
information, such as non-verbal sounds and sentiment, and we consider that the sensing is not
direct. As such, we chose not to include this area in this survey.

3.1.2  Image-Based Techniques. Several studies exploit image and video techniques in order to
monitor human activities, showing that this technique is quite effective [65]. Nevertheless, there
is still an ongoing effort to use images and videos in order to monitor more than just activities.

The widespread use of camera-equipped devices (e.g., laptops, cameras in the dashboard of cars,
smartphones) opens up opportunities to leverage the physiological phenomenon of skin color
changes in order to unobtrusively capture the human heart rate. Some studies have already ex-
plored the possibility of exploiting cameras and flash as sensors [77], by analyzing variations of
light reflection with the change of blood volume in fingers. However, this requires the user to hold
his/her finger against the camera’s flash and thus falls under the category of obtrusive sensing.

Because cardiac pulsation leads to subtle skin color changes, a photoplethysmography (PPG)
signal can be measured through video analysis. One of the body parts that is more susceptible to
color changes is the face, and some studies try to exploit this in order to capture the heart rate
signal. Works such as the one from Kwon et al. [45], already proved that smartphones can indeed
be used to monitor the heart rate through video recording. In that work, the author developed a
mobile application that by recording 20 seconds of human face could estimate the heart rate of a
person with an average error rate of 1.04% for the 10 trial participants. However, this technique
has limitations as an unobtrusive technique, since the person has to stay still for the duration
of the monitorization. Furthermore, high-frequency parameters such as the heart rate variability
could only be extracted from smartphones that supported high frame rates. However, current day
smartphones have drastically evolved, especially in terms of hardware. Nowadays, smartphones
can have up to four rear cameras with more than 40 Megapixels, record videos in 4k, and even
capture slow-motion at more than 480 frames per second, which could lead to even better results.

The studies in [46] and [51] both use mounted cameras in order to explore the detection of the
heart rate based on skin color changes in realistic scenarios, i.e., scenarios with movement, bad
illumination, and noise. Both works try to detect the Region of Interest (ROI) for facial detection.
The results from [46] show that the forehead and both cheeks are good candidates for computa-
tionally efficient ROI, while the chin and nose are less suitable. These findings can address some
of the limitations of [45], as the fact that the cheeks are a suitable ROI allows one to monitor the
heart rate not only in a frontal facial position but also from both facial profiles. In [51], the authors
also explored the possibility to monitor the heart rate of a person while playing a video game. This
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could be used to monitor user experience throughout the game, and help game developers in their
design work.

In [56], the authors focused on detecting the breathing rate and patterns by using a camera
to monitor the movements of a pit in the neck. The authors present results for breath-by-breath
respiratory rate, which is estimated from the processed breathing pattern. In addition, the effect
of image resolution on monitoring breathing patterns and respiratory rate is also addressed, by
comparing different camera resolutions. This system was tested on a group of 12 participants that
were all healthy. The system showed a mean average error of 1.53 breaths per minute with the
worst resolution, and of 0.55 breaths per minute with the best resolution.

Other than image techniques that use the visual spectrum, there have also been efforts toward
using infrared imaging to monitor peoples’ physiological signals. In [68], the authors employed
a long wave infrared camera to capture the breathing rate of people. In this work, the authors
explored the previously discussed technique of ROIs detection to segment the patient nose. Sec-
ondly, the authors segmented a second ROI in the region of the nostrils. The temperature around
the nostrils fluctuates during the respiratory cycle (inspiration and expiration), making it possible
to monitor the breathing rate from the subtle temperature changes ( 0.3°C). Experimentation of
this technique was also performed with 11 healthy subjects, obtaining a mean average error of
0.71 breaths per minute.

Previous work had also proved that thermography could be used to detect the heart rate [26].
In this work, the authors based their work on the fact that the variance of skin temperature is
strongest along the superficial blood vessels. The authors were able to detect the heart rate changes
from major superficial vessels, such as those on the face, the carotid artery, and the radial vessel
complex. After segmenting the area of interest of the vessels and filtering the image, the authors
computed the Fast Fourier Transform and found out the most relevant frequency between 0.67 Hz
and 1.67 Hz (40-100 bpms). The system was tested with 34 subjects obtaining a performance of
90.33%. Other authors have also employed the use of thermal cameras to detect the heart rate and
breathing rate of people during their sleep [32]. This system used an array of infrared lighting and a
thermal imaging camera, and a custom-made deep learning model to detect ROI and infer peoples’
heart rate and breathing rate. The created system was tested with 26 and 25 sleeping subjects for
the breathing rate and heart rate estimation, respectively, obtaining a mean estimation error of
1.865 breaths per minute and a mean estimation error of 4.293 beats per minute. This shows that
this kind of system can also be used in sleep monitorization, where normal imaging techniques
cannot be used due to lack of proper illumination.

Other authors focused on the practicality of these techniques in the medical area. Currently, to
monitor newborns’ vital signs, such as heart rate, breathing rate, or oxygen saturation, it is nec-
essary to have sensors and electrodes sticking to the skin. This can bruise their vulnerable skin,
cause infections, cause stress, or even pain. The use of unobtrusive techniques could therefore
bring several advantages to the current state-of-the-art. In [44] and [2], in addition to the use of
video recording to measure the heart rate, the previously discussed infrared technique of estimat-
ing the respiration rate by capturing the temperature around the nostrils was also used to monitor
infants’ breathing cycles. However, in [82] the authors were able to monitor newborns’ heart rate,
breathing rate, and oxygen’s blood saturation with just a normal video camera mounted over their
respective incubators. They were able to achieve this by filtering the image signal in the frequency
domain. In this work, the authors went even further into the clinical realm, and were able to detect
bradycardia accompanied by a major desaturation.

The use of unobtrusive techniques relying on natural signals can also be applied to emotional
state inference. Some features extracted from physiological signals, such as heart rate variability,
can be used to infer emotional states, as several studies proved [8, 47]. However, some works
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Fig. 4. Scheme adapted from [5]: Representation of the inhale and exhale events in the respiration cycle, and
the respective distance from the chest to the radio antenna in both events.

focus on directly detecting the emotional state using the facial expression of people. This happens
in [24], where the authors use a multimodal framework for smart homes, constituted by three
different components to perceive emotions from the users. The used modules enable facial emotion
detection through video, behavior detection through video, and valence/arousal detection with
physiological wearable sensors. The fusion of the three modules happens at decision level, that is,
each module works separately and a decision rule system then processes each output and gives a
final classification. Although the latter module does not fit our classification of unobtrusive sensors,
since the fusion happens at decision level, we can envision a framework constituted by the other
two modules only, which would be unobtrusive. Additionally, the aim of this work is not only
to detect emotions, but also to influence them, through music and color/light, thus providing an
example on how unobtrusive sensing techniques can open ways to improve our daily lives and
mindsets.

3.2 Artificial Signals

Contrary to the techniques presented in the previous subsection, there are techniques that resort to
signals that are external to the human body, in order to monitor humans. Those techniques fall into
the “Artificial Signals” branch of our taxonomy. There are two types of signal-body interactions
used by these unobtrusive techniques, namely, signal reflection and signal interference. These are
addressed below.

3.2.1 Reflection-Based Techniques. One of the studies in the area of unobtrusive sensing that
uses the phenomenon of signal-body reflection is presented in [4]. In this study, a Frequency
Modulated Continuous Wave (FMCW) radio wave was used to monitor the location of people
in a 3D setup, by using the reflection effect of radio waves and T-shaped antenna arrays. By mod-
ulating the signal in frequency and capturing its reflection, the authors were able to capture the
time of flight of the wave, which directly correlates to the distance to that object. Furthermore,
by using one radio and three antennas, they were able to triangulate the signal and pinpoint the
location of an object or person in three dimensions. Due to the fact that radio waves can cross
walls, in this work they were also able to detect people location and movements even when the
device had no line of sight to the subject.

Building on the previous work and on the fact that the respiratory cycle creates chest movements
that affect the distance from the subject to the radio source, as can be seen in Figure 4, the authors
developed the work in [5]. Using the system in [4], they transmitted a low-power wireless signal
and measured the time it took for the signal to travel to the human body and reflect back to
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its originating antenna. With this, they were able to easily compute the distance to the subject
as well as the distance fluctuations caused by breathing cycles and, thus, could easily determine
the breathing rate. The output signal of their system corresponds to the phase of the signal that
returned to the radar after ricocheting in the human body. In this signal, there is information about
the breathing rate and the heart rate, and by resorting to signal theory to filter it in the frequency
domain, they were able to extract this information. In this work, the authors used the system to
monitor humans, while they stood still or performed actions that did not require considerable
movement (e.g., work on their computer, read, browsing the web on their phone). The system has
quasi-static requirements in order to function properly, due to the fact that the movements of other
parts of the body, other than the chest, caused by moving around or doing a certain activity (e.g.,
walking, exercising), cause too much distortion in the signal. The measures were correlated with
results from wearable sensors that were attached to the users. The results show that it is possible
to obtain an accuracy of 99.4% and 99% for the breathing rate and heart rate, respectively.

In [93], Zhao et al. build on the work of [4] and [5] by using the information gathered by the
system to also monitor human emotions. Using the previously explained technique, they were able
to construct a signal for the heart rate and breathing rate in the time domain, from which they then
derived the features necessary to perform emotion detection. The features extracted from both
signals were based on the work of [43]. They then classified the subjects in a two-dimensional
model, whose axes were valence and arousal,' based on four emotions: sadness (negative valence
and negative arousal), anger (negative valence and positive arousal), pleasure (positive valence
and negative arousal), and joy (positive valence and positive arousal). The obtained results were
compared with two different techniques: ECG-based and vision-based emotion recognition. They
obtained results slightly worse than those of the ECG-based technique, and better results than the
ones from the vision-based technique, for three of the four emotions under consideration.

Other studies, like the work of Lee et al. [50] and Lu et al. [54], focused on the detection of
the breathing rate and heart rate, respectively, by employing microwave sensors to perform con-
tactless monitoring. The characteristics of the microwaves allow them to work at some distance
away from the human body, and even go through clothes, being then reflected by the human body.
The work in [54] also had as its primary goal the measuring of heart rate variability based on this
technique. Several recordings with 5-minute duration were performed, for both the microwave
sensor and for an ECG. The tests were made with 16 different male subjects aged between 19 and
27, and no significant difference between the two techniques was found in both the frequency and
time domains, as well as in non-linear dynamic analysis of heart rate variability measurements.
Although the results were promising, all the tests were performed under controlled research con-
ditions, and all subjects were healthy. The authors claim that this work can prove to be a practical
alternative to ECG for heart rate variability analysis, as it eludes the negative aspects of wires and
body sensors.

Another work that addressed the use of signal reflection for determining a person’s breathing
rate is the work of Nandakumar et al. [60]. In this work, the authors present a solution for detecting
sleep apnea events with smartphones. To achieve this, they developed a solution where an off-the-
shelf smartphone is turned into an active sonar system that emits frequency-modulated sound
waves and captures reflections. In this work, they use the same approach employed in [5], that is,
the detection of the minute chest movements caused by breathing. The speaker of the smartphone
is used to emit an FMCW signal with frequencies between 18 kHz and 20 kHz, and the reflec-
tion of these signals is then caught by the smartphone’s microphone. This range of frequencies is
very close to the threshold of the human hearing and, as such, this work also addressed the issue

!Both of the definitions for arousal and valence can be found in [71] along with more information in the 2D model.
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of whether the sound was audible. They found out that the majority of people were not able to
hear it, while a small minority were able to hear a small noise in quiet environments. This aspect
is also important when considering an unobtrusive solution, since an acute sound can generate
discomfort and/or become bothersome and intrusive.

Additionally, in [60], the FMCW technique was used for monitoring more than one person at the
same time, as long as they were separated by at least 20 cm. The authors claim that this technique
works even when the subject uses a blanket, and that the system can maintain its accuracy even
when the blanket is some centimeters thick. The system obtained a mean estimation error of 0.11%
for one person with the device up to a meter away from the subject. The error increased with the
distance to the device and when monitoring more than one person. This work also presented the
results of a clinical trial with 37 subjects, where the solution was used for monitoring the breathing
rate, as well as for detecting and classifying apnea events. The system correctly classified 32 out
of the 37 subjects, for four types of sleep apnea. An average detection error of 1.9 apnea events
per hour was achieved. This shows that this type of technique can also be leveraged in clinical
context.

Other authors also proposed similar solutions based on commonly available devices. In [85], the
authors proposed a system based on a normal microphone and a computer speaker. Additionally,
in [84], the authors also proposed a similar system based on Smart Speakers. These devices are
becoming more common as we witness an increasing trend in the use of smart devices and in
the deployment of smart home solutions. This also addresses the fact that we may not need new
devices to power humans’ unobtrusive sensing, as many of our existing devices can be used or
modified to work as sensing solutions.

Additionally, there are also some commercial solutions that use this sensing technique, such
as [69]. While this solution primarily focuses on detecting objects through walls, the development
version of this solution already offers an off-the-shelf breathing Application Programming In-
terface (API) that is able to use this board to detect people breathing, using FMCW. The company
responsible for the device in [36], which is mainly used for radar applications such as presence de-
tection and security, also proposed that this device could be used for monitoring the heart rate and
breathing rate. This is quite remarkable, since the device is roughly the size of a coin. Furthermore,
even smartphone companies are starting to see these radar solutions as an opportunity. The latest
version of Google’s smartphone flagship, the Google Pixel 4, has an incorporated radar sensor [37].
Although details on the availability of APIs for developers have not yet been disclosed, this could
pave the way for new mobile applications for healthcare.

3.2.2 Interference-Based Techniques. Several techniques use artificial signals and the signal-
body interference phenomenon in order to capture humans’ physical or emotional states. The
human body allows high-frequency signals to pass through it. However, the signal that enters the
body is different from the one that leaves it. In Figure 5, we can see a representation of this phenom-
enon, where the signal that enters the body is modulated by its minute movements. The signals
can be attenuated and suffer interference, which affects one or more frequency components.

In [41], the authors leverage this phenomenon, by using a single commercial off-the-shelf
transmitter-receiver pair to monitor peoples’ respiratory rate, through the interference caused in
the received signal strength (RSS). In this work, the authors used a single transmitter node and a
single receiver node, where the receiver antenna is also connected to a real-time spectrum analyzer
to obtain the baseline. The tests were conducted in a sleeping scenario where one person was lying
on a king-size bed, and the antennas were placed at each side of the bed, two meters apart; the an-
tennas were also placed at 0.2 meters above the chest. This careful positioning of the equipment cre-
ates the best signal-to-noise ratio scenario. Additionally, pre-filtering was also exploited to increase

ACM Computing Surveys, Vol. 55, No. 2, Article 41. Publication date: January 2022.



41:12 J. M. Fernandes et al.

Tx

NAAAANA
A U Il Y

Fig. 5. lllustrative scheme of the interference phenomena caused by minute movement of the human body
in radio frequency signals.

the signal-to-noise ratio in the RSS measurements. The obtained results were compared with those
of a real-time spectrum analyzer, to prove that the system could obtain comparable results to those
of a system that costs three to four times more. The system was able to achieve a mean absolute
error as low as 0.12 breaths per minute. In this work, however, the authors obtained the breath-
ing frequency in the frequency domain using Power Spectral Density (PSD) and, therefore, they
were unable to obtain information in the time domain. Furthermore, in instances of time where the
subject is moving, breathing estimation cannot be performed. The authors believe that the work
can still be enhanced by exploiting channel diversity to improve the breathing detection ability.

In [41], the authors stated that they were building on the work done in [67] by Patwari et al.,
since they believed that by only using two sensors this would reduce the system complexity and
increase its feasibility. However, due to the complexity of the system in [67], other sensing oppor-
tunities emerge. In this work, in one of the experiments the authors used a 33-node wireless sensor
network to monitor an apartment of 7 X 8 meters. Although the obtained results were less precise
than the results in their follow-up work, the use of several nodes allowed them to perform breath-
ing estimation and location of people in two dimensions. They were able to detect the location of
a breathing person with a mean error of 2 meters. Although this value seems high for applications
that require a precise location, these techniques can be useful in conditions such as the ones in
search and rescue missions after an earthquake or a tsunami, where information about a relative
location (even with a 2-meter error) can be useful.

Other authors have also based their approach on the fact that the human body minute move-
ments interfere with radio signals, in a way that is related to vital signs. In one of those studies [52],
the authors proposed the use of off-the-shelf Wi-Fi devices to track human vital signs. In this case,
the system is based on the use of the channel state information (CSI) of Wi-Fi signals, which
is more suitable for this task than RSS-based approaches. The reason behind this is the fact that
RSS is already an aggregation of all of the sub-carriers’ signal strength in order to mitigate inter-
ference in the signal. The sub-carriers are affected differently depending on their frequency and,
as such, there are some sub-carriers that suffer more visible interference caused by human move-
ments. Furthermore, recent comparative studies prove that Wi-Fi CSI measurements provide more
robust estimations of breathing rates when compared to other radio frequency measurements [31].

In this work, only one laptop and one access point (AP) were used. In a first instance, the
CSI data is collected, by using a CSI tool in the laptop [1]. That data is then filtered, and the
system runs an algorithm that takes into account moments during which the person moves and
moments during which the person is almost static. Similarly, to what happens in the studies that
use the interference phenomena to detect human movements, this technique requires the signal-
to-noise ratio (SNR) to be high. As such, moments during which the subject moves around or
moves a part of the body prevent the detection of the breathing rate and heart rate. Although the
authors claim that this system can be used in any scenario where quasi-static moments occur, the
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system was only tested with people in their sleep. In this particular scenario, events like turning
over in the bed, or getting in and out of the bed, can contain precious information about the quality
of one’s sleep and, as such, the authors use this information as well. After filtering the movements,
the system uses the filtered signal to estimate the breathing rate and heart rate.

In the mentioned study, the sub-carriers with greater variance in signal strength were selected,
as those are the ones that are more affected by the human body in the frequency domain. After
the signal is filtered, the peaks of the signal are detected for each of the selected sub-carriers. The
mean value for the location of each peak in all sub-carriers is computed and the respiration rate
estimation is then given by calculating the number of peaks in 1 minute. In this work, it was also
demonstrated that it is possible to detect the respiration rate for two people while sleeping in the
same bed, without increasing the number of devices. In order to achieve this, the authors used the
PSD technique. A strong sinusoidal signal, such as the respiration cycle, generates a frequency
peak corresponding to the period of the sinusoidal PSD signal. When two people are being moni-
tored, two strong frequency peaks will appear in the PSD, corresponding to the breathing rate of
each person. By applying this technique to each of the selected sub-carriers, the authors used the
K-means technique in order to find the two peak clusters that correspond to the breathing rate of
each person.

Using the same approach, it is also possible to detect the heart rate of a person. The movements
caused by the heartbeat are smaller than those caused by breathing and, as such, are more difficult
to detect. Nevertheless, the heart rate is higher than the breathing rate. This means that in the fre-
quency domain the heart rate will be represented in higher frequencies than those of the breathing
rate and, thus, it is possible to separate both signals in the frequency domain. The heart rate also
generates a strong sinusoidal signal, which means that the PSD technique can then be applied to
find the stronger component in all of the sub-carriers’ signals. The mean value for all of those com-
ponents can be calculated, which corresponds to the heart rate. Although in this work the authors
do not demonstrate it, they also propose that the same approach used for the breathing rate can be
used to obtain the heart rate for two people at the same time. However, contrary to what happens
with the respiratory rhythm module, it is not possible to obtain a signal that corresponds to the
cardiac rhythm in the temporal domain.

Most of the techniques that use the interference phenomenon are only applied to monitor one
or two persons at the same time, as it is difficult to interpret interference without knowing the
signal propagation path. The work in [86], however, leverages CSI phase difference data to intel-
ligently estimate the breathing rate of several people at once. The proposed system applies tensor
decomposition, namely, canonical polyadic decomposition, to obtain multi-persons breathing rates.
In this study, they demonstrate that, while normal CSI cannot be used to detect more than two
persons’ breathing rate at the same time with accuracy, the proposed technique can be used to
estimate the breathing rate of five people with accuracy. The system was tested for different tem-
poral size windows and sampling rates, obtaining better results when both attributes increase. The
system was also tested in three different situations with several line-of-sight and non-line-of-sight
situations, since the technique works through walls and objects as well. The system obtained an
absolute estimation error of 0.9 breaths per minute even through walls for one person, with that
value increasing for two breaths per minute for five people within the same confined space.

The CSI technique can also be leveraged for detecting emotion, as happens in [27], where
EmoSense was presented. Contrary to what was done in [93], where physiological signs unob-
trusively extracted were used to perform emotion detection, in this work the physical expression
of the subject was captured in order to determine emotions, through CSI measurements. There
were three major findings for this study: firstly, CSI was indeed able to capture emotional expres-
sion; secondly, the performance of the system depends on the experimental setup; and thirdly, the
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Fig. 6. Types of data fusion.

performance is person-dependent. The system was based on a data-driven architecture, where the
CSI measures were sent to a server. Classification models were then used to infer one out of four
basic emotions, namely, happiness, sadness, anger, and fear. The created system was compared to
the sensor-based approach and was not able to achieve the same performance. Specifically, the
sensor-based approach elicited an accuracy of 95.83%, while EmoSense only reached an accuracy
of 80.48%.

3.3 Data Multimodality

All of the work presented in the previous sections explores monomodal sensing, that is, the use
of a single source of data to infer the humans’ physical or emotional states. However, in order to
achieve a more robust system, work that fuses/mixes different sources of data should also be con-
sidered. As can be seen in Figure 6, when considering data fusion techniques there are three main
levels of fusion, namely, observation level, feature level, and decision level [28]. Observation-level
fusion is made directly on the input of the system, that is, the raw data are directly combined. On
the other hand, feature-level fusion explores the preliminary extraction of several representative
features from each input. Lastly, decision-level fusion occurs when an output or pre-output from
independent models is first obtained and then fused to derive a final output. In this area of unobtru-
sive sensing, most work is still experimental and, as such, focuses only on developing the sensing
technology or exploring new algorithms. In this field of research, work that uses multimodal ap-
proaches is scarce. However, if we consider pieces of work that do not focus primarily on detecting
physiological and emotional states, we can find several approaches to data fusion that could also
be reused for this purpose. As such, in this section we explore available multimodal approaches
to unobtrusive sensing, as well as relevant works to data fusion with the explored types of data
sources.

One study used a multimodal approach with sound and image-based techniques to predict hu-
mans’ states. In [7], the authors propose a multimodal system to predict emotion in human-robot
interaction. The proposed system is based on decision-level fusion. In this case, emotion detection
through voice and through facial expression detection work as independent systems, and each of
these gives a prediction for the human emotion. These predictions and their respective confidence
intervals are then processed by a decision rule mechanism that elicits a final emotion classifica-
tion. This work also demonstrates another dimension to the applicability of this kind of system,
showing that they can also be used in emerging and fast-evolving fields such as robotic systems.
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The authors tested their work on a real case scenario where a robot interacted with 16 people,
one at a time, and asked them to express several emotions. The tests demonstrated that the results
obtained with the multimodal approach outperformed both classifiers when considered as stan-
dalone solutions. Furthermore, other studies proved that some emotions such as anger, happiness,
surprise, and dislike are detected more easily by visual appearance, while other emotions such as
sadness and fear were more evident through speech [21]. These results indicate that multimodal
approaches can lead to better emotion detection approaches.

Although [7] only applied the multimodal approach to emotional states inference, we can en-
vision the use of decision-level fusion in order to combine the approaches taken in two or more
monomodal systems, such as the ones presented in the previous subsections. In decision-level fu-
sion, the sensing mechanisms work independently until they reach a classification or inference. At
that point, the output of each sensing mechanism is fed into a decision system that weights each
output and reaches a final classification or inference.

Other authors have created a mixed approach of speech and thermal cameras to infer humans’
emotions during speech. In [90], the authors proposed a system that infers human emotion through
vowel judgment and facial recognition, using thermal images. The main objective of the proposed
system was to empower applied robotics with the capability of detecting humans’ emotions as
they speak even under varying lighting conditions. In this work, data fusion is made at feature-
selection level, as the authors mainly use speech recognition to track the best frames from the
thermal feed to perform emotion inference. The authors tested their system with three subjects
with different genders and ages and also tested the system in the presence of glasses. The test
results demonstrated a 79.8% accuracy while detecting facial expressions of the three subjects.

As already mentioned, work exploring multimodal approaches is still scarce. Nevertheless, it
is possible to find approaches that fuse the same types of data with different purposes. This is
the case of [76], where RSS and CSI are fused together to build a more robust localization model.
In this work, the authors used a feature-level fusion, to extract features from both data sources.
The authors also proved that the multimodal system was able to surpass both a system based
only on RSS and a system based only on CSI. As was presented above, there are works in the
interference taxon that use RSS or CSI to infer the breathing rate of one person, for instance.
As such, it is also possible to envision a system with a similar multimodal approach as the one
in [76] to unobtrusively sense humans’ physiological signals, that could also show performance
improvements when compared to a monomodal approach.

In addition to combining different data streams using one of the mentioned data fusion tech-
niques, it is also possible to use different techniques in a complementary way. For instance, tech-
niques from the image taxon that use facial video feeds for heart rate monitoring are less affected
by body movements and, conversely, more affected by rapid head movements. On the other hand,
techniques from the reflection and interference taxa are more accurate when the user is stationary
or quasi-stationary and are quite affected by rapid body movements, whereas they are unaffected
by head movements. Thus, it is possible to envision a system that uses both modalities to address
these limitations. One such approach is used in [42], were the authors proposed a system that uses
both CSI and a video camera to generate a video stream. The overall aim of this system is to be
able to generate video frames from CSI at points in time at which the video camera fails or is
unavailable, for instance during an attack or while the camera line of sight is blocked by an object.
In this work, the authors also explore a different approach, which only uses the video feed to train
a deep-learning model that works with the CSI as input. Complementary techniques such as the
ones that are mentioned above can, thus, be valid approaches for unobtrusive sensing.

In [18], the authors proposed a feature-level fusion method that uses several physiological
signals, such as the heart rate and respiration rate, to monitor drivers’ stress. This shows the
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Table 1. Distribution of the Reviewed Unobtrusive Sensing Solutions/Approaches per Taxonomy
Branch and Application Field

Natural Artificial
Sound Image Reflection Interference
[45, 46, 51, 56],
[5, 50, 54, 60],
Physical States [39, 40, 73] [26, 32, 44, 63] [41, 52, 67, 86]
[84]
(2, 82]

Emotional States [7, 33,57, 90] [7, 24, 90] [93] [27]
Multimodality [40] [2, 44, 82] [5, 93] [52]
Medical Field [73] [82] [60] —

Sleep Monitoring [39, 40, 73] [32] [60] [41, 52]

possibility to fuse several physiological signals, and we believe that this approach could also be
leveraged in the field of unobtrusive sensing. For instance, there is the possibility of fusing the
estimated heart rate and breathing rate from different sensing techniques. Additionally, given the
fact that while we are driving our body movements are limited, many of the techniques presented
above are quite suited and, as such, this could also be one of the areas that could greatly benefit
from the use of unobtrusive techniques. Furthermore, there are also studies that proved that using
multimodal physiological data can also be leveraged in deep-learning models to detect other
emotions, leading to results that are far better than those of single modalities [89].

4 DISCUSSION
4.1 Overview

The distribution of the various solutions/approaches presented in the previous section can be seen
in Table 1. In this table, we identify not only the taxonomical branch that applies to the work,
according to the taxonomy proposed in Section 2, but also the application field.

Most techniques aim at sensing the physical state of the subjects, such as heart rate, breath-
ing rate, position, and so forth, either by using natural or artificial signals. A smaller number of
studies/proposals address the assessment of emotional states.

Furthermore, when considering multimodality, only seven of the reviewed studies explored it,
and most of these use multimodality for the monitorization of heart rate and breathing rate. More-
over, only [93] explores multimodality for monitoring both physiological signals and emotional
states.

As we can see in Table 1, only three proposals focus on the goal of using unobtrusive solutions
for clinical purposes. Furthermore, one of them focuses on bradycardia detection in neonatal mon-
itorization, while the other two focus on sleep apnea monitorization. Sleep monitoring is, in fact,
one of the major focuses in this field of research. This is partly due to the lower intensity and
frequency of movements of people while they sleep. Most of the reviewed techniques are highly
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sensitive to noise generated by large movements. By concentrating on sleep monitorization, we
are, in fact, avoiding the problems, difficulties, and limitations caused by such movements.

4.2 Computing Architectures

Distributed systems can use one or more architectural approaches, namely, edge, fog, or cloud, as
can be seen in Figure 7. Cloud computing is a model for the provision of remote resources over
the Internet, providing high computing power, elastic storage capabilities, and high scalability. Fog
computing, in turn, offers computing capabilities closer to the network edge, on a smaller scale and
with less scalability, but with considerable gains in terms of latency. Lastly, edge computing refers
to performing data processing on devices inside the edge network, i.e., next to end user devices,
such as sensor nodes that acquire the data, or gateways to which sensor devices are connected.

As previously stated, several proposals focus on the development of new sensing techniques, and
little considerations are made about optimal architectural designs. That is, most pieces of work are
made in experimental setups and the data processing is made offline. However, when considering
similar work outside the field of unobtrusive sensing of physiological and emotional states, it is
possible to find approaches that take into consideration the underlying distributed computing
architecture. As such, in this subsection we will overview the existing designs and address what
we believe would be the optimal case for each of the taxonomy nodes.

In [24], the authors proposed an architecture for the regulation and detection of emotions,
through the fusion of behavior data, emotional data, and valence/arousal data. This work was
based on the software architecture from [23]. In order to achieve real-time feedback, and since the
sensor processing for emotion detection tends to be the more demanding part, the authors propose
that the information from each sensor should be processed in a dedicated node. The authors also
propose a decision-level fusion of the heterogeneous outputs from the sensor nodes. As such, they
proposed the existence of a central node in the system, dedicated to this functionality. This central
node is also in charge of communicating with the actuation nodes, which, in turn, interact with
the physical devices in the environment. The authors describe their system as a hybrid-distributed
system and do not specify the location of their central node, assuming a mixed approach of edge
and cloud/fog. We also believe that this is the best approach for this type of system, as it relies on
performing pre-processing and dedicated inference in each sensor node (i.e., at the edge), while
fusing and dealing with the more complex models in a more robust infrastructure, at fog/cloud
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level. This approach has also been widely used in other systems such as smart cities [22], and has
proved to be one of the best approaches in terms of system performance and scalability.

Additionally, most of the works in the image taxon that use video feeds or thermal video feeds
could also benefit from performing processing sensor data in a dedicated node. Transferring video
feeds can lead to considerable traffic load and decrease the chance of performing real-time in-
ference. Although it is not trivial, it has been proved that processing video feeds in dedicated
nodes [92] is feasible. However, other studies also indicate that the hierarchical architecture <cam-
era/device, private cluster, cloud> is the most common and the only feasible approach for large-
scale analyses of video feeds [35]. We believe that in the case of unobtrusive sensing, since some
systems may be dealing with preventive detection of pathologies, which are related to the subjects’
history, the best approach should also be a mixed approach of edge-fog-cloud. In this case, edge
nodes should pre-process and extract the more relevant features from the acquired data, while up-
stream nodes should deal with computing the history, training more complex models, and making
inferences. However, in some systems such as those of a clinical nature (e.g., [2, 44, 82]), privacy
is a must, and for those systems we believe that the correct architecture should be edge-fog, to
maintain the personal data in architectural levels that are under direct control of data owners (i.e.,
users) or primary data processors (i.e., medical staff).

As mentioned in Section 3, one of the fields in which techniques for unobtrusive sensing have
been used is the field of robotics and human-computer interaction. The systems developed with
this purpose try to create the illusion of interacting with other human beings and thus the response
needs to be provided in real time. In [7], the authors proposed a robotic system to detect emotions
from facial expressions and speech in human-robot interactions. In this system, the model was
created offline, from previously collected data, and then inserted in the robot. Thus, all inferences
from the system were directly made on the edge. However, we believe that a more complex robotic
system for human interaction should also benefit from a mixed edge-fog/cloud approach. A com-
plex robotic system should be able to perform reactions to user inputs on the fly, but it should also
be able to keep track of all the users and the history of each user interaction, and learn from them.
As such, the most appropriate approach should be to perform inferences based on existing models
and additionally retrain those models in a fog or cloud infrastructure.

Smartphones have also been widely used as a tool for creating unobtrusive sensing solutions, as
seen in Section 3. Most of the works that are based on smartphones use an offline approach, that is,
the data is collected by a smartphone and then processed at a later date on a computer. However,
in [45], the authors also developed a mobile application capable of detecting the user’s heart rate
using a 20-second video feed directly on the smartphone. Other authors also demonstrated that it
is possible to run complex models on current smartphones [16]. We believe that techniques based
on smartphones should also use a mixed edge-cloud architecture, where pre-trained models and
simpler processing tasks could run directly on the smartphones, while training of more complex
models could be offloaded to a cloud server.

In [67], the authors propose the use of a wireless sensor network to monitor the breathing rate
and find the location of people. Although in this work the authors processed the data offline, in
their architecture they used a sink node that collected and stored all of the data. In this system, we
can envision a fog computing architecture, where a more resource-capable node on the fog would
perform the same tasks as the current sink node and, concurrently, process all data and product
inferences. Additionally, in [40] the use of two synchronized geophones could also resort to a fog
architecture, as the feed from both devices is needed in order to perform the inference.

Last but not least, it should be noted that all of the reviewed works that used CSI were also
made offline. However, in [27] the authors proposed an architecture where the data would be sent
to and processed in a remote server. Additionally, there are works that show that it is possible to
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Table 2. Possible Computing Architectures Applicable to the Reviewed Works

Natural Artificial
Sound Image Reflection Interference
[7, 51, 56, 90],
Cloud-Fog-Edge [7,90] R S
[26, 32, 68]
Cloud-Edge (33, 40] S (60, 84] [27, 52, 86]
Fog-Edge [40] [2, 44, 82] [5, 50, 54, 93] [27, 41, 52, 67]
Edge (39, 73] [45, 46] - cee-

run complex models directly in the access points [80]. As such, when considering works based on
CSI, we believe that a mixed approach edge-cloud/fog could also be taken.

Based on the considerations made above, in Table 2 we provide an insight on the possible com-
putational architectures, applicable to the various works in unobtrusive sensing, reviewed in this
article.

4.3 Open Issues and Challenges

There are several open research lines and opportunities to further explore existing unobtrusive
sensing techniques and improve them. Table 3 will guide us through the discussion of the most
relevant open issues and challenges, in what concerns unobtrusive sensing of humans. For this, in
the first column we identify the main open issues and challenges in this area, namely, noise reduc-
tion, multi-person monitorization, emotional states detection, use of machine learning techniques,
privacy, access to open datasets, use in the medical field, use of data fusion, and adoption of HiTL-
CPS approaches. For each of these, in the second column of Table 3, we identify the predominant
fields of application according to the proposed taxonomy.

All of the presented techniques are subject to noise, which may lead to significant errors. Sound-
based techniques may be affected by static noise and by environment noise, while image-based
techniques can suffer from interference caused by lighting and moving artifacts. In the artificial
branch of the taxonomy, we observe noise created by movement or by obstructions for both the
reflection-based and the interference-based techniques. As we have seen from the review of the
state-of-the-art, some approaches already explore these limitations and compare results with and
without noise sources (e.g., [51, 52]). This noise-prone nature of the used sensing mechanisms has
an impact on the achievable results, and this is one of the reasons why some studies focus on
sleep monitoring or on near-static environments (as is the case of neonatal monitorization). We
believe that this is one of the fields that should be further explored, by exploring new techniques to
increase system performance in noisy environments, by filtering noise sources, finding new ways
to selectively sense the phenomena, or even by adopting a multimodality approach, as previously
discussed. This, in turn, would open new opportunities for extending the applicability of existing
work to new fields.

Another challenging area for which there is considerable lack of work is the determination
or assessment of emotional state, especially in what concerns the use of artificial signals. Most
approaches focus on physiological aspects only, and do not address emotional states. Furthermore,

ACM Computing Surveys, Vol. 55, No. 2, Article 41. Publication date: January 2022.



41:20

J. M. Fernandes et al.

Table 3. Open Issues, Challenges, and Most Relevant Areas

Open Issues and Challenges

Predominant Fields

Noise Reduction

Natural Branch: Sound Taxon

Artificial Branch

Multi-Person Monitorization

Natural Branch: Sound Taxon

Artificial Branch

Emotional States Detection

Artificial Branch

Machine Learning Approach

Natural Branch: Image Taxon

Artificial Branch: Inference Taxon

Natural Branch: Image Taxon

Privacy
Artificial Branch
Natural Branch: Physiological Data
Open Datasets
Artificial Branch
Medical Field Exploration All
Multimodality and Data Fusion All
Standardization All
HiTLCPS Approach All
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several approaches that do address the emotional state of people, extract the required data from
physiological data (e.g., [93]). This, in turn, shows that several approaches developed for the
purpose of detecting physiological state can also be repurposed to address emotional states.
Several studies point to a positive correlation between positive emotional states and physical
well-being [75], while others present results that indicate that mixed emotions with a balance
between negative and positive emotional states can be beneficial to the physical well-being [30].
Nevertheless, information about human psychic state and emotions can be as important as
physiological state. Furthermore, we believe that in the future this kind of solution could lead to
the possibility of analyzing people’s mental state at a society scale, and as a group indicator. This
could be particularly important, for instance, in a pandemic situation, where the emotions and
mental states could alert government to the negative effects of certain decisions and restrictions.
Thus, we believe that the exploration of unobtrusive techniques to monitor the emotional states
of people is one of the most important, promising, and challenging research fields.

Most of the reviewed approaches can only deal with one or two persons at the same time,
with [86] being the exception, as it is able to simultaneously monitor up to five people. Never-
theless, some image-based techniques are applicable to more than one person at a time, such as
the techniques described in [46] and [51]. Despite this, approaches that address the monitorization
of multiple persons typically lead to results that deteriorate as the number of monitored subjects
increases. As such, we believe that this is still one of the areas that should be further explored. We
believe that techniques that explore tagging/identification and tracking mechanisms inside the
sensing environment could contribute to improve the results of the sensing solutions, and lead
to more reliable and robust solutions. Furthermore, the identification of people could grant the
sensing systems access to historic information of a certain subject’s physiological and emotional
states. This, in turn, could be used to take more accurate long-term decisions, or even, for instance,
project a future outcome for a subject’s relative.

As stated before, many techniques are prone to noise and, as such, in most cases the solution is to
apply signal filtering. Although in most situations this is indeed the best approach, the possibility
of using machine learning techniques can also be explored. We believe that approaches such as
the use of deep-learning in the case of image-based sensing would greatly enhance the system
performance. This approach could also be used in CSI-based techniques, where large amounts of
data are produced. Additionally, deep-learning is now accepted as a valid approach for systems that
use CSI for a variety of purposes, such as activity recognition [34, 94] or occupancy detection [53].
In [42], it was also proven that it is possible to implement a domain translator to generate video
frames from CSI, proving the similarity of these types of data. We believe that future research
could benefit from the work done in deep-learning in other applications of CSI, and from the
extensive work done in deep-learning with images and videos in order to improve many of the
reviewed solutions.

The unobtrusive sensing techniques presented in this article open up exciting prospects in what
concerns better and more affordable health care and e-health systems. However, they also raise
several concerns in terms of privacy and security. Questions such as “How do we control who reads
our vital signs?,” “How can we keep our privacy, when people can see us and track our movements
even through walls?)” or “How can we make sure that these technologies are not misused?,” and
many more, must be answered. Unobtrusive sensing techniques create privacy vulnerabilities like
no other before. For instance, when dealing with the possibility of tracking movements and vital
signs through walls, how can we make sure that this is not used by burglars to rob houses or
by governments to keep track of our movements and actions? Furthermore, this could also be
used by health insurance companies to keep track of our clinical conditions and deny insurance in
high-risk cases. Furthermore, when considering computing architectures many of the presented
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solutions could leverage the use of distributed edge computing. This, in turn, could also lead to
several security and privacy breaches [61]. Thus, assessing data privacy in terms of the different
solution architecture options is also important. As we previously discussed, the medical field is one
of the fields that would leverage more from the employment of unobtrusive solutions. However,
it is also one of the fields where data privacy is of the utmost importance. Other authors have
explored the concerns of privacy in the medical field and proposed new approaches to lead with
attacks [58], but we believe that new solutions should be proposed with the aim of specifically
including these new sensing techniques. As such, we firmly believe that privacy assurance is one
of the most important open issues in this field and should be further explored in future research.

One important drawback in this field of research is the lack of open databases/datasets. Al-
though there are several image and video repositories and datasets, those are not labeled for the
recognition of physiological states. Apart from image-based and sound-based emotion detection
techniques, to the best of our knowledge there are not any open datasets in this field of research.
This creates a significant drawback in this field of research, as this kind of system implementa-
tions have high complexity, and the nonexistence of datasets forces researchers in this area to
implement their own systems from scratch, and perform trials for data acquisition, which requires
considerable effort. Clearly, a collective effort should be made to develop better data acquisition
protocols, with well-known and easily replicable factors and constraints. This would allow for
independent, yet comparable data acquisition actions to occur, and would lead to the creation of
common datasets, largely available to the research community. Additionally, many of the studies
presented in Section 3 were performed with a small group of subjects. The existence of larger
datasets would allow the validation of these techniques in a more reliable and meaningful way.

Although some of the reviewed approaches address the detection and monitorization of medical
conditions, most of them focus on physiological data acquisition. Moreover, although several ap-
proaches allow the monitoring of the heart rate signal, they do not compare their results with the
results obtained through electrocardiogram, which is the golden standard for heart rate monitor-
ization. In order to move from the labs to clinical scenarios, we need more evidence that the signal
obtained with those techniques is reliable, maintains the information in the time domain, and can
be correlated with the clinical metrics. As such, we believe that, as future work, researchers should
make an effort to evaluate their solutions against medically approved and certified methods and
equipment, as opposed to ad-hoc, and non-approved methods and experimental equipment, such
as wearables. This is one of the most pressing research opportunities in this area, as only then we
can bring these solutions to real system level, and apply them to improve the medical field. For
instance, in [59] the authors propose the use of robots to monitor the breathing rate and aid in
the monitorization of patients with infectious diseases such as COVID-19. The use of techniques
such as those depicted in the artificial branch of our taxonomy, that can retrieve these values even
through walls, could greatly help in these tasks. Thus, the development of these techniques and the
effort to get them certified and approved for their use in the medical field could be an important
step in fighting future pandemics.

Additionally, as mentioned in Section 3.3, the use of multimodality approaches could bring
forth more robust systems. This is still a largely unaddressed field, and, as such, this should also
be subject to future work in the area of unobtrusive sensing. In the work that we reviewed in Sec-
tion 3.3, feature-level fusion seems to be the more common approach when creating multimodal
approaches. Additionally, some systems use decision-level fusion, where several sub-systems
work separately to generate their own outputs, and a decision mechanism weights each output
to generate a final classification. This allows the involved systems to mitigate each other’s
errors (e.g., speech is better suited to detect certain emotions while facial expressions are better
suited for others). Although these approaches could raise other issues, such as dealing with data
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heterogeneity and data synchronization, we believe that exploring several levels of data fusion
can be an interesting opportunity in the field of unobtrusive sensing of humans’ emotions and
physiological states. The multimodality of sensing techniques could also be used to deal with
some of the other open issues, such as creating systems to detect multiple persons at the same
time. Cameras and video feeds have proven to be one of the best solutions to detect, identify,
and track people [83]. As such, we believe that in the future the combination of video feeds and
unobtrusive technique could lead to systems that are more accurate and can be used to track
multiple persons at the same time.

In addition to data fusion, there is also the option of using several systems to complement each
other. For instance, the works in the artificial branch of the taxonomy are less precise when there
is significant body movement, but are unaffected by head movements or temperature fluctuations,
while works from the image taxon exhibit the opposite behavior. When considered separately,
these techniques may lead to windows of time during which it is not possible to perform infer-
ences. However, an approach that combines both types of techniques may overcome the mentioned
problems. As such, we believe that this should also be an issue to address in future work.

Another issue that should be addressed in the field of unobtrusive sensing, should be the issue
of standardization. Standardization helps to bring consensus between industry, the research com-
munity, and organizations in general. It also defines benchmarks that set performance minima
for these technologies. Additionally, standardization helps with building the trust of customers in
products and systems/services, which, in turn, will help the dissemination of these technologies.
There are already some approaches to this issue. For instance, the new 6G design proposals already
include the standardization of the cellular signal as a sensing method [88]. In this respect, it is pro-
posed that the Radio Frequency sensing capabilities should be natively integrated into the system
design of 6G, and that base stations should use the same spectrum for both communication and
sensing purposes.

The standardization of this type of technique is also an important step toward answering
the issues we raised about privacy, since privacy enforcing measures could be built into the
standard. Furthermore, standardization could also improve the acceptance of these techniques
in the medical field. For instance, the use of medically approved protocols for communications
such as HL7 and DICOM [29], could be built into the standards for these new sensing systems,
making their integration with existing medical information systems easier, and improving their
acceptance by managers of these systems. As such, we believe that standardization is one of the
open issues that should be addressed in order to improve the field of unobtrusive sensing.

Lastly, as mentioned in the Introduction, systems that take into consideration human intents,
actions, emotions, and physical state, i.e., HITLCPS systems, maximize the benefits for the users.
In order to develop such systems, we need to close the loop and actuate on humans, Although
some approaches already show efforts in this area, as is the case of [24], where the authors’ goal is
not only to detect emotions but also to regulate them by automatically changing the environment
that surrounds the user. Most of the work in the state-of-the-art still ignores this component.

In Figure 8, we present a possible high-level framework for unobtrusive HITLCPS sensing. As
we can see in the figure, the framework is composed of (i) a physical interface to the real world,
which could include one or more modalities according to the proposed taxonomy; (ii) a state infer-
ence phase, where past, present, and future states are inferred; and (iii) an actuation phase to close
the loop, where the actuation should involve both humans and the environment. This is a frame-
work that could serve as a next step for many of the solutions addressed in this review, as most
of them had the goal of developing sensing techniques and were not intended as fully operational
and/or readily deployable systems. However, we believe that this should be the next step for many
of the addressed solutions, as the interactions of the users with these systems and their perception
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Fig. 8. Proposed unobtrusive HiTLCPS sensing high-level framework.

of the system itself is an essential step to better understand and achieve true unobtrusiveness. In
the future, this kind of system, using unobtrusive solutions, will be part of several of our society’s
systems. We envision that they will be in healthcare systems, security systems, or even in our in-
dustry, enhancing human beings well-being, and could in turn enhance any system of which they
are part of. As such in theory, unobtrusive sensing of human beings’ physiological and emotional
states could improve every existing system.

5 CONCLUSIONS

In this article, we provided a comprehensive review of the state-of-art in unobtrusive sensing of hu-
mans’ physical and emotional states. In order to support our analysis, we proposed a taxonomy for
human sensing that considered the type of sensing (obtrusive or unobtrusive), the type of signals
used for sensing (natural or artificial), the specific signals of methods for sensing (sound, image,
interference, reflection), and the number of signals to be considered (monomodal or multimodal).

After identifying and discussing the most relevant techniques and approaches and classifying
them according to the taxonomy and the application area, we identified a set of open issues, chal-
lenges, and concerns. Although there are some surveys in specific fields such as healthcare sys-
tems [72], human monitorization solutions [3], Internet of Things [78], or even surveys that review
the work around a specific sensing technique (for instance, the work presented in [55], where the
authors address the use of Wi-Fi networks’ CSI for a variety of sensing goals), as far as we know,
this is the first survey to address the state-of-the-art of physically unobtrusive sensing of humans’
physical and emotional states.

The reviewed unobtrusive techniques and approaches show promising results when compared
to their obtrusive counterparts (e.g., wearables). They also show that there are many approaches
that can be used to create systems that are able to monitor humans in an unobtrusive way. Nev-
ertheless, several concerns were raised that should be addressed in future research. We believe
that in the next few years the identified research lines will lead to substantial developments in
unobtrusive human monitorization and e-health systems.
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