# Combining Realization Space Models of Polytopes 

João Gouveia ${ }^{1}$ • Antonio Macchia ${ }^{2}$ •Amy Wiebe ${ }^{2}$ ©

Received: 27 November 2020 / Revised: 3 November 2021 / Accepted: 15 November 2021 /
Published online: 19 April 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022


#### Abstract

In this paper we examine four different models for the realization space of a polytope: the classical model, the Grassmannian model, the Gale transform model, and the slack variety. Respectively, they identify realizations of the polytopes with the matrix whose columns are the coordinates of their vertices, the column space of said matrix, their Gale transforms, and their slack matrices. Each model has been used to study realizations of polytopes. In this paper we establish very explicitly the maps that allow us to move between models, study their precise relationships, and combine the strengths of different viewpoints. As an illustration, we combine the compact nature of the Grassmannian model with the slack variety to obtain a reduced slack model that allows us to perform slack ideal calculations that were previously out of computational reach. These calculations allow us to answer the question of Criado and Santos (Exp. Math. (2019). https://doi.org/10.1080/10586458.2019.1641766), about the realizability of a family of prismatoids, in general in the negative by proving the non-realizability of one of them.


Keywords Polytopes • Cones • Realization spaces • Grassmannian • Slack matrix • Slack ideal • Gale transforms

Mathematics Subject Classification 52B99 - 14P10

[^0]
## 1 Introduction

The study of realization spaces of polytopes has a long history in discrete geometry, dating back at least to the works of Legendre in the 18th century [18]. Given the combinatorics of a polytope, he was interested in knowing how many degrees of freedom its geometric realizations had. In the early 20th century, Steinitz made great advances in the study of realization spaces of 3-dimensional polytopes [27, 28]. From that time onward, the study of realizations of polytopes has stayed a very active and interesting topic in discrete geometry with many important advances $[1,9,10,17,25$, 26, 32]. Besides the dimension questions, just deciding if any realizations exist, with or without extra restrictions (such as rationality of the vertex coordinates, or being inscribed in a sphere) is a hard problem which is the subject of much interest.

In order to work with the realization space of a combinatorial polytope, i.e., the set of all its geometric realizations, one has to make it explicit. These spaces are quite simple for polytopes of dimension up to three. The results of Steinitz mentioned above characterize the realizability and the dimension of realization spaces of 3-dimensional polytopes, and its proof can also be used to show that the realization space of a 3-polytope is contractible (a trivial set topologically) [25, Thm. 13.3.3]. They can, however become arbitrarily complicated starting from dimension four. This was proven in 1986 by Mnëv [21] in the case of rank 3 oriented matroids, and strengthened to include the case of 4-dimensional polytopes by Richter-Gebert in 1996 [25]. The Universality Theorem for 4-polytopes states that for any basic primary semialgebraic set $V$ defined over $\mathbb{Z}$ there is a 4-polytope whose realization space is stably equivalent to $V$.

The more straightforward approach to work with these spaces, which we will call the classical model, is to simply take for any realization of a polytope the matrix whose rows are the coordinates of the realizations of the vertices. This is the model Richter-Gebert makes use of, and it has the virtue of being extremely explicit. One possible alternative is to think of simply the column space of this matrix as a point of the Grassmannian. This approach is quite common in the matroid literature for instance [25, p.21]. Another very classical tool to study the realizations of polytopes is the Gale diagram, which replaces the polytope by an arrangement of vectors that codify the affine dependencies of its vertices [17, Sect. 5.4]. Recently the authors (with Rekha Thomas) introduced another alternative tool to model this space, the slack variety model, that represents each polytope by its slack matrix, the matrix attained by evaluating its defining inequalities at all its vertices [14, 15].

In this paper we will briefly explain these four ways of looking at the same realization space. Our goal is to highlight how they connect to each other and explicitly and rigorously describe how to go from one model of the realization space to another. The relations between all these sets are schematically presented in Fig. 1, which includes the maps between sets and references to where in this paper these maps are defined and the relations proved. Our main motivation is to provide tools that allow one to go easily from model to model, combining the strengths of each of them while avoiding their disadvantages.

As an illustration of that philosophy we apply the intuition obtained from the Grassmannian model in order to reduce the size of the slack model, while keeping its
expressive power, obtaining a new reduced slack matrix model that allows us to make explicit computations in cases where previously the size made them prohibitive.

This paper is a natural continuation of [14] and [15] as it places the slack variety into the larger context of realization space models, and in doing so improves the computational efficiency of the slack model. Large portions of an early version of this paper can also be found in [29].

Some of the maps in Fig. 1 are also used to study the slack realization space in the matroid setting [6]. In fact, essentially all the results in this paper have a direct translation to the case of matroid realization spaces, which is still an active area of research [12, 24].

Organization of the paper. In Sect. 2 we provide a brief introduction to some of the algebraic concepts and notation used in the rest of the paper. In Sect. 3 we describe the classical model for realization spaces, as studied in [25], and generalize it to the setting of polyhedral cones. In Sect. 4 we describe the realization space of a $(d+1)$-dimensional polyhedral cone when viewed as a subset of the Grassmannian of $(d+1)$-dimensional subspaces of $\mathbb{R}^{v}$. In Theorem 4.7 we prove the equivalence of the Grassmannian and classical models. We then define a convenient algebraic relaxation of this model, called the Grassmannian of the cone. In Sect. 5 we describe the basic setup of the slack realization space of a cone, as introduced in [14] for polytopes. One of the main results of the paper is found in Theorem 5.8 which shows that the Grassmannian and slack realization space models are equivalent by providing explicit maps between the two settings. In this section we see how this result can be used to provide parameterizations of the slack variety and a first simplification of the slack ideal, called the Grassmannian section ideal of the cone. In Sect. 6 we generalize the notion of a Gale transform of a polytope, and give an algebraic characterization of these generalized Gale transforms which lead to a "dual" Grassmannian realization space for the cone (Corollary 6.10). In Sect. 7 we provide an application of the results of the previous sections, namely the equivalence of the slack and other models, to further simplify the slack ideal. We show how the size of a slack matrix can be reduced, improving computational efficiency of the model while retaining all the information of the full slack matrix (see Proposition 7.9). This is illustrated on several examples, including the well-studied Perles non-rational polytope, introduced in [17], and studied from a slack perspective in [15]. We also consider a large quasisimplicial 4-sphere constructed by Criado and Santos [8], the realizability of which was previously unknown.

## 2 Algebraic Background and Notation

In this section, we briefly introduce some of the algebraic concepts that occur throughout the paper, as well as the notation that will be used. For a more detailed discussion of the algebraic background, we refer the reader to [7].

We will work mostly with the field of real numbers $\mathbb{R}$, its nonzero elements $\mathbb{R}^{*}$, and its positive elements $\mathbb{R}_{+}$. We will occasionally work in projective space $\mathbb{R}^{P^{t}}$, where we will use homogeneous coordinates $\left[x_{0}: x_{1}: \cdots: x_{t}\right.$ ] to represent the equivalence class of points $\left\{\lambda\left(x_{0}, \ldots, x_{t}\right): \lambda \in \mathbb{R}^{*}\right\} \subset \mathbb{R}^{t+1}$.


Fig. 1 Realization space models for polytope $P$, with $K \sim P^{h}$ the homogenization cone of $P$, and the relationships between them

Many of the main objects of this paper will be ideals and varieties. We denote an ideal generated by polynomials $f_{1}, \ldots, f_{m}$ by $\left\langle f_{1}, \ldots, f_{m}\right\rangle$. Given an ideal $I$, we denote by $\mathcal{V}(I)$ its associated complex variety-the set of common zeros in $\mathbb{C}^{t}$ of the polynomials of $I$. We denote by $\mathcal{V}(I)^{*}$ and $\mathcal{V}_{+}(I)$ the set of nonzero real and positive real elements, respectively, of $\mathcal{V}(I)$; that is, $\mathcal{V}(I)^{*}=\mathcal{V}(I) \cap\left(\mathbb{R}^{*}\right)^{t}$ and $\mathcal{V}_{+}(I)=\mathcal{V}(I) \cap \mathbb{R}_{+}^{t}$. For
any subset $X$ of $\mathbb{C}^{t}$, the ideal of $X$, denoted $\mathcal{I}(X)$, is the set of all polynomials which vanish on all points of $X$, and its Zariski closure, denoted $\bar{X}$, is the smallest variety containing $X$; this variety is the variety of the ideal of $X, \bar{X}=\mathcal{V}(\mathcal{I}(X))$.

For an ideal $I \subset \mathbb{R}[\mathbf{x}]$, we denote the saturation of $I$ by the product of the variables $x_{j_{1}}, \ldots, x_{j_{m}} \in \mathbb{R}[\mathbf{x}]$ by $I:\left(\prod_{i=1}^{m} x_{j_{i}}\right)^{\infty}$. In particular, this means,

$$
I:\left(\prod_{i=1}^{m} x_{j_{i}}\right)^{\infty}=\left\{f \in \mathbb{R}[\mathbf{x}]: f \cdot x_{j_{1}}^{a_{1}} \cdots x_{j_{m}}^{a_{m}} \in I \text { for some } a_{1}, \ldots, a_{m} \geq 0\right\}
$$

Given a group $G$ acting on a variety $X$, we denote by $X / G$ the set of equivalence classes of points of $X$ where two points $x, y \in X$ are equivalent if there is an element $g \in G$ such that acting on $x$ by $g$ gives $y: g \cdot x=y$.

## 3 The Classical Model

Let $P$ be a combinatorial labeled $d$-polytope with $v$ vertices and $f$ facets. A realization of $P$ is an assignment of coordinates to each vertex label, $i \mapsto \mathbf{q}_{i} \in \mathbb{R}^{k}$ so that the polytope $Q=$ conv $\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{v}\right\}$ is combinatorially equivalent to $P$; that is, it has the same face lattice as $P$.
Example 3.1 If $P$ is a pentagon with five vertices organized into facets $\{1,2\},\{2,3\}$, $\{3,4\},\{4,5\}$, and $\{5,1\}$, then the following points in $\mathbb{R}^{2}$ give a realization $Q=$ conv $\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{5}\right\}$ of $P$ :

$$
\begin{array}{ll}
\mathbf{q}_{1}=(0,0), & \mathbf{q}_{2}=(1,0) \\
\mathbf{q}_{3}=(2,1), & \mathbf{q}_{4}=(1,2) \\
\mathbf{q}_{5}=(0,1) &
\end{array}
$$



The realization space of (combinatorial) $P$ is the set of all (concrete) polytopes which are combinatorially equivalent to $P$, i.e., the set of all realizations of $P$ (or some equivalence representatives thereof).

In the classical model for the realization space of $P$ we identify each realization of $P$ with the set of its vertices in $d$-dimensional space; that is,
$\mathcal{R}(P):=\left\{\boldsymbol{Q}=\left[\begin{array}{c}\mathbf{q}_{1}^{\top} \\ \vdots \\ \mathbf{q}_{v}^{\top}\end{array}\right] \in \mathbb{R}^{v \times d}: Q=\operatorname{conv}\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{v}\right\}\right.$ is a realization of $\left.P\right\}$.

One often wishes to consider realizations equivalent if they are related via some simple transformation.

Usually (see [25]) one would fix an affine basis, that is, $d+1$ necessarily affinely independent vertices of $P$, whose coordinates would remain fixed in all realizations in $\mathcal{R}(P)$, thus modding out affine transformations. This gives an explicit way to model the set of affine equivalence classes of realizations of $P$.

This realization space model naturally generalizes to polyhedral cones. Let $K$ be a combinatorial labeled $(d+1)$-polyhedral cone with $v$ extreme rays and $f$ facets. A realization of $K$ is an assignment of coordinates to each extreme ray, $i \mapsto \mathbf{r}_{i} \in \mathbb{R}^{d+1}$. Recording a cone by the generators of its extreme rays, we get the following realization space model

$$
\mathcal{R}(K)=\left\{\boldsymbol{R}=\left[\begin{array}{c}
\mathbf{r}_{1}^{\top} \\
\vdots \\
\mathbf{r}_{v}^{\top}
\end{array}\right] \in \mathbb{R}^{v \times(d+1)}: K^{\prime}=\operatorname{cone}\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{v}\right\} \text { is a realization of } K\right\} .
$$

Unlike for polytopes, it is possible for different elements of $\mathcal{R}(K)$ to represent the same realization. In particular,

$$
\operatorname{cone}\left\{\lambda_{1} \mathbf{r}_{1}, \ldots, \lambda_{v} \mathbf{r}_{v}\right\}=\operatorname{cone}\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{v}\right\}
$$

for any choice of $\lambda_{1}, \ldots, \lambda_{v} \in \mathbb{R}_{+}$.
Given a combinatorial polytope $P$, its homogenization cone $P^{h}$ is the (combinatorial) cone with the same combinatorial type as $P$. Thus if $\boldsymbol{Q}$ is a realization of $P$, then

$$
\boldsymbol{Q}^{h}=\{s[\mathbb{1} \mathbf{q}]: s \geq 0, \mathbf{q} \in \operatorname{conv}\{\boldsymbol{Q}\}\}
$$

is a realization of $P^{h}$. We write $K \sim P^{h}$ to indicate that $K$ is a cone of the same combinatorial type as $P$.

## 4 The Grassmannian Model

The relationship between the Grassmannian and the classical model of the realization space was already noted by Richter-Gebert [25, p.21]. Here we formalize the definition of the Grassmannian realization space.

We denote the Grassmannian by $\operatorname{Gr}(d+1, v)$ which is the set of all $(d+1)$ dimensional linear subspaces of a fixed $v$-dimensional vector space. In particular, if we consider subspaces of $\mathbb{R}^{v}$, then a point of the Grassmannian can be described as the column space of a $v \times(d+1)$ matrix $\boldsymbol{X}$; that is, when restricted to full-rank matrices, the following is a surjective map

$$
\begin{aligned}
\rho: \mathbb{R}^{v \times(d+1)} & \rightarrow \mathrm{Gr}(d+1, v) \\
\boldsymbol{X} & \mapsto \text { column space of } \boldsymbol{X} .
\end{aligned}
$$

However, two matrices $\boldsymbol{X}, \boldsymbol{Y}$ can have the same column space, which happens exactly if they differ by an element of $\mathrm{GL}_{d+1}(\mathbb{R})$,

$$
\begin{equation*}
\rho(\boldsymbol{X})=\rho(\boldsymbol{Y}) \quad \Leftrightarrow \quad \boldsymbol{Y}=\boldsymbol{X} \boldsymbol{A}, \text { for some } \boldsymbol{A} \in \mathrm{GL}_{d+1}(\mathbb{R}) \tag{1}
\end{equation*}
$$

Instead of recording points of the Grassmannian by some (non-unique choice of) matrix of basis elements, we will record each subspace by its Plücker vector which is defined as follows.

For a matrix $\boldsymbol{X} \in \mathbb{R}^{v \times(d+1)}$, denote by $\boldsymbol{X}_{J}$ the submatrix of $\boldsymbol{X}$ formed by taking the rows indexed by $J \subset[v]=\{1,2, \ldots, v\}$.

Definition 4.1 For a $(d+1)$-subset $J=\left\{j_{0}, \ldots, j_{d}\right\}$, with each $j_{k} \in[v]$, the Plücker coordinate of $\boldsymbol{X}$ indexed by $J$ is $\operatorname{det}\left(\boldsymbol{X}_{J}\right)$. Notice if $J$ contains repeated elements, the Plücker coordinate is necessarily zero, and Plücker coordinates given by rearranging elements of $J$ are related by the sign of the appropriate permutation. Hence we record only the Plücker coordinates indexed by sets $J=\left\{j_{0}<j_{1}<\ldots<j_{d}\right\} \in\binom{[v]}{d+1}$ in the Plücker vector of $\boldsymbol{X}$,

$$
\operatorname{pl}(\boldsymbol{X}):=\left(\operatorname{det}\left[\boldsymbol{X}_{J}\right]\right)_{J \in\binom{[v]}{d+1}} .
$$

Now if $\boldsymbol{X} \in \mathbb{R}^{v \times(d+1)}$ is any matrix with $\rho(\boldsymbol{X})=\Lambda$, then the following map is a well-known embedding of the Grassmannian into projective space:

$$
\begin{aligned}
\mathrm{pl}: \operatorname{Gr}(d+1, v) & \rightarrow \mathbb{R P}^{\binom{v+1}{d}-1}, \\
\Lambda & \mapsto p l(X)
\end{aligned}
$$

We call $\mathrm{pl}(\boldsymbol{X})$ the Plücker vector of $\Lambda$. Notice that this is well defined by (1), since $\mathrm{pl}(\boldsymbol{X A})=\operatorname{pl}(\boldsymbol{X}) \cdot \operatorname{det}(\boldsymbol{A})$ so that matrices related by elements of $\mathrm{GL}_{d+1}(\mathbb{R})$ map to the same point in projective space under pl .

The Grassmannian $\operatorname{Gr}(d+1, v)$ is cut out as a subvariety of projective space by the Plücker ideal, $I_{d+1, v}$ (see, for instance, [20, Sect. 2.2]). This is an ideal of the polynomial ring in Plücker variables,

$$
I_{d+1, v} \subset \mathbb{R}[\mathbf{p}]:=\mathbb{R}\left[p_{i_{0} \ldots i_{d}}: 1 \leq i_{0}<\ldots<i_{d} \leq v\right],
$$

where we assume the variables are listed in colexicographic ${ }^{1}$ order unless otherwise stated. This ideal consists of all polynomials which vanish on every vector of $(d+1)$ minors coming from an arbitrary $v \times(d+1)$ matrix.

[^1]Example 4.2 The column space of the following matrix $\boldsymbol{X}$ is a point in $\operatorname{Gr}(3,5)$. One can check that the generators of the Plücker ideal $I_{3,5}$ vanish on its Plücker vector.

$$
\mathbf{X}=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 2 & 1 \\
1 & 1 & 2 \\
1 & 0 & 1
\end{array}\right], \quad \begin{gathered}
i_{0} i_{1} i_{2} \\
\left.\operatorname{pl}(\boldsymbol{X})=\begin{array}{ll}
123124134234125135235145245 & 345 \\
1: 2: 3: 2: 1: 2: 2: 1: & 2:
\end{array}\right] \\
I_{3,5}=\left(\begin{array}{l}
p_{235} p_{145}-p_{135} p_{245}+p_{125} p_{345}, \\
p_{234} p_{145}-p_{134} p_{245}+p_{124} p_{345}, \\
p_{234} p_{135}-p_{134} p_{235}+p_{123} p_{345}, \\
p_{234} p_{125}-p_{124} p_{235}+p_{123} p_{245}, \\
p_{134} p_{125}-p_{124} p_{135}+p_{123} p_{145}
\end{array}\right) .
\end{gathered}
$$

Notice that the rows of the matrix in the above example generate a cone over a pentagon. In general, a matrix whose $v$ rows generate the cone over a $d$-polytope will have rank $d+1$ and hence define a point in $\operatorname{Gr}(d+1, v)$. Thus if $K$ is a $(d+1)$-dimensional polyhedral cone with $v$ (labeled) extreme rays, we can identify each matrix of generators $\boldsymbol{R} \in \mathcal{R}(K)$ with the corresponding point in the Grassmannian. We now consider the structure of this resulting realization space of (linear equivalence classes of) a polyhedral cone inside $\operatorname{Gr}(d+1, v)$ by looking at how the combinatorics of $K$ impose conditions on the rays of a realization.

It suffices to consider the extreme ray-facet incidences of $K$. Notice that by convexity, a set $J=\left\{j_{1}, \ldots, j_{d}\right\}$ of $d$ linearly independent extreme rays spans a facet of $K$ if and only if every extreme ray of $K$ is in the same (closed) half-space defined by the hyperplane through rays of $J$. That is, $J$ defines a facet of $K$ if and only if for some normal $\boldsymbol{\alpha}_{J}$ to the hyperplane containing rays $J$, we have $\left\langle\boldsymbol{\alpha}_{J}, \mathbf{r}_{j}\right\rangle \geq 0$ for all extreme rays $j \in[v]$. Furthermore, the extreme rays contained in that facet are exactly those $j$ for which $\left\langle\boldsymbol{\alpha}_{J}, \mathbf{r}_{j}\right\rangle=0$. We can use basic linear algebra to determine $\boldsymbol{\alpha}_{J}$ via the following linear functional

$$
\begin{equation*}
\langle\boldsymbol{\alpha} J, \mathbf{x}\rangle:=\operatorname{det}\left[\mathbf{r}_{j_{1}} \ldots \mathbf{r}_{j_{d}} \mathbf{x}\right], \quad \mathbf{x} \in \mathbb{R}^{d+1} \tag{2}
\end{equation*}
$$

which vanishes exactly on the $d$-dimensional subspace spanned by ray generators $\left\{\mathbf{r}_{j}\right\}_{j \in J}$.

This fact tells us that the above conditions defining facets of $K$ depend only on determinants of sets of $d+1$ extreme rays. Thus we can encode the combinatorial information about $K$ as conditions on the Plücker vector of a point in the Grassmannian.

Definition 4.3 Call a set $J \subset[v]$ a facet extension if it contains $d$ elements which span a facet of $K$ and a single element not on that facet. Denote the set of facet extensions of $K$ by $\overline{\mathcal{F}}(K) \subset\binom{[v]}{d+1}$.
Then the elements of the Grassmannian corresponding to realizations of $K$ are

$$
\operatorname{Gr}_{+}(K):=\left\{\Lambda \in \operatorname{Gr}(d+1, v): \begin{array}{l}
\operatorname{pl}(\Lambda)_{J}=0 \text { if rays } J \text { lie in a facet, } \\
\Delta_{J} \operatorname{pl}(\Lambda)_{J}>0 \text { if } J \in \overline{\mathcal{F}}(K)
\end{array}\right\}
$$

where $\Delta_{J}= \pm 1$ is a sign which depends on the orientation of simplex $J$.

Example 4.4 Consider again the example of the cone $K$ over the pentagon with facets $\{1,2\},\{2,3\},\{3,4\},\{4,5\}$, and $\{5,1\}$. Since every set of three indices necessarily contains two consecutive indices, every $J \subset\binom{[5]}{3}$ is a facet extension. Thus

$$
\operatorname{Gr}_{+}(K):=\left\{\Lambda \in \operatorname{Gr}(d+1, v): \Delta_{J} \operatorname{pl}(\Lambda)_{J}>0 \text { for all } J\right\} .
$$

Notice that the choice of labeling for our polytope will affect the sign factors $\Delta_{J}$. To see this, consider the following two pentagons, $Q, Q^{\prime}$, whose homogenization cones have realizations $\boldsymbol{R}, \boldsymbol{R}^{\prime}$, respectively. For $Q$, we see that simplices 123 and 134 are both positively oriented. However, in $Q^{\prime}, 123$ is negatively oriented, while 134 is positively oriented.


Remark 4.5 We note in the above example, that in the labeling of $Q$, the maximal minors of the matrix $\boldsymbol{R}$ (whose rows are generators of the homogenization cone of some realization of $Q$ ) are all positive. Thus, this $5 \times 3$ matrix defines a $(3,5)$-positroid [23]. It is possible, as we also see in Example 4.4, that a different labeling of the same combinatorial type has matrices $\boldsymbol{R}^{\prime} \in \mathbb{R}^{n \times k}$ which represent realizations, but which do not correspond to $(k, n)$-positroids. Polytopes that are known to have such labelings include simplices, the square, the pentagon, the triangular prism, the bisimplex, and cyclic polytopes [4, p. 821].

Now we show that $\mathcal{R}(K)$ and $\mathrm{Gr}_{+}(K)$ contain the same information about realizations of $K$ in a very precise sense (see Fig. 1).

Definition 4.6 Two realizations $K_{1}, K_{2} \subset \mathbb{R}^{d+1}$ of a $(d+1)$-cone $K$ are called linearly equivalent if they are related via a linear transformation; that is, $K_{2}=\boldsymbol{A} K_{1}$ for some $\boldsymbol{A} \in \mathrm{GL}_{d+1}(\mathbb{R})$.

Theorem 4.7 There is a one-to-one correspondence between points in $\mathrm{Gr}_{+}(K)$ and linear equivalence classes of sets of extreme rays that generate $K$.

Proof We have already seen that if $\boldsymbol{R} \in \mathcal{R}(K)$, then the Plücker vector of its column space satisfies the Plücker conditions defining $\mathrm{Gr}_{+}(K)$. Furthermore, if $\boldsymbol{R}, \boldsymbol{Q} \in \mathcal{R}(K)$ are linearly equivalent with $\boldsymbol{Q}=\boldsymbol{R} \boldsymbol{A}$ for some $\boldsymbol{A} \in \mathrm{GL}_{d+1}(\mathbb{R})$, then $\operatorname{pl}(\boldsymbol{Q})=$ $\operatorname{det}(\boldsymbol{A}) \cdot \mathrm{pl}(\boldsymbol{R})$; in other words, they are the same when considered as points in the Grassmannian via the map $\rho$.

Conversely, given a point $\Lambda \in \operatorname{Gr}_{+}(K)$, there exists a matrix $\boldsymbol{X}_{\Lambda} \in \mathbb{R}^{v \times(d+1)}$ with that column space. We claim that the map

$$
\begin{aligned}
\mathbf{G r R}: \mathrm{Gr}_{+}(K) & \rightarrow \mathcal{R}(K) / \mathrm{GL}_{d+1}(\mathbb{R}), \\
\Lambda & \mapsto \boldsymbol{X}_{\Lambda},
\end{aligned}
$$

is inverse to $\rho$, giving the desired one-to-one correspondence. In fact, it is clear that this is the desired inverse, as long as we show that it is well defined. For this, we need to show that the rows of $\boldsymbol{X}_{\Lambda}$ form a generating set for a cone in the combinatorial class of $K$. To see this, notice that each facet $F$ of $K$ is spanned by some set of $d$ rays $j_{1}, \ldots, j_{d}$. Every other ray $j_{0} \in[v]$ is either in that facet of $K$, or forms a facet extension with $j_{1}, \ldots, j_{d}$. If $j_{0} \in F$, then by definition of $\mathrm{Gr}_{+}(K)$, rows $j_{0}, j_{1}, \ldots, j_{d}$ of $\boldsymbol{X}_{\Lambda}$ are linearly dependent. If $j_{0} \notin F$, then again by definition of $\mathrm{Gr}_{+}(K)$, row $j_{0}$ of $\boldsymbol{X}_{\Lambda}$ is in the positive half-space of the hyperplane defined by the rows $j_{1}, \ldots, j_{d}$. Thus the rows of $\boldsymbol{X}_{\Lambda}$ generate a cone having the desired combinatorics. Finally, any other choice of matrix with $\rho(\boldsymbol{Y})=\Lambda$ must be of the form $\boldsymbol{Y}=\boldsymbol{X} \boldsymbol{A}$ for some $\boldsymbol{A} \in \mathrm{GL}_{d+1}(\mathbb{R})$ by (1), giving the correspondence up to linear equivalence, as desired.

Remark 4.8 Notice that even though rays $\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{v}\right\}$ and $\left\{\lambda_{1} \mathbf{r}_{1}, \ldots, \lambda_{v} \mathbf{r}_{v}\right\}$ generate the same cone, they are not necessarily linearly equivalent for $\lambda_{1}, \ldots, \lambda_{v}$ not all equal. This is reflected in their Plücker coordinates, as

$$
\operatorname{pl}\left(\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{v}\right) \boldsymbol{R}\right)_{j_{0} \ldots j_{d}}=\operatorname{pl}(\boldsymbol{R})_{j_{0} \ldots j_{d}} \cdot \prod_{i=0}^{d} \lambda_{j_{i}} .
$$

Thus if there is some $i \neq k$ with $\lambda_{i} \neq \lambda_{k}$, we see that $\operatorname{pl}(\boldsymbol{R})_{i j_{1} \ldots j_{d}}$ and $\mathrm{pl}(\boldsymbol{R})_{k j_{1} \ldots j_{d}}$ for $i, k \notin\left\{j_{1}, \ldots, j_{d}\right\}$ will be scaled differently, resulting in a different point in $\operatorname{Gr}_{+}(K)$ under the map $\rho$.

Example 4.9 Let $K$ be a cone over a square, with facets $\{12,23,34,14\}$. Then since every set of three rays forms a facet extension, similarly to the pentagon, we get

$$
\operatorname{Gr}_{+}(K)=\{\Lambda \in \operatorname{Gr}(3,4): \operatorname{pl}(\Lambda)>0\}=\left\{[w: x: y: z] \in \mathbb{P}^{3}: w, x, y, z>0\right\}
$$

where the last equality comes from the fact that there are no Plücker relations for $d+1=3, v=4$. From the proof of Theorem 4.7, we know that to obtain a realization
of $K$ from a point $[w: x: y: z] \in \operatorname{Gr}_{+}(K)$ we want a matrix $\boldsymbol{X}$ such that $\mathrm{pl}(\boldsymbol{X})=$ [w:x:y:z].

To mod out by linear transformations, we will fix a choice of $d+1=3$ extreme rays in $\boldsymbol{X}_{\Lambda}$ for every $\Lambda$ in advance. Notice that we can fix $d$ arbitrary linearly independent vectors to be a spanning set for some facet, then the remaining vectors are determined by the Plücker coordinates we wish to impose. So we can choose for example $1 \mapsto$ $(0,0,1)^{\top}$, and $2 \mapsto(1,0,1)^{\top}$. In addition, we can choose a final linear subspace, independent from the first $d$, for an extreme ray which forms a facet extension with those $d$ indices. In this case, we choose ray 4 to be the span of vector $(0,1,1)^{\top}$ and the actual generator, $(0, x, x)^{\top}$, is determined by the scaling of our Plücker vector. Then a representative of the linear equivalence class of generating rays corresponding to each element $[w: x: y: z]$ of $\operatorname{Gr}_{+}(K)$ is, for example,

$$
X_{A}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
1 & 0 & 1 \\
y / x & w & (w+y / x)-z / x \\
0 & x & x
\end{array}\right] .
$$

Remark 4.10 Notice that, if $P$ is such that $K \sim P^{h}$, Theorem 4.7 does not give us a one-to-one correspondence between points of $\mathrm{Gr}_{+}(K)$ and equivalence classes of realizations of $P$. This is because a linear equivalence class of cone generators need not live in a single affine hyperplane and hence will not correspond to an actual realization of the polytope $P$.

Example 4.11 Continuing Example 4.9, we see that the rows of $\boldsymbol{X}_{\Lambda}$ will give us a realization of a square if and only if they live in some hyperplane $\left\{\mathbf{x} \in \mathbb{R}^{3}\right.$ : $\left.\boldsymbol{\alpha}^{\top} \mathbf{x}=\gamma\right\}$ for some $\boldsymbol{\alpha} \in \mathbb{R}^{3}$ and $\gamma \in \mathbb{R}$. Solving the equation $\boldsymbol{X}_{\Lambda} \boldsymbol{\alpha}=\gamma$, tells us that this only occurs for $[w: x: y: z]$ satisfying $w+y-z=x$.

It is easy to see that in the above example we may assume $\gamma=1$, so that we only get a square when the all-ones vector $\mathbb{1}$ is in the column space of $\boldsymbol{X}_{\Lambda}$. In fact, this is true in general.

Corollary 4.12 For $K \sim P^{h}$, there is a one-to-one correspondence between points of $\mathrm{Gr}_{+}(K)$ that represent subspaces containing $\mathbb{1}$ and affine equivalence classes of realizations in $\mathcal{R}(P)$.

Proof A realization $\boldsymbol{R}$ of $K$, gives a realization of $P$ if and only if the rows of $\boldsymbol{R}$ live in a single affine hyperplane of $\mathbb{R}^{d+1}$; that is, there exists $\boldsymbol{\alpha} \in \mathbb{R}^{d+1}$ so that $\boldsymbol{R} \boldsymbol{\alpha}=\mathbb{1}$. Since the corresponding element of $\mathrm{Gr}_{+}(K)$ is the column space of the matrix $\boldsymbol{R} \in \mathcal{R}(K)$, the result follows from Theorem 4.7 by restricting maps $\rho$ and $\mathbf{G r R}$ to matrices with $\mathbb{1}$ in the column space and subspaces $\Lambda$ containing $\mathbb{1}$, respectively.

### 4.1 The Grassmannian of a Cone

Notice that the realization space $\mathrm{Gr}_{+}(K)$ defines a semialgebraic subset of the Grassmannian, but can be relaxed to a subvariety, namely the Zariski closure of the following set.

Definition 4.13 Let the Grassmannian of $K$ be given by relaxing the inequalities in the above realization space to get

$$
\operatorname{Gr}(K):=\left\{\Lambda \in \operatorname{Gr}(d+1, v): \begin{array}{l}
\operatorname{pl}(\Lambda)_{J}=0 \text { if } J \in \mathcal{F}(K) \\
\operatorname{pl}(\Lambda)_{J} \neq 0 \text { if } J \in \overline{\mathcal{F}}(K)
\end{array}\right\},
$$

where we denote by $\mathcal{F}(K)$ the sets $J$ of $d+1$ extreme rays of $K$ such that each $J$ is contained in some facet of $K$.

Example 4.14 Notice that the Grassmannian of the cone over the pentagon only requires all coordinates to be nonzero; it contains no equations and so is fulldimensional in $\operatorname{Gr}(3,5)$. Thus its Zariski closure is simply the whole Grassmannian $\operatorname{Gr}(3,5)$.

It is not hard to obtain the ideal of this subvariety from the ideal of the whole Grassmannian, the Plücker ideal $I_{d+1, v}$. From the definition of $\operatorname{Gr}(K)$, we have

$$
\operatorname{Gr}(K)=\left(\mathcal{V}\left(I_{d+1, v}\right) \cap \mathcal{V}\left(\left\langle\mathbf{p}_{J}: J \in \mathcal{F}(K)\right\rangle\right)\right) \backslash \mathcal{V}\left(\left\langle\mathbf{p}_{J}: J \in \overline{\mathcal{F}}(K)\right\rangle\right)
$$

Hence, its ideal (see [7] for necessary correspondences) is given by

$$
\begin{equation*}
\mathcal{I}(\operatorname{Gr}(K))=\left(I_{d+1, v}+\left\langle\mathbf{p}_{J}: J \in \mathcal{F}(K)\right\rangle\right):\left(\prod_{J \in \overline{\mathcal{F}}(K)} \mathbf{p}_{J}\right)^{\infty} \subset \mathbb{R}[\mathbf{p}] \tag{3}
\end{equation*}
$$

Remark 4.15 It is not hard to see from the proof of Theorem 4.7 that as well as specializing to equivalence classes of actual polytope realizations, we can also generalize the map $\mathbf{G r} \mathbf{R}$ to a map on all of $\operatorname{Gr}(K)$, and then $\rho$ generalizes to a map $\mathbf{R G r}$ on $v \times(d+1)$ matrices having "prescribed combinatorics" up to $\mathrm{GL}_{d+1}(\mathbb{R})$-action (see Fig. 1).

Corollary 4.16 There is a one-to-one correspondence between elements of $\operatorname{Gr}(K)$ and full rank elements of $\mathbb{R}^{v \times(d+1)} / \mathrm{GL}_{d+1}(\mathbb{R})$ whose rows satisfy the dependence/ independence relations imposed by the combinatorics of $K$.

## 5 The Slack Model

The next model represents a polytope or cone by its slack matrix. This representation of a polytope goes back to Yannakakis [30] and was recently studied in detail in [14,

15]. The following basic facts about slack matrices of polytopes and cones are from [13, 14]. If $Q=\operatorname{conv}\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{v}\right\} \subset \mathbb{R}^{d}$ is a realization of a $d$-polytope with $v$ vertices and $f$ facets whose $\mathcal{H}$-representation is given by $Q=\left\{\mathbf{x} \in \mathbb{R}^{d}: W \mathbf{x} \leq \mathbf{w}\right\}$, then a slack matrix of $Q$ is the nonnegative matrix $S_{Q} \in \mathbb{R}^{v \times f}$ whose $(i, j)$-entry is the slack of the $i$ th vertex in the $j$ th facet inequality: $w_{j}-\boldsymbol{W}_{j} \mathbf{q}_{i}$.

Notice that the choice of $\mathcal{H}$-representation is not unique, and thus a realization does not have a unique slack matrix. More precisely, each realization has an infinite set of slack matrices, every pair of which are related by positive column scalings.

Similarly, if $K$ is a realization of a $(d+1)$-dimensional cone with $v$ extreme ray generators $\mathbf{r}_{1}, \ldots, \mathbf{r}_{v}$, and $f$ facets with $K=\left\{\mathbf{x} \in \mathbb{R}^{d+1}: \mathbf{x}^{\top} \boldsymbol{B} \geq \mathbf{0}\right\}$, then a slack matrix of $K$ is

$$
S_{K}=\left[\begin{array}{c}
\mathbf{r}_{1}^{\top} \\
\vdots \\
\mathbf{r}_{v}^{\top}
\end{array}\right] \boldsymbol{B} \in \mathbb{R}^{v \times f} .
$$

Notice that if $K$ is the homogenization cone, $Q^{h}$, of $Q$, that is, $K=$ cone $\left\{\left(1, \mathbf{q}_{1}\right), \ldots,\left(1, \mathbf{q}_{v}\right)\right\}=\left\{\left(x_{0}, \mathbf{x}\right) \in \mathbb{R} \times \mathbb{R}^{d}: W \mathbf{x} \leq x_{0} \mathbf{w}\right\}$, then $S_{K}=S_{Q}$. Like polytopes, cones do not have unique slack matrices. In particular, recall that the vectors $\gamma_{1} \mathbf{r}_{1}, \ldots, \gamma_{v} \mathbf{r}_{v}$ also generate the cone $K$ for any $\gamma_{1}, \ldots, \gamma_{v} \in \mathbb{R}_{+}$. More precisely, slack matrices of cones are defined up to positive row and column scaling.

Let us consider two realizations of a combinatorial polytope. By [16, Cor. 1.5], they are affinely equivalent if and only if they have the same set of slack matrices; they are projectively equivalent if and only if they have the same set of slack matrices up to row scaling. A similar result holds for cones: two realizations of a combinatorial polyhedral cone are linearly equivalent if and only if they have the same set of slack matrices.

Example 5.1 Recall our first realization of a pentagon from Example 3.1, which was given by $Q=\operatorname{conv}\{(0,0),(1,0),(2,1),(1,2),(0,1)\}$. Its $\mathcal{H}$-representation is $\left\{(x, y)^{\top} \in \mathbb{R}^{2}: y \geq 0,-x+y \geq-1,-x-y \geq-3, x-y \geq-1, x \geq 0\right\}$, so that

$$
S_{Q}=\left[\begin{array}{lllll}
0 & 1 & 3 & 1 & 0 \\
0 & 0 & 2 & 2 & 1 \\
1 & 0 & 0 & 2 & 2 \\
2 & 2 & 0 & 0 & 1 \\
1 & 2 & 2 & 0 & 0
\end{array}\right]
$$

It is not hard to check that this is also a slack matrix of the cone $K$ over this pentagon.
Since the affine hull of a realization of $P$ is $d$-dimensional and the linear hull of a realization of $K$ is $(d+1)$-dimensional, we have

$$
\operatorname{rank}\left[\begin{array}{cc}
1 & \mathbf{q}_{1}^{\top} \\
\vdots & \vdots \\
1 & \mathbf{q}_{v}^{\top}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{c}
\mathbf{r}_{1}^{\top} \\
\vdots \\
\mathbf{r}_{v}^{\top}
\end{array}\right]=d+1
$$

which implies their slack matrices also have rank $d+1$. The zeros in each slack matrix also record the extreme point (or ray)-facet incidences of $P$ (or $K$ ). Furthermore, we will always have $\mathbb{1}$ in the column space of the slack matrix of a polytope, whereas $\mathbb{1}$ is in the column space of $S_{K^{\prime}}$ if and only if $K^{\prime}$ is the homogenization cone of a realization of some polytope [13, Thm. 6]. Interestingly, it follows from [13, Thms. 22 and 24] that the above properties are sufficient to characterize slack matrices of polytopes and cones. To encode these conditions algebraically, we recall the following definitions.

Definition 5.2 The symbolic slack matrix, $S_{P}(\mathbf{x})$, of a combinatorial polytope $P$ is obtained by replacing all nonzero entries in a slack matrix $S_{P}$ with pairwise distinct variables. The slack ideal, $I_{P}$, of $P$ is the ideal generated by the $(d+2)$-minors of $S_{P}(\mathbf{x})$, saturated with respect to the product of all variables in $S_{P}(\mathbf{x})$. The slack variety of $P$ is the complex variety $\mathcal{V}\left(I_{P}\right) \subset \mathbb{C}^{t}$, where $t$ is the number of variables in $S_{P}(\mathbf{x})$. If $\mathbf{s} \in \mathbb{C}^{t}$ is a zero of $I_{P}$, then we identify it with the matrix $S_{P}(\mathbf{s})$. The definitions for a combinatorial polyhedral cone $K$ are the same. In fact, if $K \sim P^{h}$, then $S_{P}(\mathbf{x})=S_{K}(\mathbf{x})$ so that their varieties are also the same, $\mathcal{V}\left(I_{P}\right)=\mathcal{V}\left(I_{K}\right)$.

The above facts show us how the slack variety leads to a realization space of a polytope or a cone.

Theorem 5.3 [14, Cor. 3.4]
(i) Given a polytope $P$, there is a bijection between elements of $\mathcal{V}_{+}\left(I_{P}\right) /\left(\mathbb{R}_{+}^{v} \times \mathbb{R}_{+}^{f}\right)$ -positive points of the slack variety modulo positive row and column scalingsand the classes of projectively equivalent polytopes in the combinatorial class of $P$.
(ii) Given a cone $K$, there is a bijection between elements of $\mathcal{V}_{+}\left(I_{K}\right) /\left(\mathbb{R}_{+}^{v} \times \mathbb{R}_{+}^{f}\right)$ and the classes of linearly equivalent cones in the combinatorial class of $K$.

The space $\mathcal{V}_{+}\left(I_{P}\right) /\left(\mathbb{R}_{+}^{v} \times \mathbb{R}_{+}^{f}\right)$ is called the slack realization space of $P$ and $\mathcal{V}_{+}\left(I_{K}\right) /\left(\mathbb{R}_{+}^{v} \times \mathbb{R}_{+}^{f}\right)$ is called the slack realization space of $K$. Notice that when $K \sim P^{h}$, these spaces coincide.

Remark 5.4 Since $\mathcal{I}(\operatorname{Gr}(K))$ and $I_{K}$ are both ideals which lead to realization spaces of cone $K$, one might expect some relationship between them. This relationship will be given in Proposition 5.16, but we will first require a few preliminary results about the spaces they define.

Example 5.5 Once again, let $P$ be the pentagon. Then

$$
S_{P}(\mathbf{x})=\left[\begin{array}{ccccc}
0 & x_{1} & x_{2} & x_{3} & 0 \\
0 & 0 & x_{4} & x_{5} & x_{6} \\
x_{7} & 0 & 0 & x_{8} & x_{9} \\
x_{10} & x_{11} & 0 & 0 & x_{12} \\
x_{13} & x_{14} & x_{15} & 0 & 0
\end{array}\right],
$$

which gives a slack ideal $I_{P}$ with a lexicographic Gröbner basis consisting of 25 polynomials of degree 4 . We construct the slack realization space of the pentagon
by first modding out row and column scalings (the action of $\mathbb{R}_{+}^{v} \times \mathbb{R}_{+}^{f}$ ) by setting a collection of variables in the slack matrix to 1 (see [15, Lem. 5.2] for more details on how the entries can be chosen)

$$
S_{P}(\mathbf{x})=\left[\begin{array}{ccccc}
0 & 1 & x_{2} & 1 & 0 \\
0 & 0 & 1 & 1 & x_{6} \\
1 & 0 & 0 & 1 & 1 \\
1 & x_{11} & 0 & 0 & x_{12} \\
1 & x_{14} & x_{15} & 0 & 0
\end{array}\right]
$$

Now taking the slack ideal of the above matrix, we find that the slack realization space is the positive part of the variety of

$$
\left\langle\begin{array}{lll}
x_{11} x_{15}+x_{11}-x_{14} & x_{2} x_{14}-x_{14}-x_{15}-1 & x_{12} x_{14}+x_{11}+x_{12}-x_{14} \\
x_{6} x_{14}+x_{6}-1 & x_{2} x_{12}+x_{12} x_{15}-x_{15} & x_{6} x_{15}+x_{12} x_{15}+x_{12}-x_{15} \\
x_{2} x_{11}-x_{11}-1 & x_{6} x_{11}+x_{6}+x_{12}-1 & x_{2} x_{6}-x_{12} x_{15}-x_{2}-x_{12}+x_{15}+1
\end{array}\right\rangle .
$$

### 5.1 Slack Matrices from the Grassmannian

Recall that the slack matrix of a cone is the product of the matrix whose rows are its extreme rays with the matrix whose columns are its facet normals. Using (2), this means given a realization $\boldsymbol{R} \in \mathbb{R}^{v \times(d+1)}$ with the combinatorics of $K$, we can calculate the entry of its slack matrix corresponding to ray $i$ and facet $F$ by

$$
\begin{equation*}
\left(S_{K}\right)_{i, F}=\operatorname{det}\left[\boldsymbol{R}_{J_{F}}^{\top} \mid \mathbf{r}_{i}\right] \tag{4}
\end{equation*}
$$

where $J_{F}$ indexes a set of $d$ rays which span facet $F$ of $K$. From this formulation of the slack matrix we can see that the slack matrix of this realization of $K$ can be obtained by filling a $v \times f$ matrix with Plücker coordinates of $\boldsymbol{R}$ (see also [6]).

Example 5.6 Let $K$ be a cone over a pentagon with extreme rays generated by the rows of matrix $\boldsymbol{X}$ of Example 4.2. The Plücker vector of $\boldsymbol{X}$ is

$$
\begin{array}{r}
i_{0} i_{1} i_{2} \\
\operatorname{pl}(\boldsymbol{X})= \\
\hline[1: 23: 3: 2: 134234125135235145245345 \\
\hline 1: 2: 2: 1: 2: 2] .
\end{array}
$$

The facets of $K$ are spanned by extreme rays $\{1,2\},\{2,3\},\{3,4\},\{4,5\}$, and $\{5,1\}$, and we can calculate the slack matrix of $K$ given in Example 5.1 from $\boldsymbol{X}$ using (4) as follows:

$$
\begin{aligned}
S_{K} & \left.=\begin{array}{ccccc}
12 & 23 & 34 & 45 & 51 \\
1 \\
2 \\
3 \\
4 & 1 & 3 & 1 & 0 \\
0 & 0 & 2 & 2 & 1 \\
1 & 0 & 0 & 2 & 2 \\
2 & 2 & 0 & 0 & 1 \\
5 & 2 & 2 & 0 & 0
\end{array}\right] . \\
& =\left[\begin{array}{llll}
\operatorname{pl}(\boldsymbol{X})_{121} & \mathrm{pl}(\boldsymbol{X})_{231} & \mathrm{pl}(\boldsymbol{X})_{341} & \mathrm{pl}(\boldsymbol{X})_{451} \\
\mathrm{pl}\left(\boldsymbol{X l}(\boldsymbol{X})_{5122}\right. & \mathrm{pl}(\boldsymbol{X})_{232} & \mathrm{pl}(\boldsymbol{X})_{342} & \mathrm{pl}(\boldsymbol{X})_{452} \\
\mathrm{pl}(\boldsymbol{X})_{512} \\
\operatorname{pl}(\boldsymbol{X})_{123} & \mathrm{pl}(\boldsymbol{X})_{233} & \mathrm{pl}(\boldsymbol{X})_{343} & \mathrm{pl}(\boldsymbol{X})_{453} \\
\mathrm{pl}(\boldsymbol{X})_{513} \\
\operatorname{pl}(\boldsymbol{X})_{124} & \mathrm{pl}(\boldsymbol{X})_{234} & \mathrm{pl}(\boldsymbol{X})_{344} & \mathrm{pl}(\boldsymbol{X})_{454} \\
\mathrm{pl}(\boldsymbol{X})_{514} \\
\mathrm{pl}(\boldsymbol{X})_{125} & \mathrm{pl}(\boldsymbol{X})_{235} & \mathrm{pl}(\boldsymbol{X})_{345} & \mathrm{pl}(\boldsymbol{X})_{455} \\
\mathrm{pl}(\boldsymbol{X})_{515}
\end{array}\right] .
\end{aligned}
$$

Unlike for the pentagon, cones over non-simplicial polytopes will have facets for which there are multiple choices for a spanning set $J$. Denote by $\mathcal{B}_{K}=\left\{J_{F}: F \in\right.$ facets $(P)\} \subset\binom{[v]}{d}$ one such set of choices; that is, $J_{F}$ spans facet $F$ of $K$. What (4) tells us is that, given a choice of $\mathcal{B}_{K}$, we get a map $\mathbf{G r V}$ from $\operatorname{Gr}_{+}(K)$ to the slack realization space of $K$ given by

$$
\operatorname{GrV}(\Lambda):=\left[\Delta_{i, J} \operatorname{pl}(\Lambda)_{i, J}\right]_{i \in[v], J \in \mathcal{B}_{K}},
$$

where $\Delta_{i, J}$ is a sign that depends on the orientation of simplex $J$ as well as the sign of the permutation that orders the elements of $\{i\} \cup J$.

Example 5.7 Let $K$ be a cone over a triangular prism with extreme ray generators given by the rows of the following matrix:

$$
\boldsymbol{X}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 2
\end{array}\right]
$$

Then the facets of $K$ are indexed by $\{123,456,1245,1346,2356\}$. One choice of $\mathcal{B}_{K}$ is then $\{123,456,124,136,236\}$ and with this choice we find $\operatorname{GrV}(\rho(\boldsymbol{X}))$ gives

$$
\begin{array}{rl}
123 & 456 \\
124 & 136 \\
1 & 236 \\
2 & {\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 2 \\
0 & 1 & 0 & 2 & 0 \\
3 & 2 & 1 & 0 & 0 \\
4 \\
5 \\
6
\end{array}\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 2 \\
1 & 0 & 0 & 2 & 0 \\
2 & 0 & 1 & 0 & 0
\end{array}\right]\right.} \\
& =\left[\begin{array}{lllll}
\mathrm{pl}(\boldsymbol{X})_{1123} & \mathrm{pl}(\boldsymbol{X})_{1456} & \mathrm{pl}(\boldsymbol{X})_{1124} & \mathrm{pl}(\boldsymbol{X})_{1136} & \mathrm{pl}(\boldsymbol{X})_{1236} \\
\mathrm{pl}(\boldsymbol{X})_{1223} & \mathrm{pl}(\boldsymbol{X})_{2456} & \mathrm{pl}(\boldsymbol{X})_{1224} & \mathrm{pl}(\boldsymbol{X})_{1236} & \mathrm{pl}(\boldsymbol{X})_{2236} \\
\mathrm{pl}(\boldsymbol{X})_{1233} & \mathrm{pl}(\boldsymbol{X})_{3456} & \mathrm{pl}(\boldsymbol{X})_{1234} & \mathrm{pl}(\boldsymbol{X})_{1336} & \mathrm{pl}(\boldsymbol{X})_{2336} \\
\mathrm{pl}(\boldsymbol{X})_{1234} & \mathrm{pl}(\boldsymbol{X})_{4456} & \mathrm{pl}(\boldsymbol{X})_{1244} & -\mathrm{pl}(\boldsymbol{X})_{1346} & \mathrm{pl}(\boldsymbol{X})_{2346} \\
\mathrm{pl}(\boldsymbol{X})_{1235} & \mathrm{pl}(\boldsymbol{X})_{4556} & -\mathrm{pl}(\boldsymbol{X})_{1245} & -\mathrm{pl}(\boldsymbol{X})_{1356} & \mathrm{pl}(\boldsymbol{X})_{2356} \\
\mathrm{pl}(\boldsymbol{X})_{1236} & \mathrm{pl}(\boldsymbol{X})_{4566} & -\mathrm{pl}(\boldsymbol{X})_{1246} & \mathrm{pl}(\boldsymbol{X})_{1366} & \mathrm{pl}(\boldsymbol{X})_{2366}
\end{array}\right] .
\end{array}
$$

Notice that, we could just have easily chosen $\mathcal{B}_{K}=\{123,456,125,134,356\}$.
Relaxing this map from the realization space of $K$ to $\operatorname{Gr}(K)$, we get

$$
\begin{align*}
\mathbf{G r V}: \operatorname{Gr}(K) & \rightarrow \mathcal{V}\left(I_{K}\right)^{*}:=\mathcal{V}\left(I_{K}\right) \cap\left(\mathbb{R}^{*}\right)^{t} \\
\Lambda & \mapsto\left[\Delta_{i, J} \operatorname{pl}(\Lambda)_{i, J}\right]_{i \in[\nu], J \in \mathcal{B}_{K}} . \tag{5}
\end{align*}
$$

Notice that this relaxation is well defined, since $\mathbf{G r V}(\Lambda)$ has the correct zero pattern by definition of $\operatorname{Gr}(K)$ : any nonzero entry of a slack matrix is indexed by a facet extension and each zero entry is indexed by vertices contained in a facet of $K$. Furthermore, $\operatorname{GrV}(\Lambda)$ has rank $d+1$ since it is obtained by applying linear functionals to some rank $d+1$ matrix whose column space is $\Lambda$.

Since we think about this map as filling a slack matrix with Plücker coordinates, we will use the additional notation $S_{K}\left(\Lambda_{\mathcal{B}}\right)$ to denote the image of $\Lambda$ under $\mathbf{G r V}$ in order to emphasize that the choice of $\mathcal{B}$ determines which Plücker coordinates are used as slack entries. We will use the map $\mathbf{G r V}$ to prove the following theorem.

Theorem 5.8 The nonzero real part of the slack variety of $K, \mathcal{V}\left(I_{K}\right)^{*}$, up to column scaling, is birationally equivalent to the Grassmannian of the cone $K, \operatorname{Gr}(K)$. When $K \sim P^{h}$ for polytope $P, \operatorname{Gr}(K)$ is also equivalent to the nonzero real part of the slack variety of $P, \mathcal{V}\left(I_{P}\right)^{*}$, up to column scaling.

To prove this theorem, we define the following reverse map:

$$
\begin{align*}
\text { VGr: } \mathcal{V}\left(I_{K}\right)^{*} & \rightarrow \operatorname{Gr}(K), \\
\mathbf{s} & \mapsto \rho(\mathbf{s}) . \tag{6}
\end{align*}
$$

That is, we map a matrix in the slack variety to its column space. This is a $(d+1)$ dimensional subspace of $\mathbb{R}^{v}$ by [14, Thm. 3.2] and it will have the correct Plücker coordinates because the rows of $S_{K}(\mathbf{s})$ form a realization of $K$ by the reasoning of [13, Thm. 14].

Proposition 5.9 Two elements of $\mathcal{V}\left(I_{K}\right)^{*}$ are the same up to column scaling if and only if they have the same column space.

Proof Let $\mathbf{s}, \mathbf{t} \in \mathcal{V}\left(I_{K}\right)^{*}$. Clearly if $S_{K}(\mathbf{s})=S_{K}(\mathbf{t}) \cdot D_{f}$ for some invertible diagonal matrix $D_{f}$, then

$$
S_{K}(\mathbf{s}) \cdot \mathbb{R}^{f}=S_{K}(\mathbf{t}) \cdot D_{f} \cdot \mathbb{R}^{f}=S_{K}(\mathbf{t}) \cdot \mathbb{R}^{f},
$$

so their column spaces are the same.
Conversely, suppose $S_{K}(\mathbf{s}), S_{K}(\mathbf{t})$ have the same column space. For each facet $F_{j}$, corresponding to column $j$ of each slack matrix, there exists a flag (maximal chain) through $F_{j}$ in the face lattice of $K$ from which we obtain a $(d+1) \times(d+1)$ lower triangular submatrix of $S_{K}(\mathbf{s})$, and $S_{K}(\mathbf{t})$, with nonzero diagonal (see [14, Lem. 3.1]). The columns corresponding to each submatrix will span their respective column spaces, and since these spaces are the same, there must be a change of basis matrix $\boldsymbol{A} \in \mathrm{GL}_{d+1}(\mathbb{R})$ taking one to the other:

$$
\begin{gathered}
F_{j} \\
\underbrace{\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
* & \lambda_{2} & \cdots & 0 \\
\vdots & \ddots & \\
* & \cdots & \lambda_{d+1} \\
* & \cdots & * \\
\vdots & & \vdots \\
* & \cdots & *
\end{array}\right]}_{S_{K}(\mathbf{s})} \cdot \boldsymbol{A}=\underbrace{\left[\begin{array}{cccc}
\gamma_{1} & 0 & \cdots & 0 \\
* & \gamma_{2} & \cdots & 0 \\
\vdots & \ddots & \\
* & \cdots & \gamma_{d+1} \\
* & \cdots & * \\
\vdots & & \vdots \\
* & \cdots & *
\end{array}\right]}_{S_{K}(\mathbf{t})} . . . . ~
\end{gathered}
$$

However, from the zero pattern, it is clear that the column corresponding to $F_{j}$ in the $S_{K}(\mathbf{s})$ can only be a scaling of the same column in $S_{K}(\mathbf{t})$. Since this is true for each facet of $K$, the result follows.

Since it is clear that $\mathbf{G r V}$ and $\mathbf{V G r}$ are rational when we record elements of $\operatorname{Gr}(K)$ by their Plücker coordinates, Theorem 5.8 becomes a corollary of the following result.

Lemma 5.10 The maps $\mathbf{G r V}, \mathbf{V G r}$ defined in (5) and (6), respectively, are inverses; that is $\mathbf{V G r} \circ \mathbf{G r V}=\operatorname{id}_{\operatorname{Gr}(K)}$ and $\mathbf{G r V} \circ \mathbf{V G r}=\mathrm{id}_{\mathcal{V}\left(I_{K}\right)^{*} / \mathbb{R}^{f}}$.

Proof First consider

$$
\mathbf{V G r} \circ \mathbf{G r V}(\Lambda)=\rho\left(S_{K}\left(\Lambda_{\mathcal{B}}\right)\right)
$$

We wish to show that the column space of $S_{K}\left(\Lambda_{\mathcal{B}}\right)$ is $\Lambda$. Let $\boldsymbol{X} \in \mathbb{R}^{v \times(d+1)}$ be a matrix whose columns form a basis for the subspace $\Lambda$ and let $\boldsymbol{\alpha}_{j}$ be the normal to facet $j$ calculated from the rows of $\boldsymbol{X}$ as in (2), so that

$$
S_{K}\left(\Lambda_{\mathcal{B}}\right)=\boldsymbol{X}\left[\begin{array}{lll}
\boldsymbol{\alpha}_{1} & \ldots & \boldsymbol{\alpha}_{f}
\end{array}\right]
$$

Since $\left.S_{K}\left(\Lambda_{\mathcal{B}}\right)\right)$ and $\boldsymbol{X}$ both have rank $d+1$, also rank $\left[\boldsymbol{\alpha}_{1} \ldots \boldsymbol{\alpha}_{f}\right]=d+1$, so that in particular, the column spaces of $S_{K}\left(\Lambda_{\mathcal{B}}\right)$ and $\boldsymbol{X}$ are the same. Since the column space of $\boldsymbol{X}$ is $\Lambda$ by definition, this gives

$$
\mathbf{V G r} \circ \mathbf{G r V}(\Lambda)=\Lambda
$$

as desired. Next consider

$$
\mathbf{G r V} \circ \mathbf{V G r}(\mathbf{s})=S_{K}\left(\rho(\mathbf{s})_{\mathcal{B}}\right)
$$

By Proposition 5.9 it suffices to show that the column space of $S_{K}\left(\rho(\mathbf{s})_{\mathcal{B}}\right)$ is the same as the column space of the slack matrix $S_{K}(\mathbf{s})$, but this follows from what we just showed, namely that $\rho\left(S_{K}\left(\Lambda_{\mathcal{B}}\right)\right)=\Lambda$.

Remark 5.11 Notice that, as in Theorem 4.7, there may be points in $\operatorname{Gr}(K)$ whose image under $\mathbf{G r V}$ is not an affine equivalence class of realizations of $P$, but is simply the orbit of a point in the slack variety of $P$ under column scaling; that is, $S_{K}\left(\Lambda_{\mathcal{B}}\right)$ might not have $\mathbb{1}$ in its column space. In fact, we see from the above proof that, as in Corollary $4.12, \mathbb{1} \in \rho\left(S_{K}\left(\Lambda_{\mathcal{B}}\right)\right)$ if and only if $\mathbb{1} \in \Lambda$ (see Fig. 1).

Example 5.12 Recall the cone $K$ over the square of Example 4.9. Letting $\Lambda=$ $[w: x: y: z] \in \operatorname{Gr}(K)$, we had

$$
\boldsymbol{X}_{\Lambda}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
1 & 0 & 1 \\
y / x & w & (w+y / x)-z / x \\
0 & x & x
\end{array}\right]
$$

For a square, as for a pentagon, there is only one choice for facet bases $\mathcal{B}_{K}$, so that map $\mathbf{G r V}$ is unique, and gives

$$
\mathbf{G r V}(\Lambda)=S_{K}\left(\Lambda_{\mathcal{B}}\right)=\left[\begin{array}{cccc}
0 & w & y & 0 \\
0 & 0 & z & x \\
w & 0 & 0 & y \\
x & z & 0 & 0
\end{array}\right]
$$

Even if we restrict to a point of $\operatorname{Gr}_{+}(K)$, say $w=x=y=1, z=2$, it is not hard to check that neither $\boldsymbol{X}$, nor the resulting slack matrix, has $\mathbb{1}$ in its column space. In fact, we can see that the condition of Example 4.11 which guarantees the rows of $\boldsymbol{X}_{\Lambda}$ give the realization of a square, namely that $w+y-z=x$, also guarantees condition (3) of [14, Thm. 2.2] on the resulting slack matrix.

Example 5.12 also illustrates another important use of the maps which give us the equivalence of Theorem 5.8, namely, they allow us to obtain useful parametrizations of the slack variety. By filling a slack matrix with Plücker coordinates, we are essentially imposing a collection of linear equalities on the slack variety determined by which
entries are filled with the same Plücker coordinates. In some cases, we will see that restricting to such a parametrization allows us to greatly simplify the slack ideal.

If we fix a choice of $\mathcal{B}_{K}$ for the cone $K$, then we can consider the "symbolic image" of the map $\mathbf{G r V}$ as being a matrix in the Plücker variables $\mathbf{p}$. Namely, from (5), $\mathbf{G r V}$ evaluates the following symbolic matrix on the Plücker vector of $\Lambda$ :

$$
\operatorname{GrV}(\mathbf{p}):=\left[\Delta_{i, J} \mathbf{p}_{i, J}\right]_{i \in[v], J \in \mathcal{B}_{K}} .
$$

Notice that the entries of $\mathbf{G r V}(\mathbf{p})$ need not use all the Plücker coordinates. In particular, entries are indexed by facets and facet extensions, so that we only require Plücker variables indexed by $\mathcal{F}(K), \overline{\mathcal{F}}(K) \subset\binom{[v]}{d+1}$, and it is often the case that

$$
\mathcal{F}(K) \cup \overline{\mathcal{F}}(K) \neq\binom{[v]}{d+1} .
$$

Furthermore, by definition of $\operatorname{Gr}(K)$, only the variables $\mathbf{p}_{J}$ for $J \in \overline{\mathcal{F}}(K)$ will be nonzero. In light of this and the fact that the ideal of the Grassmannian of $K$ given in (3) vanishes on the Plücker coordinates of each $\Lambda$, and hence on the entries of $\mathbf{G r V}(\Lambda)$, we define the following ideal, which gives the conditions on only the nonzero Plücker coordinates that will be used in $\mathbf{G r V}(\Lambda)$.

Definition 5.13 The Grassmannian section ideal of $K$, denoted $I_{d+1, v}(K)$, is given by eliminating the variables that are not necessary for any $\mathbf{G r V}$ from $\mathcal{I}(\operatorname{Gr}(K))$; that is, $I_{d+1, v}(K)$ is the intersection of $\mathcal{I}(\operatorname{Gr}(K))$ with $\mathbb{R}\left[\mathbf{p}_{J}: J \in \overline{\mathcal{F}}(K)\right]$.

Remark 5.14 Since $\mathbf{G r V}$ implicitly depends on the choice of $\mathcal{B}_{K}$, it could be that $I_{d+1, k}(K)$ contains redundant variables; that is, there may be variables $\mathbf{p}_{J}$ for $J \in$ $\overline{\mathcal{F}}(K)$ which are not necessary for a given choice of map $\mathbf{G r V}$.

The following lemma is an immediate consequence of Definitions 4.13 and 5.13.
Lemma 5.15 The Zariski closure of the projection of the Grassmannian of $K$ onto its nonzero coordinates is the variety of the Grassmannian section ideal of $K$; that is,

$$
\overline{\pi_{\overline{\mathcal{F}}(K)}}(\operatorname{Gr}(K))=\mathcal{V}\left(I_{d+1, v}(K)\right)
$$

Lemma 5.15 together with Theorem 5.8 gives us a geometric relationship between the slack variety and the Grassmannian section variety, namely that points in $\mathcal{V}\left(I_{d+1, v}(K)\right)^{*}$ are in one-to-one correspondence with representatives of column scaling equivalence classes of $\mathcal{V}\left(I_{P}\right)^{*}$. However, we also find the following algebraic relationship that allows us to consider the Grassmannian section ideal as a potentially simplifying algebraic relaxation of the slack ideal.

Proposition 5.16 When appropriate Plücker variables are substituted for slack variables in the slack ideal $I_{K}$, the resulting ideal is contained in the Grassmannian section ideal $I_{d+1, v}(K)$.

Proof Fix a choice of $\mathbf{G r V}$ for $K$. We have already seen that for each $\Lambda \in \operatorname{Gr}(d+1, v)$, the matrix $\operatorname{GrV}(\Lambda)=S_{K}\left(\Lambda_{\mathcal{B}}\right)$ has rank $d+1$. This means that the polynomials given by the $(d+2)$-minors of the symbolic matrix $\mathbf{G r} \mathbf{V}(\mathbf{p})$ vanish on every point of $\Lambda \in \operatorname{Gr}(d+1, v)$, and hence, these minors must be in the Plücker ideal $I_{d+1, v}$. Setting appropriate Plücker variables to zero in the minors and in $I_{d+1, v}$ preserves this containment, and gives the desired result after saturation.

Example 5.17 Recall that for a cone over a pentagon, $\mathcal{F}(K)=\emptyset$, and all the Plücker variables are used to fill a slack matrix

$$
\mathbf{G r V}(\mathbf{p})=\left[\begin{array}{ccccc}
0 & p_{123} & p_{134} & p_{145} & 0 \\
0 & 0 & p_{234} & p_{245} & p_{125} \\
p_{123} & 0 & 0 & p_{345} & p_{135} \\
p_{124} & p_{234} & 0 & 0 & p_{145} \\
p_{125} & p_{235} & p_{345} & 0 & 0
\end{array}\right]
$$

So in this case, the Grassmannian section ideal is just the Plücker ideal. Recall from Example 5.5 that the slack ideal of the pentagon had 25 generators of degree 4. In contrast, the Grassmannian section ideal, which was simply the Plücker ideal $I_{3,5}$, is much simpler having only the following five trinomial generators of degree 2 :

$$
\begin{aligned}
& p_{235} p_{145}-p_{135} p_{245}+p_{125} p_{345}, \quad p_{234} p_{145}-p_{134} p_{245}+p_{124} p_{345} \\
& p_{234} p_{135}-p_{134} p_{235}+p_{123} p_{345}, \quad p_{234} p_{125}-p_{124} p_{235}+p_{123} p_{245}, \\
& p_{134} p_{125}-p_{124} p_{135}+p_{123} p_{145} .
\end{aligned}
$$

In this case, $I_{3,5}$ coincides with the saturation of the ideal of 4-minors of $\mathbf{G r V}(\mathbf{p})$.

Remark 5.18 It might seem that the effect of substituting Plücker variables into the slack matrix is simply to force certain entries to be equal. While certain equalities are forced by the choice of $\mathbf{G r V}$, the insistence that the entries come from a Plücker vector is in fact more restrictive than the slack matrix rank condition together with these equalities. That is, the containment of Proposition 5.16 is strict in general.

Example 5.19 Let $K$ be a 4-dimensional cone over a triangular prism as in Example 5.7, with $\mathcal{B}_{K}=\{123,456,124,136,236\}$. Then

$$
\mathbf{G r V}(\mathbf{p})=\begin{aligned}
& 1 \\
& 2 \\
& 3 \\
& 4 \\
& 5 \\
& 6
\end{aligned}\left[\begin{array}{ccccc}
123 & 456 & 124 & 136 & 236 \\
0 & p_{1456} & 0 & 0 & p_{1236} \\
0 & p_{2456} & 0 & p_{1236} & 0 \\
0 & p_{3456} & p_{1234} & 0 & 0 \\
p_{1234} & 0 & 0 & -p_{1346} & p_{2346} \\
p_{1235} & 0 & -p_{1245} & -p_{1356} & p_{2356} \\
p_{1236} & 0 & -p_{1246} & 0 & 0
\end{array}\right]
$$

and

$$
\begin{aligned}
I_{4,6}(K)=\langle & p_{2346} p_{1456}+p_{1246} p_{3456}, p_{2346} p_{1356}+p_{1236} p_{3456} \\
& p_{1246} p_{1356}-p_{1236} p_{1456}, p_{1234} p_{1356} p_{2456}-p_{1235} p_{1246} p_{3456}, \\
& \left.p_{1235} p_{1246} p_{2346}+p_{1234} p_{1236} p_{2456}\right\rangle .
\end{aligned}
$$

Simply setting the appropriate slack entries equal, we get

$$
S_{K}(\mathbf{x})=\left[\begin{array}{ccccc}
0 & x_{1} & 0 & 0 & x_{2} \\
0 & x_{3} & 0 & x_{2} & 0 \\
0 & x_{5} & x_{6} & 0 & 0 \\
x_{6} & 0 & 0 & 0 & x_{8} \\
x_{9} & 0 & 0 & x_{10} & 0 \\
x_{2} & 0 & x_{12} & 0 & 0
\end{array}\right]
$$

and the resulting ideal is

$$
\left\langle\begin{array}{c}
x_{1} x_{8}-x_{5} x_{12}, \\
x_{3} x_{6} x_{10}-x_{5} x_{9} x_{12}
\end{array}\right) \mapsto\left\langle\begin{array}{c}
p_{2346} p_{1456}+p_{1246} p_{3456} \\
p_{1234} p_{1356} p_{2456}-p_{1235} p_{1246} p_{3456}
\end{array}\right\rangle \subsetneq I_{4,6}(K) .
$$

We have seen that the Grassmannian section ideal is in a sense a super ideal of the slack ideal (and a potentially simpler ideal) which cuts out a variety which corresponds to the "section" of the slack variety that contains an equivalence class representative whose entries come exactly from the Plücker coordinates of an element of $\operatorname{Gr}(K)$. This is a direct consequence of Lemma 5.15 and Theorem 5.8.

Corollary 5.20 The nonzero part of the Grassmannian section variety of $K$, $\mathcal{V}\left(I_{d+1, v}(K)\right)^{*}$, is in one-to-one correspondence with equivalence class representatives of $\mathcal{V}\left(I_{K}\right)^{*} / \mathbb{R}^{f}$ of the form $\mathbf{G r V}(\Lambda)$ for $\Lambda \in \operatorname{Gr}(K)$.

## 6 The Gale Model

Here we introduce one final realization space, the space of Gale transforms of a polytope. Gale transforms (and their normalized counterparts, Gale diagrams) were developed by Perles in the 1960s (recorded by Grünbaum [17, Sect. 5.4]), and have long found use in the study of polytopes.

Given a realization $Q=\operatorname{conv}\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{v}\right\}$ of $d$-polytope $P$, let $\boldsymbol{B}$ be a matrix whose columns form a basis for the space of affine dependencies among the vertices of $Q$; that is,

$$
\left[\begin{array}{ccc}
1 & \cdots & 1 \\
\mathbf{q}_{1} & \cdots & \mathbf{q}_{v}
\end{array}\right] \cdot \boldsymbol{B}=0, \quad \boldsymbol{B} \in \mathbb{R}^{v \times(v-d-1)}, \quad \operatorname{rank}(\boldsymbol{B})=v-d-1 .
$$

Let $\mathbf{b}_{i}^{\top}$ be the $i$ th row of $\boldsymbol{B}$. The Gale transform of $Q$ is the vector configuration $\mathcal{G}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{v}\right\} \subset \mathbb{R}^{v-d-1}$. Recall by definition of a slack matrix $S_{Q}$, this implies

$$
\left[\mathbf{b}_{1} \ldots \mathbf{b}_{v}\right] \cdot S_{Q}=0
$$

Notice that for any $\boldsymbol{A} \in \mathrm{GL}_{v-d-1}(\mathbb{R})$, the configuration $\left\{\boldsymbol{A} \mathbf{b}_{1}, \ldots, \boldsymbol{A} \mathbf{b}_{v}\right\}$ is also a Gale transform of $Q$, since $\boldsymbol{B}$ and $\boldsymbol{B} \boldsymbol{A}^{\top}$ have the same column space.
Definition 6.1 By slight abuse of terminology, for each $\mathbf{s} \in \mathcal{V}\left(I_{P}\right)$ call a vector configuration $\mathcal{G}_{\mathbf{s}}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{v}\right\}$ a Gale transform of $S_{P}(\mathbf{s})$ if the matrix $\boldsymbol{B}_{\mathbf{s}}:=\left[\mathbf{b}_{1} \ldots \mathbf{b}_{v}\right]^{\top}$ is full rank and $\left[\mathbf{b}_{1} \ldots \mathbf{b}_{v}\right] \cdot S_{P}(\mathbf{s})=0$.
Notice that after normalizing the $\mathbf{b}_{i}$ 's to have unit length, two distinct Gale transforms may correspond to the same Gale diagram. This normalization corresponds to scaling the rows of slack matrix $S_{Q}$ which may change its column space, which is why we will work with Gale transforms and not Gale diagrams.

Example 6.2 Let $P$ be the (combinatorial) triangular prism with facets 123, 456, 1245, 1346, and 2356. Consider the element of $\mathcal{V}\left(I_{P}\right)^{*}$ given by

$$
S_{P}(\mathbf{s})=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 \\
2 & 0 & 0 & 2 & 0 \\
1 & 0 & 1 & 0 & 0
\end{array}\right]
$$

It is not hard to check that $\mathbb{1} \notin \rho\left(S_{P}(\mathbf{s})\right)$, so that by [14, Thm. 2.2], $S_{P}(\mathbf{s})$ is not a slack matrix of a realization of $P$, but it has a Gale transform given by the rows of $\boldsymbol{B}_{\mathbf{s}}$ and pictured below.

$$
\boldsymbol{B}_{\mathbf{s}}=\left[\begin{array}{cc}
-1 & 1 \\
0 & -2 \\
1 & 1 \\
1 & -1 \\
0 & 1 \\
-1 & -1
\end{array}\right]
$$



Remark 6.3 One can easily check from the Gale transform $\mathcal{G}_{\mathbf{s}}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{v}\right\}$ whether it comes from an actual realization of $P$, since $\mathbb{1} \in \rho\left(S_{P}(\mathbf{s})\right)$ if and only if $\mathbf{b}_{1}+\cdots+$ $\mathbf{b}_{v}=0$, by definition of $\mathcal{G}_{\mathbf{s}}$.
Denote by $\mathcal{G}(P)$ the set of all possible Gale transforms of a given combinatorial polytope $P$; that is,

$$
\mathcal{G}(P):=\left\{\mathcal{G}_{\mathbf{s}}: \mathbf{s} \in \mathcal{V}\left(I_{P}\right)^{*}\right\} .
$$

Of course, for $K \sim P^{h}$ we already have $\mathcal{V}\left(I_{K}\right)^{*}=\mathcal{V}\left(I_{P}\right)^{*}$, so that

$$
\begin{equation*}
\mathcal{G}(K):=\left\{\mathcal{G}_{\mathbf{s}}: \mathbf{s} \in \mathcal{V}\left(I_{K}\right)^{*}\right\}=\mathcal{G}(P) \tag{7}
\end{equation*}
$$

From Proposition 5.9 and the definition of Gale transform, it is clear that there is a one-to-one correspondence between $\mathrm{GL}_{v-d-1}(\mathbb{R})$ equivalence classes of $\mathcal{G}(K)$ and elements of $\mathcal{V}\left(I_{K}\right)^{*}$ up to column scaling. For this reason, and since for fixed $\mathbf{s}$, each $\mathcal{G}_{\mathbf{s}}$ just comes from a different choice of basis for the column space $\rho\left(\boldsymbol{B}_{\mathbf{s}}\right)$, it makes sense to consider $\mathcal{G}(K)$ in the Grassmannian $\operatorname{Gr}(v-d-1, v)$. Once again we consider how the combinatorics of $K$ is encoded in the Plücker coordinates of each $\mathcal{G}_{\mathbf{s}} \in \mathcal{G}(K)$.

Lemma 6.4 Let $\mathbf{s} \in \mathcal{V}\left(I_{K}\right)$. A set of rows $J \subsetneq[v]$ of $S_{K}(\mathbf{s})$ is dependent if and only if $[v] \backslash J$ indexes a set of rows of its Gale transform $\boldsymbol{B}_{\mathbf{s}}$ which are dependent.

Remark 6.5 This lemma is weaker than the usual characterization of the combinatorics of a polytope from its Gale transform, namely that $J$ indexes a face of $P$ if and only if $J=[v]$ or if $\mathbf{0}$ is in the relative interior of Gale vectors $\left\{\mathbf{b}_{j}: j \in[v] \backslash J\right\}$. This lemma is also a consequence of the fact that matrices whose columns form bases for orthogonal vector spaces define dual matroids (see [29, Lem. 1.4.5] for a proof of Lemma 6.4).

Example 6.6 Continuing Example 6.2, the only sets of non-trivially dependent rows of $S_{P}$ are $\{1,2,4,5\},\{1,3,4,6\}$, and $\{2,3,5,6\}$, which correspond to facets of $P$. Looking at the drawing of the Gale transform in Example 6.2, we can see that the only dependent pairs of vectors are $\{3,6\},\{2,5\}$, and $\{1,4\}$, as expected.

Notice that for this example, we still have $\mathbf{0}$ in the relative interior of $\left\{\mathbf{b}_{j}: j \in\right.$ $[6] \backslash J\}$ for faces $J$ of $P$. However if we consider the slack matrix corresponding to $\mathbf{s}^{\prime} \in \mathcal{V}\left(I_{P}\right)^{*}$, as given below, then its Gale transform does not have $\mathbf{0} \in \operatorname{rel}$ int $\left\{\mathbf{b}_{2}, \mathbf{b}_{5}\right\}$ even though $\{1,3,4,6\}$ represents a facet.

$$
\xrightarrow[\mathcal{G}_{\mathbf{s}^{\prime}}^{\prime}]{\substack{\mathbf{b}_{1}}}
$$

Notice that this example shows that even after normalizing the $\mathbf{b}_{i}$ we may not get the Gale diagram of a polytope. This is because $\mathcal{G}(P)$ contains Gale transforms in which we allow negative scalings of the vectors, not just positive ones.

Using Lemma 6.4, we characterize the Gale transforms of combinatorial type $K$ in the Grassmannian as follows.

Definition 6.7 Define the dual Grassmannian of cone $K$ to be

$$
\operatorname{Gr}^{*}(K):=\left\{\Lambda \in \operatorname{Gr}(v-d-1, v): \begin{array}{l}
\operatorname{pl}(\Lambda)_{[v] \backslash J}=0 \text { if } J \in \mathcal{F}(K) \\
\operatorname{pl}(\Lambda)_{[v] \backslash J} \neq 0 \text { if } J \in \overline{\mathcal{F}}(K)
\end{array}\right\} .
$$

Notice that $\operatorname{Gr}^{*}(K)$ and $\operatorname{Gr}(K)$ are isomorphic under the standard isomorphism of Grassmannians which sends a subspace $\Lambda$ to its orthogonal complement $\Lambda^{\perp}$,

$$
\begin{align*}
\operatorname{Gr}(d+1, v) & \cong \operatorname{Gr}(v-d-1, v), \\
\Lambda & \leftrightarrow \Lambda^{\perp} . \tag{8}
\end{align*}
$$

We will use this isomorphism in the proof of the following proposition which shows that $\mathrm{Gr}^{*}(K)$ actually captures exactly the desired Gale transforms.
Proposition 6.8 There is a one-to-one correspondence between elements of $\operatorname{Gr}^{*}(K)$ and elements of $\mathcal{G}(K)$ modulo the action of $\mathrm{GL}_{v-d-1}(\mathbb{R})$.

Proof Given an element $\mathcal{G}_{\mathbf{s}} \in \mathcal{G}(K)$, we map it to the column space of $\boldsymbol{B}_{\mathbf{s}}$. This space is an element of $\operatorname{Gr}(v-d-1, v)$ since $\boldsymbol{B}_{\mathbf{s}}$ is full rank, and it satisfies the conditions of $\mathrm{Gr}^{*}(K)$ by Lemma 6.4.

To see that each element of $\mathrm{Gr}^{*}(K)$ represents the Gale transform of something in $\mathcal{V}\left(I_{K}\right)^{*}$, we use (8). As a map on Plücker coordinates this becomes

$$
\begin{equation*}
\left(\operatorname{pl}(\Lambda)_{J}\right)_{J \in\binom{[v]}{d+1}} \leftrightarrow\left(\operatorname{sgn}(J) \cdot \operatorname{pl}(\Lambda)_{[v] \backslash J}\right)_{J \in\binom{[v]}{d+1}}, \tag{9}
\end{equation*}
$$

where $\operatorname{sgn}(J)$ is the sign of the permutation $(J,[v] \backslash J)$. The result now follows from the fact that elements of $\operatorname{Gr}(K)$ are in one-to-one correspondence with elements of $\mathcal{V}\left(I_{K}\right)^{*}$, up to column scaling by Theorem 5.8.
Example 6.9 Recall that for a cone $K$ over a pentagon, all sets $J \in\binom{[v]}{d+1}$ are facet extensions and hence

$$
\operatorname{Gr}(K)=\left\{\Lambda \in \operatorname{Gr}(3,5): \operatorname{pl}(\Lambda)_{J} \neq 0 \quad \forall J \in\binom{[5]}{3}\right\}
$$

From this we also get

$$
\operatorname{Gr}^{*}(K)=\left\{\Lambda \in \operatorname{Gr}(2,5): \operatorname{pl}(\Lambda)_{J} \neq 0 \quad \forall J \in\binom{[5]}{2}\right\}
$$

So for example, the matrix $\boldsymbol{B}$ below represents an element of $\mathrm{Gr}^{*}(K)$ and hence a Gale transform of some $\mathbf{s} \in \mathcal{V}\left(I_{K}\right)^{*}$.

$$
\boldsymbol{B}=\left[\begin{array}{cc}
1 & 1 \\
1 & -1 \\
0 & 1 \\
2 & 0 \\
-1 & 2
\end{array}\right]
$$



To see to which element of the slack variety this Gale transform corresponds we recall that given $\Lambda \in \operatorname{Gr}(K)$, we get a slack matrix via the map $\mathbf{G r V}$, which gives us the matrix in Example 5.17. Using (9), we easily obtain a slack matrix without constructing $\Lambda$ :

$$
S_{K}=\left[\begin{array}{ccccc}
0 & p_{45} & p_{25} & p_{23} & 0 \\
0 & 0 & -p_{15} & -p_{13} & p_{34} \\
p_{45} & 0 & 0 & p_{12} & -p_{24} \\
-p_{35} & -p_{15} & 0 & 0 & p_{23} \\
p_{34} & p_{14} & p_{12} & 0 & 0
\end{array}\right]=\left[\begin{array}{ccccc}
0 & 4 & 1 & 1 & 0 \\
0 & 0 & -3 & -1 & -2 \\
4 & 0 & 0 & -2 & -2 \\
-1 & -3 & 0 & 0 & 1 \\
-2 & -2 & -2 & 0 & 0
\end{array}\right] .
$$

As a simple corollary, we get a bijection from the Gale (dual Grassmannian) space to the slack variety (see Fig. 1).

Corollary 6.10 There is a birational equivalence between $\operatorname{Gr}^{*}(K)$ and $\mathcal{V}\left(I_{K}\right)^{*}$ up to column scaling.

Remark 6.11 For polytopes, it is well known that two realizations $Q, Q^{\prime}$ are projectively equivalent if and only if their Gale transforms $\mathcal{G}, \mathcal{G}^{\prime}$ are related by a linear transformation and positive scaling of the vectors; that is, $\mathbf{b}_{i}^{\prime}=\lambda_{i} \boldsymbol{A} \mathbf{b}_{i}$ for $\boldsymbol{A} \in \mathrm{GL}_{v-d-1}(\mathbb{R}), \lambda_{i} \in \mathbb{R}_{+}$. An analogous result holds for our generalized Gale transforms. Two elements of $\mathcal{V}\left(I_{K}\right)^{*}$ differ by row and column scaling if and only if their Gale transforms are related by a linear transformation and nonzero scaling of the vectors.

## 7 The Reduced Slack Model

In this section, we take inspiration from the Grassmannian model in order to streamline the computations associated to the slack model in some cases. In the Grassmannian model we take any set of columns that generate the column space of a slack matrix and we saw that it preserves essentially all the information from the polytope. This suggests that we may not need to work with the full slack matrix, as we could recover the rest from any sufficiently large submatrix.

The tricky part is to guarantee that the same holds symbolically, i.e., if we simply have a submatrix of the symbolic slack matrix and impose the rank constraints, do we still expect to be able to recover the full symbolic slack matrix with the right support? We will explore this question, give some sufficient conditions for this idea to work, and present some examples of its application in order to illustrate how powerful the insights carried from one model to the others can be.

Recall that we denote the nonzero real part of the slack variety by $\mathcal{V}\left(I_{P}\right)^{*}:=\mathcal{V}\left(I_{P}\right) \cap\left(\mathbb{R}^{*}\right)^{t}$. Notice that, by [22, Cor. 1, p. 84] the slack variety coincides with the complex closure of $\mathcal{V}(J)-\mathcal{V}\left(\left\langle x_{1}, \ldots, x_{t}\right\rangle\right)$, the minor variety without coordinate hyperplanes, and hence $\overline{\mathcal{V}\left(I_{P}\right)^{*}}=\mathcal{V}\left(I_{P}\right)$.

Lemma 7.1 Let $F$ be a set of facets of a d-dimensional polytope $P$ containing a flag (so that, as in the proof of Proposition 5.9, $S_{P}$ contains a $(d+1)$-triangular submatrix in columns corresponding to $F$ ). Then there exists a birational map from the nonzero part of the slack variety $\mathcal{V}\left(I_{P}\right)^{*}$ up to column scaling to the projection $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right)$ of $\mathcal{V}\left(I_{P}\right)^{*}$ onto the columns of $F$ up to column scaling.

Proof Let us consider the following diagram:

where $\rho$ is the map that associates to a matrix its column space. Notice that, since $F$ contains a flag we have $\rho \circ \pi_{F}=\mathbf{V G r}$, so that by Lemma 5.10 we see $\mathbf{G r V} \circ \rho \circ \pi_{F}=$ $\mathrm{id}_{\mathcal{V}\left(I_{P}\right)^{*} / \mathbb{R}^{f}}$, and then $\pi_{F} \circ \mathbf{G r V} \circ \rho \circ \pi_{F}=\pi_{F}$. Hence, $\pi_{F} \circ \mathbf{G r V} \circ \rho=\operatorname{id}_{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right) / \mathbb{R}^{|F|}}$ since $\pi_{F}$ is surjective.

Definition 7.2 Let $F$ be a set of facets of a $d$-dimensional combinatorial polytope $P$ such that:

- $F$ contains a flag,
- all facets of $P$ not in $F$ are simplicial.

Let $S_{F}$ be the submatrix of $S_{P}$ consisting of only the columns indexed by $F$. We call $S_{F}$ a reduced slack matrix for $P$. Let $I_{F}$ be the slack ideal of the reduced symbolic slack matrix $S_{F}(\mathbf{x})$. Its slack variety $\mathcal{V}\left(I_{F}\right)$ has the following nonzero real part, which we denote in short by $\mathcal{V}_{F}$ :

$$
\mathcal{V}_{F}:=\left\{S \in \mathbb{R}^{v \times|F|}: \begin{array}{c}
S \text { has zero pattern of } S_{P} \text { restricted to } F \\
\text { and } \operatorname{rank}(S)=d+1
\end{array}\right\}
$$

Remark 7.3 Contrary to what one might initially assume, $\mathcal{V}_{F}$ is not the same as the projection, $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right)$, of the nonzero part of the slack variety onto $F$. The projection $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right)$ is also subject to the additional condition that each of the determinants of the projected matrix that is used to fill the remaining columns of the matrix (via the map $\mathbf{G r V})$ must also be nonzero. In the following example we show that $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right) \subsetneq \mathcal{V}_{F}$.

Example 7.4 Let us consider the first non-polytopal 3-sphere in [3, Table 2] whose facets have the following vertex sets:

If $P$ was a polytope with these facets, its symbolic slack matrix would be

$$
S_{P}(\mathbf{x})=\left[\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & x_{1} & x_{2} & x_{3} & x_{4} & x_{5} \\
0 & 0 & 0 & 0 & x_{6} & x_{7} & 0 & 0 & x_{8} & x_{9} \\
0 & 0 & x_{10} & x_{11} & x_{12} & 0 & 0 & 0 & 0 & x_{13} \\
0 & 0 & x_{14} & x_{15} & 0 & 0 & x_{16} & x_{17} & 0 & 0 \\
0 & x_{18} & 0 & x_{19} & 0 & 0 & 0 & x_{20} & x_{21} & x_{22} \\
x_{23} & 0 & x_{24} & 0 & 0 & x_{25} & x_{26} & 0 & 0 & 0 \\
x_{27} & x_{28} & 0 & 0 & x_{29} & 0 & 0 & 0 & 0 & 0 \\
x_{30} & x_{31} & 0 & 0 & 0 & 0 & x_{32} & x_{33} & x_{34} & 0
\end{array}\right] .
$$

Let $F$ be the set consisting of the first six facets of $P$ and let $S_{F}(\mathbf{x})$ be the corresponding reduced (symbolic) slack matrix. Then its slack ideal is

$$
I_{F}=\left\langle\begin{array}{c}
x_{28} x_{30}-x_{27} x_{31}, \quad x_{15} x_{18} x_{24} x_{30}-x_{14} x_{19} x_{23} x_{31} \\
x_{11} x_{14}-x_{10} x_{15}, \quad x_{15} x_{18} x_{24} x_{27}-x_{14} x_{19} x_{23} x_{28} \\
x_{11} x_{18} x_{24} x_{30}-x_{10} x_{19} x_{23} x_{31}, \quad x_{11} x_{18} x_{24} x_{27}-x_{10} x_{19} x_{23} x_{28}
\end{array}\right\rangle
$$

Then we extend the slack matrix $S_{F}(\mathbf{x})$ to the full matrix $S_{P}(\mathbf{x})$ using the map $\mathbf{G r V}$, filling in the remaining entries with the corresponding Plücker coordinates. More precisely, we write the following polynomials in place of the variables $x_{i}$ with $i=$ $2,3,4,5,8,9,13,16,17,20,21,22,26,32,33,34$ :

$$
\begin{aligned}
& x_{1} x_{6} x_{11} x_{18} x_{27},-x_{1} x_{6} x_{11} x_{23} x_{28},-x_{1} x_{12} x_{15} x_{23} x_{28},-x_{1} x_{15} x_{23} x_{29} x_{31} \\
& -x_{7} x_{12} x_{15} x_{23} x_{28}, x_{6} x_{15} x_{25} x_{28} x_{30}-x_{6} x_{15} x_{25} x_{27} x_{31}-x_{7} x_{15} x_{23} x_{29} x_{31} \\
& x_{12} x_{15} x_{25} x_{28} x_{30}-x_{12} x_{15} x_{25} x_{27} x_{31}, x_{7} x_{12} x_{15} x_{18} x_{27},-x_{7} x_{12} x_{15} x_{23} x_{28} \\
& -x_{6} x_{11} x_{18} x_{25} x_{27}-x_{7} x_{12} x_{19} x_{23} x_{28}-x_{7} x_{11} x_{18} x_{23} x_{29},-x_{12} x_{15} x_{18} x_{25} x_{27} \\
& -x_{15} x_{18} x_{25} x_{29} x_{30}, x_{6} x_{11} x_{18} x_{25} x_{27}+x_{7} x_{12} x_{19} x_{23} x_{28}+x_{7} x_{11} x_{18} x_{23} x_{29} \\
& x_{7} x_{12} x_{19} x_{28} x_{30}+x_{7} x_{11} x_{18} x_{29} x_{30}-x_{7} x_{12} x_{19} x_{27} x_{31} \\
& x_{6} x_{11} x_{25} x_{28} x_{30}-x_{6} x_{11} x_{25} x_{27} x_{31}-x_{7} x_{11} x_{23} x_{29} x_{31} \\
& x_{12} x_{15} x_{25} x_{28} x_{30}-x_{12} x_{15} x_{25} x_{27} x_{31}
\end{aligned}
$$

Call $f$ the last of these entries. Computing the saturation of $I_{F}$ with respect to $f$ results in the trivial ideal $\langle 1\rangle$, which tells us that the 3 -sphere is not realizable as a polytope. In other words, on the variety of $I_{F}$, the map $\mathbf{G r V}$ will always set entry $x_{34}$ to zero. One can also see this as $f=x_{12} x_{15} x_{25} g$ for $g=x_{28} x_{30}-x_{27} x_{31} \in I_{F}$.

Moreover, in this case $\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)} \subsetneq \overline{\mathcal{V}_{F}}$. One can check that $I_{P}=\langle 1\rangle$, so that $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)=\emptyset$, but the reduced slack matrix with all variables set to 1 , for example, lies in $\mathcal{V}_{F}$. As we show in Lemma 7.6, the difference between these two varieties is the variety of an ideal generated by the product of some $(d+1)$-minors of $S_{F}(\mathbf{x})$. Denote this ideal by $K_{F}$, then more precisely, in the above example the ideal $K_{F}$ is generated by the product of all 5 -minors whose column indices are $\{1,2,4,5,6\}$ (corresponding to a flag) and whose row indices are of the form $\{i\} \cup J$, where $i=1, \ldots, 8$ and $J \in$
$\{\{2,3,5,7\},\{2,3,6,7\},\{3,4,6,7\},\{4,6,7,8\}\}$ are the vertex sets of the simplicial facets not in $F$.

Notice that, $\operatorname{dim} I_{F}=31-16=15$ in the polynomial ring in the variables of $I_{F}$, since there are 16 variables in the columns outside $F$. However, since $S_{F}(\mathbf{x})$ is an $8 \times 6$ matrix, we can scale $8+6-1=13$ variables (by [15, Lem. 5.2]), that leave us $15-13=2$ degrees of freedom.

Remark 7.5 Given a combinatorial polytopal sphere $P$, we can ask two different questions: checking whether $\mathcal{V}\left(I_{P}\right) \neq \emptyset$ is an algebraic question that concerns realizability of $P$ as a matroid, as in Example 7.4; proving that $\mathcal{V}_{+}\left(I_{P}\right) \neq \emptyset$ is a semialgebraic question that asks about the realization of $P$ as a polytope. Usually checking non-emptiness of semialgebraic sets is harder. Realizability of spheres is a classical problem: polytopal and non-polytopal 3-spheres with eight vertices were enumerated by Altshuler and Steinberg [2, 3], those with nine vertices were enumerated more recently by Firsching [11]. On the other hand, Bokowski and Sturmfels [5] described an algorithm to check polytopality of certain spheres. However, there are still many spheres for which it is not known whether they are polytopal or not, see e.g., [8, Sect. 5] and [31, Rem. 5.2]. For the matroid case similar realizability issues arise, as one can see in [12, 24].

From now on, instead of studying $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right)$, we can focus on $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)$ since they have the same Zariski closure, i.e.,

$$
\begin{equation*}
\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}=\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)^{*}\right)} . \tag{10}
\end{equation*}
$$

This is a consequence of the fact $\mathcal{V}\left(I_{P}\right)=\overline{\mathcal{V}\left(I_{P}\right)^{*}}$ and of basic properties of the Zariski topology.

In general, let $K_{F}$ be the ideal defined as in Example 7.4. That is, $K_{F}$ is the ideal generated by the product of the $(d+1)$-minors of $S_{F}(\mathbf{x})$ which are used to fill the additional columns of a slack matrix via the map GrV.
Lemma 7.6 Let F satisfy the conditions of Definition 7.2. Then

$$
\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}=\overline{\mathcal{V}_{F} \backslash \mathcal{V}\left(K_{F}\right)} .
$$

Proof By Remark 7.3, $\overline{\mathcal{V}\left(I_{P}\right)^{*}}=\overline{\mathcal{V}_{F} \backslash \mathcal{V}\left(K_{F}\right)}$, and hence the claim follows by (10).
Corollary 7.7 The variety $\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}$ is the union of some of the irreducible components of $\overline{\mathcal{V}_{F}}$. In particular, if $\overline{\mathcal{V}_{F}}$ is irreducible, then either $\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}$ is empty or

$$
\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}=\overline{\mathcal{V}_{F}}
$$

Proof First assume $\overline{\mathcal{V}_{F}}$ is irreducible. Then writing

$$
\overline{\mathcal{V}_{F}}=\left(\mathcal{V}\left(K_{F}\right) \cap \overline{\mathcal{V}_{F}}\right) \cup \overline{\overline{\mathcal{V}_{F}} \backslash \mathcal{V}\left(K_{F}\right)}
$$

tells us that either $\mathcal{V}_{F} \subset \mathcal{V}\left(K_{F}\right)$ or $\overline{\mathcal{V}_{F}}=\overline{\overline{\mathcal{V}_{F}} \backslash \mathcal{V}\left(K_{F}\right)}$. By Lemma 7.6, in the first case, we see that $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)=\emptyset$, and in the second case $\overline{\mathcal{V}_{F}}=\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}$.

A similar argument shows that if $\overline{\mathcal{V}_{F}}=\bigcup_{i=1}^{m} W_{i}$ for some irreducible components $W_{i}$, then $\overline{\overline{\mathcal{V}_{F}} \backslash \mathcal{V}\left(K_{F}\right)}=\bigcup_{j=1}^{s} W_{i_{j}}$ for some $i_{1}, \ldots, i_{s} \in\{1, \ldots, m\}$.

Notice that, in Example 7.4, $\overline{\mathcal{V}_{F}}$ is irreducible over the rationals, and since the decomposition of the proof of Corollary 7.7 is also over the rationals, we get that $\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)} \subsetneq \overline{\mathcal{V}_{F}}$ implies that $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)=\emptyset$.

Example 7.8 Consider the 3-polytope $P$ which has eight vertices and facets \{1357, $1458,2367,2468,5678,134,234\}$, pictured below. Then its symbolic slack matrix is


$$
S_{P}(\mathbf{x})=\left[\begin{array}{ccccccc}
0 & 0 & x_{1} & x_{2} & x_{3} & 0 & x_{4} \\
x_{5} & x_{6} & 0 & 0 & x_{7} & x_{8} & 0 \\
0 & x_{9} & 0 & x_{10} & x_{11} & 0 & 0 \\
x_{12} & 0 & x_{13} & 0 & x_{14} & 0 & 0 \\
0 & 0 & x_{15} & x_{16} & 0 & x_{17} & x_{18} \\
x_{19} & x_{20} & 0 & 0 & 0 & x_{21} & x_{22} \\
0 & x_{23} & 0 & x_{24} & 0 & x_{25} & x_{26} \\
x_{27} & 0 & x_{28} & 0 & 0 & x_{29} & x_{30}
\end{array}\right] .
$$

Notice that the set of five non-simplicial facets $F$ contains a flag, hence a reduced slack matrix is

$$
S_{F}(\mathbf{x})=\left[\begin{array}{ccccc}
0 & 0 & x_{1} & x_{2} & x_{3} \\
x_{5} & x_{6} & 0 & 0 & x_{7} \\
0 & x_{9} & 0 & x_{10} & x_{11} \\
x_{12} & 0 & x_{13} & 0 & x_{14} \\
0 & 0 & x_{15} & x_{16} & 0 \\
x_{19} & x_{20} & 0 & 0 & 0 \\
0 & x_{23} & 0 & x_{24} & 0 \\
x_{27} & 0 & x_{28} & 0 & 0
\end{array}\right],
$$

which gives a reduced slack ideal $I_{F}$ in the polynomial ring $\mathbb{R}\left[x_{1}, x_{2}, x_{3}, x_{5}, x_{6}, x_{7}, x_{9}\right.$, $\left.x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}, x_{16}, x_{19}, x_{20}, x_{23}, x_{24}, x_{27}, x_{28}\right]$ of dimension 16 with 41 generators. Notice that after scaling 12 rows and columns as in [15, Lem. 5.2], this results in a slack realization space of dimension 4 . Now taking as our flag all nonsimplicial facets except $\{1,3,5,7\}$ (and, for clarity, setting some entries to one as
remarked above) we see $\operatorname{GrV}\left(\rho\left(S_{F}(\mathbf{x})\right)\right)$ equals

$$
\left[\begin{array}{ccccccc}
0 & 0 & x_{1} & 1 & 1 & 0 & -x_{1} x_{10}+x_{9}+x_{10}-1 \\
x_{5} & 1 & 0 & 0 & 1 & x_{1} x_{10}-x_{9}-x_{10}+1 & 0 \\
0 & x_{9} & 0 & x_{10} & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & x_{16} & 0 & -x_{1} x_{9} x_{16}+x_{9} x_{16}+x_{9} & x_{9} x_{16}-x_{10}-x_{16} \\
1 & x_{20} & 0 & 0 & 0 & x_{1} x_{10} x_{20}-x_{10} x_{20}+x_{20} & -x_{10} x_{20} \\
0 & x_{23} & 0 & 1 & 0 & x_{1} x_{10} x_{23}-x_{1} x_{9}-x_{10} x_{23}+x_{9}+x_{23} & -x_{10} x_{23}+x_{9}-1 \\
1 & 0 & x_{28} & 0 & 0 & x_{9} x_{28} & -x_{10} x_{28}
\end{array}\right] .
$$

Since we know $P$ is realizable, the positive part of the slack variety will be non-empty. Taking all variables in the reduced slack matrix $S_{F}(\mathbf{x})$ to be positive, we can obtain a point $\mathbf{G r V}\left(\rho\left(S_{F}(\mathbf{s})\right)\right) \in \mathcal{V}_{+}\left(I_{P}\right)$ (and hence also restrict our maps to give equivalence of the actual realization spaces) by scaling as follows. Looking at the monomials in the last row, we can see that the second to last column is already positive, whereas the last column should be multiplied by -1 .

Next we claim that $\overline{\mathcal{V}_{F}}=\overline{\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)}$. Here we can prove this directly, without checking the irreducibility condition of Corollary 7.7. The ideal $K_{F}$ is generated by the product of the minors in the last two columns of the above matrix, and we can check that $I_{F}$ is already saturated by the product of these minors. Thus we get $\overline{\mathcal{V}_{F}} \backslash \mathcal{V}\left(K_{F}\right)=\overline{\mathcal{V}_{F}}$, which proves the claim using Lemma 7.6.

Proposition 7.9 Let P be a realizable polytope and F be a set of facets of $P$ satisfying the conditions of Definition 7.2. If $\overline{\mathcal{V}_{F}}$ is irreducible, then

$$
\mathcal{V}_{F} \times \mathbb{C}^{h} \cong \mathcal{V}\left(I_{P}\right)^{*}
$$

are birationally equivalent, where $h$ denotes the number of facets of $P$ outside $F$.
Proof The rational maps are as follows:

$$
\begin{aligned}
\mathcal{V}_{F} \times \mathbb{C}^{h} & \rightarrow \mathcal{V}\left(I_{P}\right)^{*} \\
\left(\mathbf{s}_{F}, \lambda_{1}, \ldots, \lambda_{h}\right) & \mapsto \operatorname{GrV}\left(\rho\left(\mathbf{s}_{F}\right)\right),
\end{aligned}
$$

where the $i$ th column of $\operatorname{GrV}\left(\rho\left(\mathbf{s}_{F}\right)\right)$ which is not in $F$ is scaled so its first nonzero entry is $\lambda_{i}$, and

$$
\begin{aligned}
\mathcal{V}\left(I_{P}\right)^{*} & \rightarrow \mathcal{V}_{F} \times \mathbb{C}^{h}, \\
\mathbf{s} & \mapsto\left(\pi_{F}(\mathbf{s}), \gamma_{1}, \ldots, \gamma_{h}\right),
\end{aligned}
$$

where $\gamma_{i}$ is the first nonzero entry of the $i$ th column of $\mathbf{s}$ which is not in $F$. That these maps are inverses follows from Lemma 7.1 and Corollary 7.7, where $\pi_{F}\left(\mathcal{V}\left(I_{P}\right)\right)$ is non-empty by assumption that $P$ is realizable.

Example 7.10 Let $P$ be the Perles projectively unique polytope with no rational realization defined in [17, p. 94]. This is an 8-polytope with 12 vertices and 34 facets with the additional feature that it has a non-projectively unique face. Its symbolic slack matrix $S_{P}(\mathbf{x})$ is a $12 \times 34$ matrix with 120 variables.

Let $S_{F}(\mathbf{x})$ be the following submatrix of $S_{P}(\mathbf{x})$ whose 13 columns correspond to non-simplicial facets:

$$
S_{F}(\mathbf{x})=\left[\begin{array}{ccccccccccccc}
0 & 0 & 0 & x_{1} & x_{2} & x_{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{4} & 0 & 0 & x_{5} & x_{6} & x_{7} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_{8} & 0 & 0 & x_{9} & x_{10} & 0 & 0 \\
0 & 0 & 0 & 0 & x_{11} & 0 & 0 & 0 & 0 & 0 & 0 & x_{12} & x_{13} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x_{14} & 0 & x_{15} & 0 & x_{16} & 0 \\
x_{17} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_{18} & 0 & x_{19} \\
0 & x_{20} & 0 & 0 & 0 & 0 & 0 & 0 & x_{21} & 0 & 0 & 0 & 0 \\
0 & 0 & x_{22} & 0 & 0 & x_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_{24} & 0 & 0 & x_{25} & 0 & 0 & 0 & x_{26} & 0 & 0 & 0 & 0 & 0 \\
0 & x_{27} & 0 & 0 & x_{28} & 0 & 0 & 0 & 0 & x_{29} & 0 & 0 & 0 \\
0 & 0 & x_{30} & 0 & 0 & 0 & x_{31} & 0 & 0 & 0 & 0 & 0 & x_{32} \\
0 & 0 & 0 & 0 & 0 & x_{33} & 0 & 0 & x_{34} & 0 & x_{35} & x_{36} & 0
\end{array}\right] .
$$

We then scale one entry in each column of $S_{F}(\mathbf{x})$ to 1 ; more precisely we set $x_{i}=1$ for $i=1,3,5,6,7,9,10,11,13,16,17,22,27$. Computing the slack ideal $I_{F}$ of this scaled matrix, one of the generators of $I_{F}$ is the polynomial

$$
f(\mathbf{x})=x_{15}^{2} x_{36}^{2}+x_{15} x_{35} x_{36}-x_{35}^{2}
$$

Its rehomogenization (with respect to the scaled variables) is

$$
\begin{aligned}
H(f(\mathbf{x})) & =\left(x_{10} x_{15} x_{36}\right)^{2}+\left(x_{10} x_{15} x_{36}\right)\left(x_{9} x_{16} x_{35}\right)-\left(x_{9} x_{16} x_{35}\right)^{2} \\
& =\left(x_{10} x_{15} x_{36}-\alpha_{1} x_{9} x_{16} x_{35}\right)\left(x_{10} x_{15} x_{36}-\alpha_{2} x_{9} x_{16} x_{35}\right),
\end{aligned}
$$

where $\alpha_{1}=(-1+\sqrt{5}) / 2, \alpha_{2}=(-1-\sqrt{5}) / 2$ are the roots of $x^{2}+x-1$. In [15, Thm. 5.3] we show that $\overline{\mathcal{V}_{F}}$ decomposes in at least two irreducible components, each coming from a factor of $H(f(\mathbf{x}))$ and containing a point that maps to $\mathcal{V}\left(I_{P}\right)^{*}$, proving that $\mathcal{V}\left(I_{P}\right)$ is reducible.

Remark 7.11 Using a similar argument we can further reduce the slack matrix. More precisely, once we have the matrix $S_{F}$, we can remove from it the rows of $S_{F}$ containing at most $d$ zeros such that their positions "span" the vertex corresponding to that row (i.e., the $k \leq d$ columns containing the zeros form a submatrix of rank $k$ ). Furthermore, the remaining matrix $S_{G}$ should still contain a flag ( $d+1$ triangular submatrix) and have the correct rank $d+1$.

Example 7.12 Recall the polytope of Example 7.8. Its reduced slack matrix has the form

$$
S_{F}(\mathbf{x})=\left[\begin{array}{ccccc}
0 & 0 & x_{1} & x_{2} & x_{3} \\
x_{5} & x_{6} & 0 & 0 & x_{7} \\
0 & x_{9} & 0 & x_{10} & x_{11} \\
x_{12} & 0 & x_{13} & 0 & x_{14} \\
0 & 0 & x_{15} & x_{16} & 0 \\
x_{19} & x_{20} & 0 & 0 & 0 \\
0 & x_{23} & 0 & x_{24} & 0 \\
x_{27} & 0 & x_{28} & 0 & 0
\end{array}\right],
$$

and vertices $2,4,5,8$, for example, form a submatrix that still contains a $4 \times 4$ triangular submatrix. Thus a "super reduced" slack matrix for $P$ would be

$$
\left[\begin{array}{ccccc}
x_{5} & x_{6} & 0 & 0 & x_{7} \\
x_{12} & 0 & x_{13} & 0 & x_{14} \\
0 & 0 & x_{15} & x_{16} & 0 \\
x_{27} & 0 & x_{28} & 0 & 0
\end{array}\right]
$$

which again we scale according to [15, Lem. 5.2] to get

$$
S_{G}(\mathbf{x})=\left[\begin{array}{ccccc}
1 & 1 & 0 & 0 & 1 \\
x_{12} & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 \\
1 & 0 & x_{28} & 0 & 0
\end{array}\right]
$$

Reconstructing rows 6 and 7 is a straightforward application of $\mathbf{G r V}$ to $S_{G}(\mathbf{x})^{\top}$. To reconstruct rows 1 and 3 , notice that we maintain the correct rank and zero pattern by filling row 1 with $\left[\begin{array}{lll}v_{1} & \ldots & v_{4}\end{array}\right] S_{G}(\mathbf{x})$ where $\mathbf{v}^{\top}=\left[\begin{array}{lll}v_{1} & \ldots & v_{4}\end{array}\right]$ is an element of the left kernel of the submatrix of $S_{G}(\mathbf{x})$ consisting of its first and second columns (where we want the zeros in row 1). Since we have two instead of $d=3$ zeros in these rows, the kernel will be 2 -dimensional instead of 1 -dimensional (i.e., where the column/row is unique up to scaling). Filling out the rows as such we get the following slack matrix.

$$
\left[\begin{array}{ccccc}
0 & 0 & -x_{12} x_{28} y_{1}+y_{0}+y_{1} & y_{0} & y_{1} \\
1 & 1 & 0 & 0 & 1 \\
0 & x_{12} z_{0}+z_{1} & 0 & x_{28} z_{1}+z_{0} & x_{12} z_{0}-z_{0}+z_{1} \\
x_{12} & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 \\
-x_{12} x_{28}+x_{28}+1 & x_{28} & 0 & 0 & \\
0 & 1 & 0 & -x_{12} x_{28}+x_{28}+1 & 0 \\
1 & 0 & x_{28} & 0 & 0
\end{array}\right]
$$

Finally notice that since $S_{G}(\mathbf{x})$ is a $4 \times 5$ matrix, its slack ideal is trivial. Thus we see that the dimension of the slack variety from this parametrization is 2 (free variables $\left.x_{12}, x_{28}\right)+1+1($ extra dimension from each 2-dimensional kernel $)=4$ which agrees
with what we found in Example 7.8. To see this explicitly, notice that in the first row, $y_{1}$ cannot be zero, so we can let $y=y_{0} / y_{1}$ and scale the first row by $y_{1}$. In the third row, $x_{12} z_{0}+z_{1}$ should not be zero, so that we scale this to be one in this row. Then letting $z=z_{0} /\left(x_{12} z_{0}+z_{1}\right)$, we get the following slack matrix with exactly four free variables.

$$
\left[\begin{array}{ccccc}
0 & 0 & -x_{12} x_{28}+y+1 & y & 1 \\
1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & x_{28}-x_{12} x_{28} z+z & 1-z \\
x_{12} & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 \\
-x_{12} x_{28}+x_{28}+1 & x_{28} & 0 & 0 & \\
0 & 1 & 0 & -x_{12} x_{28}+x_{28}+1 & 0 \\
1 & 0 & x_{28} & 0 & 0
\end{array}\right] .
$$

Example 7.13 Recall the non-polytopal 3-sphere $P$ of Example 7.4. Its reduced slack matrix is

$$
S_{F}(\mathbf{x})=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & x_{1} \\
0 & 0 & 0 & 0 & x_{6} & x_{7} \\
0 & 0 & x_{10} & x_{11} & x_{12} & 0 \\
0 & 0 & x_{14} & x_{15} & 0 & 0 \\
0 & x_{18} & 0 & x_{19} & 0 & 0 \\
x_{23} & 0 & x_{24} & 0 & 0 & x_{25} \\
x_{27} & x_{28} & 0 & 0 & x_{29} & 0 \\
x_{30} & x_{31} & 0 & 0 & 0 & 0
\end{array}\right],
$$

and vertices $1,2,3,5,6,7$ form a submatrix containing a triangle. Thus a "super reduced" slack matrix for $P$ with entries scaled according to [15, Lem. 5.2] would be

$$
S_{G}(\mathbf{x})=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & x_{19} & 0 & 0 \\
x_{23} & 0 & x_{24} & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Reconstructing rows 4,8 by applying $\mathbf{G r V}$ to $S_{G}(\mathbf{x})^{\top}$ and columns $7-10$ by a second application of $\mathbf{G r V}$ to the resulting matrix, we get that $\mathbf{G r V}\left(\rho\left(S_{F}(\mathbf{x})\right)\right)$ equals

$$
\left[\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 1 & 1 & -x_{23} & x_{19} x_{23}^{2} & x_{10}^{2} x_{23}^{2} x_{24} \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & x_{19} x_{23}^{2} & x_{19}^{2} x_{23}^{2} x_{24} \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -x_{24} & -x_{19} x_{23} & 0 & 0 & -x_{19} x_{23} & x_{19} x_{23}^{2} & 0 & 0 \\
0 & 1 & 0 & x_{19} & 0 & 0 & 0 & -x_{19} x_{23}-x_{23}-1 & x_{19} x_{23} & x_{19}^{2} x_{23} x_{24} \\
x_{23} & 0 & x_{24} & 0 & 0 & 1 & x_{19} x_{23}+x_{23}+1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
x_{19} x_{24} & x_{19} x_{24} & 0 & 0 & 0 & 0 & x_{19} x_{24} & -x_{19} x_{23} x_{24} & \mathbf{0} & 0
\end{array}\right] .
$$

Notice that in the above matrix there are two extra zeros (highlighted) with respect to $S_{P}(\mathbf{x})$. Hence, we can immediately conclude that $P$ is not realizable, without computing the slack ideal $I_{G}$. Notice that the presence of these extra zeros may depend on the choice of the flag. For some choices we get the extra zeros only after reducing the entries $\bmod I_{G}$.

Finally, we illustrate the power of this technique on a quasi-simplicial 4-sphere constructed by Criado and Santos in 2019 [8]. This sphere is one of four small (topological) prismatoids constructed as a combinatorial abstraction of the (geometric) prismatoids introduced by Santos in his construction of a counterexample to the Hirsch conjecture. These four prismatoids were shown to be non-Hirsch and shellable, but it is an open question whether they are realizable as polytopes. As a final example of how to apply our new techniques, we show non-realizability of one such prismatoid below.

Example 7.14 Let $P$ be the combinatorial polytope, labeled \# 1963 in [8], with 14 vertices labeled $0,1, \ldots, 13$ and with the following 94 facets:

$$
\begin{aligned}
& \{0,1,2,3,4,5,6\},\{7,8,9,10,11,12,13\},\{0,1,2,6,10\},\{0,1,4,7,11\}, \\
& \{0,2,3,8,10\},\{1,2,6,9,13\},\{1,4,7,8,11\},\{2,4,7,9,10\}, \\
& \{2,5,8,9,10\},\{5,7,8,10,11\},\{0,1,2,3,10\},\{0,2,4,7,11\}, \\
& \{1,2,3,8,10\},\{1,2,5,9,13\},\{2,4,7,8,11\},\{1,2,7,9,12\}, \\
& \{2,5,8,9,11\},\{6,7,8,11,12\},\{0,1,3,4,11\},\{0,1,3,7,11\}, \\
& \{0,2,3,8,11\},\{1,2,5,9,12\},\{2,4,7,8,10\},\{2,5,7,9,12\}, \\
& \{2,6,8,9,11\},\{3,7,8,12,13\},\{0,2,3,4,11\},\{0,1,4,7,12\}, \\
& \{0,2,6,8,11\},\{0,1,5,9,12\},\{2,5,7,8,11\},\{2,5,7,9,10\}, \\
& \{1,3,7,9,13\},\{5,7,9,10,11\},\{1,2,3,4,11\},\{0,2,4,7,12\}, \\
& \{1,2,3,8,11\},\{0,1,3,9,12\},\{2,5,7,8,10\},\{0,5,7,9,12\}, \\
& \{1,4,7,9,13\},\{6,7,9,11,12\},\{0,1,4,5,12\},\{0,2,5,7,12\}, \\
& \{1,2,4,8,11\},\{0,1,5,9,13\},\{1,3,7,8,11\},\{0,5,7,9,11\}, \\
& \{1,6,8,9,13\},\{4,7,8,9,10\},\{0,2,4,5,12\},\{0,2,5,7,11\}, \\
& \{1,2,4,8,10\},\{0,2,5,9,13\},\{0,3,7,8,11\},\{0,6,7,9,11\}, \\
& \{0,6,8,9,13\},\{5,8,9,10,11\},\{1,2,4,5,12\},\{1,2,4,7,12\}, \\
& \{0,1,6,8,13\},\{0,2,5,9,11\},\{0,6,7,8,11\},\{0,6,7,9,12\}, \\
& \{0,6,8,9,12\},\{6,8,9,11,12\},\{0,1,5,6,13\},\{0,1,3,7,12\}, \\
& \{0,1,3,8,13\},\{0,2,6,9,13\},\{0,3,7,8,12\},\{1,3,7,9,12\}, \\
& \{0,3,8,9,12\},\{3,7,9,12,13\},\{0,2,5,6,13\},\{0,1,6,8,10\}, \\
& \{1,2,6,9,10\},\{0,2,6,9,11\},\{0,6,7,8,12\},\{1,6,8,9,10\}, \\
& \{1,4,8,9,13\},\{4,7,8,9,13\},\{1,2,5,6,13\},\{0,2,6,8,10\}, \\
& \{1,2,4,9,10\},\{0,1,3,9,13\},\{1,3,7,8,13\},\{1,4,8,9,10\}, \\
& \{0,3,8,9,13\},\{3,8,9,12,13\},\{0,1,3,8,10\},\{1,2,4,7,9\}, \\
& \{1,4,7,8,13\},\{2,6,8,9,10\} .
\end{aligned}
$$

The set of facets $F=\left\{F_{0}, F_{1}, F_{2}, F_{3}, F_{4}, F_{10}\right\}$ is a flag and the corresponding reduced slack matrix for $P$ with the maximum number of variables set to one is the following:

$$
S_{F}(\mathbf{x})=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & x_{10} & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & x_{18} & 0 & 0 \\
0 & 1 & x_{22} & x_{23} & 0 & 0 \\
0 & x_{33} & x_{34} & 0 & x_{35} & 1 \\
0 & x_{43} & x_{44} & x_{45} & x_{46} & 1 \\
0 & 1 & 0 & 1 & 1 & 1 \\
x_{68} & 0 & x_{69} & 0 & x_{70} & 1 \\
x_{76} & 0 & x_{77} & x_{78} & 0 & 1 \\
x_{85} & 0 & x_{86} & x_{87} & x_{88} & 1 \\
x_{95} & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & x_{105} & 1 \\
x_{113} & 0 & x_{114} & x_{115} & x_{116} & 1 \\
x_{127} & 0 & x_{128} & x_{129} & x_{130} & 1
\end{array}\right]
$$

Now we reconstruct the remaining columns of the slack matrix. We can then recursively determine the sign of each column, as in Example 7.8, by looking for monomial entries and setting the sign of all the entries of that column so they are positive. For example, if we reconstruct facet $\{0,2,6,8,10\}$ we get

$$
\left[\begin{array}{c}
0 \\
-x_{18} x_{77} x_{95} \\
0 \\
-x_{18} x_{22} x_{95} \\
-x_{18} x_{35} x_{77} x_{95}-x_{18} x_{34} x_{95}+x_{18} x_{77} x_{95} \\
-x_{18} x_{46} x_{77} x_{95}-x_{18} x_{44} x_{95}+x_{18} x_{77} x_{95} \\
0 \\
-x_{18} x_{70} x_{77} x_{95}-x_{18} x_{69} x_{95}+x_{18} x_{77} x_{95} \\
0 \\
-x_{18} x_{77} x_{88} x_{95}+x_{18} x_{77} x_{95}-x_{18} x_{86} x_{95} \\
0 \\
-x_{18} x_{77} x_{95} x_{105}+x_{18} x_{77} x_{95}-x_{18} x_{95} \\
-x_{18} x_{77} x_{95} x_{116}+x_{18} x_{77} x_{95}-x_{18} x_{95} x_{114} \\
-x_{18} x_{77} x_{95} x_{130}+x_{18} x_{77} x_{95}-x_{18} x_{95} x_{128}
\end{array}\right]
$$

which tells us that we must change the sign of each entry in the column to get positive entries.

From this process, we get a collection of polynomials that must be simultaneously positive. In particular, from this matrix we get polynomials that imply the inequalities $x_{76}>x_{77}>x_{34}>1$. Furthermore, we have degree 2 polynomials including
$-x_{34} x_{76}+x_{34}+x_{76}-x_{77}>0$. The first inequalities give us

$$
\frac{x_{76}-x_{77}}{x_{76}-1}<1
$$

while the second gives

$$
\frac{x_{76}-x_{77}}{x_{76}-1}>x_{34}
$$

which is a contradiction to $x_{34}>1$. Thus we have found a subset of the entries of the slack matrix which cannot be simultaneously positive, so that $P$ is not realizable.

This example illustrates how we have successfully leveraged the connections established earlier in the paper to streamline slack ideal computations. For some polytopes, this simplification can be very significant. As we have seen, we can now automatically tackle, for instance, questions of realizability, rational realizability, or dimensionality of the realization space that were previously, with the standard slack ideal approach, outside the capabilities of computer algebra systems. These examples could potentially be further improved by recourse to numerical tools for analyzing real semialgebraic sets. The new approach to slack computations presented in this section highlights that framing the different models for realization spaces in a common setting, as we do in this paper, not only gives us a useful dictionary to jump between viewpoints, but may allow us to develop new tools for studying realization spaces.
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