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The LUX-ZEPLIN (LZ) experiment is a dark matter detector centered on a dual-phase xenon time
projection chamber. We report searches for new physics appearing through few-keV-scale electron recoils,
using the experiment’s first exposure of 60 live days and a fiducial mass of 5.5 t. The data are found to be
consistent with a background-only hypothesis, and limits are set on models for new physics including solar
axion electron coupling, solar neutrino magnetic moment and millicharge, and electron couplings to
galactic axionlike particles and hidden photons. Similar limits are set on weakly interacting massive
particle (WIMP) dark matter producing signals through ionized atomic states from the Migdal effect.

DOI: 10.1103/PhysRevD.108.072006

I. INTRODUCTION

Liquid xenon (LXe) time projection chambers (TPCs)
are the most sensitive technology searching for weakly
interacting massive particle (WIMP) dark matter via keV-
scale nuclear recoils (NRs) [1–3]. Detectors of this type are
also sensitive to numerous beyond the standard model
(BSM) physics processes that would be expected to
generate signals in the electron recoil (ER) channel
[4,5]. Recently, the LUX-ZEPLIN (LZ) collaboration
presented WIMP search results for its first science expo-
sure, using a fiducial mass of 5.5 tonnes over a period of 60

live days [6]. Here, we present searches for new physics
signatures in the ER channel using the same exposure, and
employing both the same data selection criteria and the
same models of detector response. We search for evidence
of recoiling electrons from interactions with solar axions,
axionlike particles, and hidden photons, as well as non-
standard interactions with solar neutrinos coming from
magnetic moments and millicharge. Additionally, we
search for WIMP-xenon scattering via the Migdal effect,
which produces electrons from atomic ionization. These
searches exploit sensitivities to energy depositions between
∼1 and ∼15 keV, with signals expressed as either a line-
feature or characteristic spectral shape within this range.
The method of statistical inference uses the same methods
as the WIMP analysis [6], with one change: time is added
as an additional parameter of interest to take advantage of
well-understood temporal variation in ER backgrounds,
specifically the decay of 37Ar and 127Xe. In all tested new
physics models, the data agree well with the background-
only hypothesis, allowing exclusion of the specific signal
model at a defined level of confidence.
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II. DETECTOR, DATA AND SELECTION
TREATMENT

The LZ detector is described in Refs. [6–8]. It is located
within the Davis Cavern at the Sanford Underground
Research Facility (SURF) in Lead, South Dakota. A
1100 m rock overburden provides shielding from cosmic
ray muons equivalent to 4300 m of water, reducing their
flux by a factor of 3 × 106 [9,10]. The central region of the
LXe TPC is shielded from ambient radiation of the local
environment by surrounding layers of active and passive
materials: an instrumented LXe “skin” detector, an instru-
mented outer detector containing 17 t of gadolinium-loaded
liquid scintillator, and a surrounding tank filled with 238 t
of ultrapure water. Radiopurity requirements were main-
tained through construction [11], and the observed back-
ground rates have been described in Ref. [12].
The central TPC consists of a vertical cylinder 145.6 cm

in diameter and height (when cold), lined with reflective
polytetrafluoroethylene. Titanium rings and four wire-mesh
electrode grids form a field cage to establish a near-uniform
193 V=cm vertical electric field throughout the drift region.
The TPC is instrumented with two arrays of Hamamatsu
R11410-20-type three-inch photomultiplier tubes (PMTs),
253 PMTs at the top and 241 PMTs at the base.
Energy depositions occurring within the TPC produce

vacuum ultraviolet (VUV) scintillation photons (S1) and
ionization electrons which drift under the electric field to
the liquid surface. Gate and anode electrodes establish an
extraction field of 7.3 kV=cm in gas just above at the center
of the surface, drawing the ionization electrons into the gas
where secondary scintillation is produced (S2). The ratio of
S2 and S1 signal amplitudes may be used to discriminate
between NR and ER type energy depositions.
Using monoenergetic calibration sources dispersed into

the LXe (83mKr and 131mXe), the position dependence of the
S1 signal can be observed and accounted for by normalizing
all positions to the geometric center of the detector; this
“corrected” value of S1 is called S1c. Similarly, the S2 signal
is normalized to the radial center and top (shortest drift time)
of the TPC; this corrected value is called S2c. As reported in
Ref. [6], the size of the S1 corrections is on average 9%, and
the size of the S2 corrections is on average 11% in the fx; yg
plane. The S2 correction in z (due to time-dependent
variation in the probability for electrons to be captured by
electronegative impurities) averages 7%. Corrected param-
eters are uniform across the TPC to within 3%.
After the search period concluded, tritium in the form of

3H-labeled CH4 was used as a calibration source. Detector
and Xe response parameters of NEST 2.3.7 [13] are tuned to
match the median and widths of 3H calibration data in
fS1c; log10S2cg space, and simultaneously match the
reconstructed energies of the 83mKr (41.5 keV), 129mXe
(236 keV), and 131mXe (164 keV) peaks. Using the S1c and
S2c quantities, the photon detection efficiency, g1, is found
to be 0.114� 0.002 phd=photon and the gain of the

ionization channel, g2, to be 47.1� 1.1 phd/electron.
Here, phd refers to photons detected, the signal size
accounting for the double photoelectron effect in response
to VUV photons [14,15].
Data reported here are from Science Run 1, which ran

from 23 Dec 2021 to 11 May 2022 under stable detector
conditions. Event selection follows Ref. [6], resulting in a
total live time of 60� 1 d and a fiducial volume LXe mass
of 5.5� 0.2 t. A region of interest (ROI), within which the
ER response is well constrained by a tritium calibration, is
defined for S1c in the range 3–80 phd, uncorrected S2
greater than 600 phd (≳10 extracted electrons), and S2c
less than 105 phd. The data of Science Run 1 is shown in
the fS1c; log10S2cg plane in Fig. 1, along with contours

FIG. 1. The SR1 search data (black points) is plotted in the
fS1c; log10S2cg space, after all cuts and selections are applied.
For illustration purposes, the exposure is shown separated into
two periods of equal live time (top panel is the first half of SR1,
bottom panel is the second half). In both panels, the 1σ and 2σ
regions are indicated for various background model components:
37Ar (orange contours), 127Xe (green contours), 8B (filled green),
and the broad-spectrum ER background encompassing 212Pb,
214Pb, 85Kr, and external gammas (filled gray). The solid red line
indicates the median, the dashed the 10% and 90%, quantiles of a
flat NR background. Thin gray lines indicate contours of constant
ER energy, with a spacing of 2 keVee. A reduction in 37Ar rate is
the dominant change between the two time periods.
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indicating the background components considered in this
analysis. The efficiency as a function of true ER energy,
shown in Fig. 2, is assessed on a simulated ER dataset. Data
selection efficiency is measured using calibration data
including tritium and AmLi.
For this analysis, the detector tuning, data selections, and

data quality acceptances were defined or calculated using a
combination of dedicated calibration datasets, simulations,
and/or sideband analyses so as to mitigate bias in data
selection and modeling. The primary sideband dataset was
formed by selecting data at energies outside the ROI, e.g,
S1c > 80 phd. Constraints on background model rates, as
discussed in detail in Ref. [12], were calculated using
measurements of populations in high energy sidebands and/
or with dedicated simulations. More detailed descriptions
of analysis cuts and methods are given in Ref. [6].

III. SIGNAL MODELS

In this section we discuss several BSM physics scenarios
that would produce low-energy ER signals in the active LXe
volume. Each signal model is characterized by its energy
spectrum and integrated interaction rate as a function of the
relevant cross section, coupling constant, or other physical
parameter. A brief description of the theoretical motivation
and production mechanism for each signal is given.
To translate recoil spectra (in true energy) to correspond-

ing fS1c; log10S2cg observables, energy spectra for
each physics signal are passed as inputs through the
simulation chain utilizing NEST and the detector response
model, as tuned to calibrations. As with the modeling of

backgrounds, the same suite of data selections and data
quality acceptances has been applied to these signal models
in the reconstructed observable space. These simulated
signal distributions in fS1c; log10S2cg space are then
employed as probability distribution functions (PDFs)
for statistical inference.
The S1c and S2c amplitudes can be combined into a

metric of reconstructed energy given by Erec ¼WðS1c=g1þ
S2c=g2Þ, where the signals are assumed to be of ER origin
and where the work function W ¼ 13.5 keV=quantum is
assumed [16]. This simple reconstructed energy quantity is
used for the contours of Fig. 1 and the solid spectra of
Fig. 3. This reconstructed energy metric can be improved in
both resolution and accuracy by first deweighting the S1c
contribution to the sum, and then by rescaling the overall
sum to correct its mean. This optimized Erec quantity is
described in Sec. 3.1.2 of Ref. [16], demonstrated on
experimental data in Ref. [17], and illustrated for one
example signal model in Fig. 3. While an optimized Erec
quantity would provide greater sensitivity to new physics
searches, any 1D energy metric suffers some loss in
sensitivity compared to the 2D fS1c; log10S2cg space used
in this work for statistical inference.

A. Electromagnetic properties of solar neutrinos

Under the Standard Model (SM), neutrinos are electri-
cally neutral but express tiny electromagnetic couplings via

FIG. 2. Signal efficiency as a function of simulated true ER
energy for the trigger (blue), the ≥ threefold coincidence and
> 3 phd threshold on S1c (orange), single-scatter (SS)
reconstruction and analysis cuts (green), and the search ROI in
S1 and S2 (black). The inset shows the low-energy behavior, with
the dotted line at 1.56 keV marking 50% efficiency. The data
quality acceptance error band (gray) is assessed using AmLi and
tritium data. The NEST model uncertainties (purple) are discussed
in the Appendix.

FIG. 3. Reconstructed energy (keVee) spectra for the back-
ground-only model (gray) and representative signal models: solar
axion (orange), solar neutrino magnetic moment (green), solar
neutrino millicharge (red), spin independent WIMPs undergoing
the Migdal effect (blue), and axionlike particles (ALPs) (purple).
To produce these spectra, the detector S1 and S2 response is
simulated and then all data selections, thresholds, and data quality
acceptances are applied. This standard reconstructed energy
quantity can be improved by applying an unequal weighting
to the sum of S1c and S2c (see text for details), and we illustrate
the advantage of an unequal weighting by showing an alternative
reconstruction of the example ALP signal.
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radiative corrections. The electromagnetic properties con-
sidered in this work are magnetic moment μν and milli-
charge qν. These moments can be parametrized in terms of
the Bohr magneton, μB, and electron charge, e0, respec-
tively. Detection of these electromagnetic moments at the
scales currently testable in experiment would provide
evidence of beyond the standard model (BSM) physics
and distinguish between the Dirac or Majorana nature of
the neutrino [18–20].
Following [20], the electromagnetic terms add to the

electroweak neutrino-electron scattering cross section (for
an unbound electron) as

dσ
dEr

≃
�
dσ
dEr

�
EW

þ πα2

m2
e

�
1

Er
−

1

Eν

��
μν
μB

�
2

þ 2πα

me

�
1

E2
r

�
q2ν; ð1Þ

where α is the fine structure constant,me the electron mass,
Er the energy of the recoiling electron, and Eν is the
neutrino energy. Given the few-keV scale of Er in this
work, Er ≪ Eν, meaning that the magnetic moment and
millicharge differential rates fall as E−1

r and E−2
r respec-

tively, as seen in Fig. 3. In both cases the recoil rate scales
with the square of their respective electromagnetic moment
(either μ2ν or q2ν).
Corrections are required to Eq. (1) for the bound state of

the Xe electrons. This work relies on Ref. [21] for the
modeling of these effects, in which a relativistic random
phase approximation calculation is carried out specific to
electrons in Xe atomic states. These bound-state effects
lead to small decreases in the rate at the lowest energies
and, as in the photoelectric effect, cause discontinuities in
the spectrum at the electron shell energies.
LZ is sensitive to the “effective” electromagnetic proper-

ties of the solar neutrino flavor-mixture. From the additive
nature of the terms in Eq. (1), neutrino couplings via
electromagnetic moments can be treated as separate signals,
added on top of the standard electroweak process.
Sufficiently high values of either μν or qν lead to excess
rates above background peaking at threshold, falling as E−1

r

and E−2
r , respectively. Following Ref. [21] and solar

neutrino fluxes as described in Ref. [22], only the three
neutrino fluxes which dominate sensitivity are considered
(pp, 7Be, CNO).

B. Solar axions

The axion is a pseudoscalar Nambu-Goldstone boson
that results from the Peccei-Quinn mechanism [23] intro-
duced to interpret the small neutron electric dipole moment,
often termed the strong CP problem. In the Peccei-Quinn
mechanism, an additional U(1) global chiral symmetry is
included in the QCD Lagrangian, representing a dynamical
field; axions are the μeV=c2-scale particle associated with

this field, with couplings to leptons, hadrons, and photons.
With these properties, axion production is possible within
stars via nuclear and thermal processes: axions produced in
the Sun are called solar axions. These mechanisms and their
corresponding couplings are:

(i) axion-electron coupling: atomic, bremsstrahlung
and Compton (ABC) [24].

(ii) axion-nucleon coupling: 57Fe deexcitation [25].
(iii) axion-photon coupling: Primakoff effect [26].
The interaction of interest in LZ is the axion-electron

coupling; this occurs via the axio-electric effect, analogous
to the photoelectric effect, allowing atomic ionization by
absorption of axions. The axion-electron coupling has a
coupling constant given as gae. Following Refs. [27,28], the
cross section for the axioelectric effect is given as

σA ¼ σPEðEAÞ
gae2

βA

3EA
2

16παme
2

�
1 −

β2=3A

3

�
; ð2Þ

where σPE is the cross section for the xenon photoelectric
effect in barns, EA is the axion total energy, and βA is the
ratio of the axion velocity to the speed of light. Solar
production via the ABC process is dominant compared to
the Primakoff effect and 57Fe deexcitation, and so con-
servatively only the solar axion flux from the ABC process
is considered in this work. The signature of solar axions in
LZ would be an excess of events as seen in Fig. 3: an
approximately exponentially falling yield coupled to the
detector threshold and an L-shell absorption edge of the
axioelectric effect leading to a characteristically double
peaked spectrum. We limit our searches to solar axion
masses < 1 keV=c2 such that their rest mass does not
significantly affect the results.

C. Axionlike particles

The symmetry-breaking framework invoked to solve the
strong CP problem, which motivates the QCD axion, is
also used in other BSM theories in which there is breaking
of a global U(1) symmetry, with the prediction of pseu-
doscalar Nambu Goldstone bosons known as “axionlike”
particles (ALPs). Similar light scalars are also predicted to
result from higher dimensional gauge fields that are generic
in string theories [29–33]. In general, ALPs are far less
constrained than standard QCD axions, allowing masses
and couplings over a much larger parameter space. As with
solar axions, ALPs could be detected in LZ as absorption
via the axioelectric effect. In the case of galactic ALPs,
where the velocity is nonrelativistic, the spectral signature
is a monoenergetic peak (a line feature) corresponding to
the ALP rest mass. An example ALP signal at mALP ¼
10 keV is shown in Fig. 3 to illustrate the effect of finite
energy resolution.
Following Refs. [27,34] and using factors from Ref. [35],

if ALPs constitute all of the cold dark matter (DM) in
the galaxy with ρ ¼ 0.3 GeV=cm3 [36], the expected
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ALP event rate (kg−1 day−1) in an earthbound detector is
given by

RALP ≃
1.5 × 1019

A
g2aeσPEmALP; ð3Þ

where A is the average mass number of xenon (131.29),
mALP is ALP mass in keV=c2, and gae is the ALP-electron
coupling constant.

D. Hidden photons

The hidden photon (HP) (also called a “dark photon”) is
a hypothetical Uð1Þ0 vector gauge boson within a hidden
sector. Hidden photons can obtain a mass through hidden
Higgs or a Stückelberg mechanism and interact with the
visible sector through loop-induced kinetic mixing with
Standard Model hypercharge Uð1Þγ gauge bosons [37]. If
HPs were nonthermally produced via the misalignment
mechanism, they can reproduce the present-day dark matter
relic abundance [38].
As is the case for ALPs, the absorption of a HP to a

bound electron is again analogous to the photoelectric
effect, with the photon energy replaced by the HP rest mass
mHP. Following the prescription in Ref. [34] and prefactors
in Ref. [35], if HP constitutes the DM in the universe, the
HP absorption rate (kg−1 day−1) in a terrestrial detector is
given by

RHP ≃
4.7 × 1023

A
κ2

σPE
mHP

; ð4Þ

where mHP is HP mass in keV=c2, and κ is the HP kinetic
mixing parameter.

E. Midgal signals from WIMP recoils

The Migdal effect refers to the suppressed but nonzero
probability of a transition to an ionized atomic state
during the initial dark matter scattering process [39].
Through this inelastic scattering process, a NR can
appear as a signal that is predominantly of ER character,
with a larger fraction of the recoil energy appearing in the
observable fS1c; log10S2cg signals. The search for WIMP-
induced signals produced via the Migdal effect is now a
common experimental method for extending sensitivity to
lighter WIMP masses [40–44]. It has also been proposed
that in response to a recoiling nucleus, a photon could be
emitted via bremsstrahlung. This effect has been quantified
in Ref. [45] and considered by LUX in Ref. [40].
Bremsstrahlung signals are not considered in this work
due to their negligible rate compared to the Migdal process.
As in previous Migdal analyses of nuclear recoil dark

matter scattering in Xe [40,42,43], the signal model in this
analysis relies on Ref. [39]. Also in common with previous
analyses, we do not include the n ¼ 5 contributions of the

outermost electron shell. We also exclude n ¼ 1 and n ¼ 2
contributions because these inner orbitals contribute neg-
ligibly to the total spectrum. Alternative calculations of the
Migdal effect in Xe typically show good agreement with
this signal model, particularly for the n ¼ 3 and n ¼ 4
states of interest [46,47].
When simulating the expected response of LZ to the

Migdal signal model, we consider only its ER component,
eliminating any discrimination power from the small addi-
tional NR component of the recoil. As can be seen in Fig. 3,
the Migdal signal models are some of the steepest-falling
spectra included in this analysis, meaning these models are
the most strongly sensitive to models of detector response
at threshold. We discuss this point further in the Appendix.
We also note that dedicated neutron scattering studies are

ongoing with the goal of calibrating the Migdal effect in
LXe (for n ¼ 2 and n ¼ 3) [48–50]. Because these cali-
bration efforts are preliminary and ongoing, we note them
but do not yet include them in the current work.

IV. STATISTICAL ANALYSIS

In this work, frequentist hypothesis tests based on the
profile likelihood ratio method are used to exclude signal
models described in Sec. III. The statistical inference of the
various model parameters of interest is performed with an
unbinned profile likelihood statistic with a two-sided
construction of the 90% confidence bounds as detailed
in Refs. [36,51]. This work also relies on the same
simulation framework as Refs. [6,12], using the Geant4-
based package BACCARAT [52,53] and a custom simulation
of the LZ detector response using the tuned NEST model
[54]. For this work, NEST version 2.3.12 [55] was used.
(While NEST version 2.3.7 was used in Refs. [6,12],
comparison tests were performed to ensure v2.3.7 and
v2.3.12 give indistinguishable model outputs.) Detector
parameters and model inputs remain unchanged from
Refs. [6,12]. Sensitivity to NEST parameter variation is
explored in the Appendix. Background model components
receive the same normalizations and constraints as used in
Refs. [6,12].
This work builds on the analysis and statistical frame-

work of LZ’s first results [6]. The one change to this
framework is the inclusion of time dependence in the
likelihood construction: the included observables are
fS1c; log10S2c; timeg. Given the significant rate of ER
backgrounds in the ER signal region of fS1c; log10S2cg,
the inclusion of time potentially allows for increased
sensitivity. Specifically, the rates of the 37Ar and 127Xe
components are modeled as exponentially falling with their
35.0 d and 36.3 d half-lives, respectively [56–58]. The 37Ar
and 127Xe initial rates are consistent with expectation from
above-ground cosmogenic activation (see Refs. [12,58])
and the subsequent rates are consistent with exponential
decay at the expected half-lives (see Ref. [12]).
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Time dependence of the 222Rn daughter 214Pb was also
considered, exploring whether the 214Pb rate varied sig-
nificantly over the course of the exposure. Such variation
could potentially arise from, for example, otherwise unno-
ticed small variation in LXe convection and thermody-
namic conditions. The rates of 218Po and 214Po (species
which precede and follow 214Pb in the decay chain) were
monitored from their alpha decays, and no significant time
dependence was observed.
Several of the signal models discussed in Sec. III are

expected to exhibit a small time dependence (for example a
∼6%modulation in the case of solar fluxes of neutrinos and
axions). This signal model time dependence was not
included due to the small scales of variation expected
and the short (∼5 month) exposure duration. The rate of
each signal model was taken to be constant, at the yearly
average rate.
The signal or background component PDF is constructed

as the product of the appropriate time-independent PDF in
fS1c; log10S2cg and the component’s time-dependent
expected number of counts, g(T). This time dependence
is itself the product of two terms:

gðTÞ ¼ tliveðTÞ × RðTÞ ð5Þ

where R(T) is the physical rate of the component (either a
constant rate or an exponential decay in the case of 37Ar and
127Xe), and tliveðTÞ is a histogram of live time over the
course of the exposure binned in ten minute intervals [much
smaller than the timescale of R(T) variation]. The live time
histogram tliveðTÞ integrates to the total live time. Each
background component’s g(T) integrates to the total
expected background counts as given in Refs. [6,12].
A background-only model fit to data is performed in the

observable space fS1c; log10S2c; timeg. Figure 4 shows
this best-fit result projected onto the time axis. The fitted
number of counts for each background component in this
3D space is found to be consistent with the results of
fitting in the simpler 2D space fS1c; log10S2cg of Ref. [6],
and the goodness of fit when projected onto the keVee axis
is similarly retained. When the background-only fit is
projected onto the time axis as in Fig. 4, the p value is
0.43. When the ROI is restricted to S1c < 20, the p value
is 0.35. A WIMP search was performed using this new
time-dependent framework, to check consistency with the
time-independent result of Ref. [6]. As expected, the
improvement in limit was small (< 5%) due to the small
number of background counts expected in the NR signal
regions in fS1c; log10S2cg.

V. SEARCH RESULTS

In this section we report the results of searches for the
signal models discussed in Sec. III. For all signal models
considered, the p value of the background-only hypothesis

is greater than 10%. Figures 5–9 show 90% confidence
level (CL) upper limits. In each figure, the solid black line
is the observed upper limit, and the dashed black line is the
median sensitivity. The green and yellow bands represent
the 1σ and 2σ sensitivity range, respectively, for repeated
background-only experiments.
Figure 5 shows search results for the neutrino effective

magnetic moment and effective millicharge, parametrized
in terms of the Bohr magneton, μB, and electric charge, e0,
respectively. The observed 90% C.L. upper limit for the

FIG. 4. Time dependence of the data and the best-fit model.
Statistical tests are performed on observed and expected counts,
while in this plot counts are converted to rates by normalizing by
the live time fraction of each ten-day bin. Data is shown in black.
The blue line shows total summed background. The darker blue
band shows the 1σ model uncertainty and the lighter blue band
the combined model and statistical uncertainty. Background
components are shown in colors as given in the legend. All
background components are included in the fit, but those
appearing exclusively below the y axis bound are not listed in
the legend.

FIG. 5. The 90% C.L. upper limit on effective neutrino
magnetic moment (left) and neutrino effective millicharge (right).
Selected limits from other experiments are also shown [4,59–64]
and astrophysical observations [65,66].
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neutrino effective magnetic moment is 1.36 × 10−11 μB.
Currently, the most stringent constraints on the neutrino
magnetic moment are from astrophysical measurements of
cooling rates of pulsating white dwarfs [65] and from high
precision photometry of red-giant branch stars in globular
clusters [66]. The observed 90% C.L. upper limit for the
neutrino effective millicharge is 2.24 × 10−13 e0. We note
that, using the released dataset and NEST detector param-
eters from LZ’s first science run in Ref. [6], the authors in
Ref. [97] independently set 90% C.L. limits on effective
neutrino magnetic moment of 1.1 × 10−11 μB and effective
neutrino millicharge of 1.5 × 10−13 e0. These limits of
Ref. [97] are strengthened by considering only a single
combined uncertainty on all background rates (rather than

component by component), and further by underestimating
that combined uncertainty.
Figure 6 shows search results for solar axion coupling,

gae, valid across the mass range shown. The observed
90% C.L. upper limit for the solar axion coupling constant
is gae ¼ 2.35 × 10−12. The current strongest constraint on
gae is from astrophysical constraints extrapolated from
cooling rates of red giants at a level of gae ¼ 3 × 10−13

[67]. In this first LZ dataset, the solar axion spectrumwould
overlap with background contributions from the 2.82 keV
peak of 37Ar and the 5.2 keV peak of 127Xe.
Figure 7 shows search results for monoenergetic signals

of ALPs and HPs, as a function of mass across the low-
energy ROI. ALP and HP masses spanning from 1 to
17 keVare considered. Sensitivity near the 2.82 keVenergy
of 37Ar is increased through the inclusion of time depend-
ence. Between 3.2 and 4 keV, random fluctuation in the
data results in upper limits which fall below the median
sensitivity by more than 1σ. For this specific mass interval,
we employ the power constrained limit method [98] to not
report a limit stronger than the −1σ range of the projected
sensitivity. We note that the XENONnT searches of Ref. [4]
do not apply a similar constraint.
Figures 8 and 9 show search results for WIMPs under-

going the Migdal effect from 0.5 to 9 GeV=c2. Masses
below 0.5 GeV=c2 were not considered in this work as the
energies are predominantly subthreshold and rarely fluc-
tuate above threshold so as to produce S1 signals which are
both ≥ threefold and > 3 phd. 90% C.L. upper limits are
shown for both spin-independent (SI) and spin-dependent
(SD) coupling modes. For the SD-proton and SD-neutron
modes, the mean nuclear structure functions from Ref. [93]
were used to ensure consistency with limits from previous
xenon-based limits. Based on these results, LZ has placed
strong limits upon < 2 GeV=c2 WIMPs undergoing a SI
coupling mode, and < 3 GeV=c2 WIMPs undergoing a
SD-neutron coupling mode. The SD-neutron coupling is

FIG. 6. The 90% C.L. upper limit (black line) on solar axion gae
coupling constant. Selected limits from other experiments and
astrophysical observations are also shown [4,67–73]. The shaded
orange region corresponds to predicted values from the bench-
mark QCD axion models DFSZ [74,75] and KSVZ [76,77]. The
LZ median sensitivity is not displayed due to close overlap with
the observed limit.

FIG. 7. The 90% C.L. upper limit (black line) on ALP coupling constant, gae (left panel), and the HP coupling constant squared, κ2

(right panel). Selected limits from other experiments are also shown [4,59,69,71,73,78–81] along with astrophysical bounds in Ref. [82].
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dominated by the unpaired neutrons of 129Xe (spin 1=2,
26.4% abundance) and 131Xe (spin 3=2, 21.2% abun-
dance) [99].
We note that SD WIMP interactions have significant

uncertainties due to nuclear modeling, and these uncer-
tainties are not included in the quoted results or shown
in Fig. 9. These nuclear uncertainties can be estimated
(for each WIMP mass) by calculating the global minimum
and maximum interaction rate at each energy across
Refs. [93,100,101]. For the SD-neutron (SD-proton)

coupling in Xe, the global minimum and maximum nuclear
coupling models lead to limits changing by, on average,
factors of 0.74 to 2.7 (0.81 to 44).
As described in Secs. II and IV, the present work has

included the time dependence of the 37Ar and 127Xe
background contributions. To measure the impact on
observed limits of this inclusion of time dependence, the
same statistical analysis was performed with all time
dependence removed. As expected, the largest impact is
on monoenergetic signals near the 37Ar 2.82 keV (K-shell)
peak. For example, for 2.8 keVALPs, the observed limit is
weakened by a factor of 3. The inclusion of time depend-
ence enhances sensitivity by a smaller amount for the other
signals considered, in proportion to their overlap with the
37Ar background (the dominating time-dependent back-
ground): 11.5% for neutrino magnetic moment, 5.1% for
neutrino effective millicharge, 9.2% enhancement for solar
axions, and < 10% across WIMP masses undergoing the
Migdal effect.

VI. CONCLUSIONS

In summary, we have performed eight BSM physics
searches in low-energy electron recoil signals using the
same 0.91 tonne × years exposure and data selections as
presented in the experiment’s first WIMP results [6]. In the
case of SD-neutron Migdal and neutrino effective milli-
charge, the upper limits exclude new regions of their
respective parameter space. Where this work tests models
already tested by XENONnT [4], a difference in 214Pb rate
gives XENONnT comparatively greater sensitivity for a
similar exposure.
LZ is continuing to collect data after a period of

calibrations and detector state optimizations. Subsequent
science data will benefit from further decay of both 127Xe
and 37Ar, which will especially improve the solar axion
sensitivity. Separately, it has been demonstrated that

FIG. 8. The 90% C.L. upper limit (black line) for the spin-
independent (SI) WIMP cross section vs WIMP mass, using the
Migdal signal pathway. Also shown are limits from other
experiments [1–3,40–44,78,83–91]. Labeling indicates limits
employing a threshold in the S2-only regime (“S2”), a Migdal
recoil process (“M”), and/or a conservative signal Migdal model
including only the ER component (“ER”). The DarkSide-50
ERþ NRMigdal result employs the “QF” liquid Ar NR response
model described in [90,92], which assumes a Lindhard electronic
partition, binomial quenching fluctuations, and no recombination
enhancement due to the proximity of the ER and NR components.

FIG. 9. The 90% C.L. upper limit (black line) for the spin-dependent (SD) WIMP cross section versus WIMP mass for coupling on
neutrons (left) and protons (right) undergoing the Migdal effect. The SD proton and neutron modes use the mean nuclear structure
functions from [93]. Also shown are limits from other experiments [41,42,78,84,85,94–96].
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adjustments to LXe flow in LZ can reduce the rate of 214Pb
in the fiducial volume, improving sensitivity to all ER
signals. Because several signal spectra are steeply falling
near threshold, reducing threshold in analysis will provide
increased sensitivity, especially to WIMPs undergoing the
Migdal effect and to neutrino electromagnetic moments.
Such threshold reductions can be enacted by accepting
smaller S1 amplitudes or by switching to an S2-only
search. Through continued data taking with reduced
backgrounds, and analysis methods with lower thresholds,
we expect significant future advancement in sensitivities
to ER signals.

Selected data from this paper are available [102]:
(i) Figure 1: The search data after all analysis selections

applied, in a format of {S1c, log10S2c, time since
start of SR1} (black dots).

(ii) Figure 2: Points representing the total ER efficiency
curve for this analysis (black line).

(iii) Points representing a histogram of live time over the
time window of this analysis.

(iv) Figures 7–9: Points representing the observed
90% confidence level upper limits, together with
the median, �1σ, and �2σ expected sensitivities.
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APPENDIX: SIGNAL YIELD AT THRESHOLD

Of the signal models tested in this work, several spectra
are steeply falling near threshold. (This threshold is imposed
by S1 selection requirements: at least three PMTs must
record some signal, and the summed signal must be greater
than 3 phd.) For steeply falling signals, variation of the NEST
LXe responsemodel can lead to variation in signal detection
efficiency, which can then result in noticeable changes on
total signal rate. In this Appendix we vary the LXe response
model at low energies and quantify the possible impact on
the limits presented in this work.
As discussed in Sec. II and Ref. [6], the detector and

LXe response parameters of the NEST [13] ER model
were fitted to match the median and widths of tritium
calibration data in fS1c; log10S2cg, and to simultaneously
match the reconstructed energies of the 83mKr (41.5 keV),
129mXe (236 keV), and 131mXe (164 keV) peaks. While
this response model parameter fitting was performed
using NEST 2.3.7, checks were performed to show
that the NEST 2.3.12 used in this work gave indistinguishable
outputs. NEST 2.3.12 includes functionality allowing
for ER and NR charge yield parameters to be easily varied.
The fit results in small uncertainties on the S1c and S2c
gain parameters (g1 ¼ 0.114� 0.002 phd=photon and
g2 ¼ 47.1� 1.1 phd=electron). Variation of g1 and g2
within these 1σ ranges was found to have a negligible
effect on sensitivities or observed limits.
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The more relevant uncertainty is the model of initial
charge yield, Qy, for ER response at low energies. The Qy
model function is a sum of two sigmoids, parametrized as

QyðE; E; ρÞ ¼ m1ðE; ρÞ þ
m2 −m1ðE; ρÞ
½1þ ð E

m3
Þm4 �m9

þm5

þ −m5

½1þ ð E
m7ðEÞÞm8 �m10

;

where E is the recoil energy, E is the drift field, ρ is the LXe
density, and the parameters m1 through m10 are fit to world
data [105]. In this parametrization, Qy asymptotically
approaches a fixed value at low energies, and m2 sets that
low-energy asymptotic value. The value of m2 is con-
strained by world data to m2 ¼ 77.3� 8.0 keV−1 (elec-
trons per keV). At low energies, charge yield, Qy, is more
robustly constrained experimentally than the corresponding
scintillation light yield, Ly, and so the Qy function forms
the foundation of the NEST description. Assuming a fixed
overall work function, any increase in charge yield Qy

corresponds to an equal decrease in the light yield Ly,
which can be directly calculated.
To further constrain Qy near threshold, Qy was fit

to LZ tritium calibration data. Given that the energy range
in question was specifically the charge yield at threshold,
only the low-energy (≲2.5 keV) portion of Qy was varied
in the fit, while the higher-energy (≳2.5 keV) portion
remained fixed according to world data. This was accom-
plished by varying m2 as the fit parameter, and keeping all
other parameters fixed at their globally constrained values,
with one exception: m3 was varied in a one-to-one
correlated manner with m2 to keep Qy unvaried for
E≳ 2.5 keV. The result of this fit procedure was a best-
fit value of m2 of 85.0� 10.0 keV−1 (with corresponding
m3 of 0.73� 0.16 keV).
Ly models corresponding to the fitted Qy models are

shown in the upper panel of Fig. 10 for both the “baseline”
globally constrained response model used in this work
(blue) and the “alternative” model constrained by the LZ
tritium data as described above (red). These two models are
both compared with the tritium calibration data in the lower
panel. It can be seen that the alternative response model
results in a small improvement in χ2 in the threshold region
of interest: In the 0–2.5 keVee region, the baseline model p
value is 0.655, while the alternative model p value is 0.785.
The ER threshold, as shown in Fig. 2, is set by the S1
amplitude. The higher estimate for Qy at low energies
corresponds to a lower estimate for Ly, leading to a slightly
elevated threshold (a smaller fraction of near-threshold
events produce an S1 signal above threshold). Thus, any
limits produced using this alternative response model will
lead to reduced signal rates and should be considered
conservative with respect to the baseline model. The best fit

and uncertainty in Ly is represented by the red line and red
band, respectively, within the top panel of Fig. 10, and its
corresponding impact on ER detection efficiency is shown
as the purple band in Fig. 2.
With the alternative ER response model in hand, new

alternative models for the signals and backgrounds in
fS1c; log10S2cg were constructed, and within this alter-
native response model framework the identical profile-
likelihood procedure was repeated to estimate the effect on
sensitivities and observed limits. Two separate effects play
a role in any change: (1) the signal rate can change due to
loss of efficiency at threshold and (2) the signal shape can
change in fS1c; log10S2cg.
In the case of solar axions, the observed limit on

coupling strength, gae, is weakened by 3.1%. In the case
of the solar neutrino magnetic moment and solar neutrino
millicharge signals, the alternative model weakens the
observed limits by 8.7% and 18.9%, respectively. The
difference reflects their differing spectral shapes of ∼E−1

r

and ∼E−2
r , respectively.

FIG. 10. Top panel: the baseline (global fit) LXe response
model and the alternative (LZ tritium-fitted) response models, as
referred to in this section, both illustrated as light yields Ly. The
fit uncertainty on the alternative model is also shown. Lower
panel: reconstructed energy spectra of the tritium calibration
source is shown (black) after all cuts are applied, along with the
baseline model (blue) as described in [6]. The dark blue band
represents systematic uncertainty from data quality acceptances
and the light blue band is the Poissonian statistical uncertainty
(added to systematic uncertainty). In red is the alternative
response model. The red error bars illustrate the uncertainties
in the model fit, corresponding to the shaded red region in the
upper panel. Note that the same systematic and statistical
uncertainties on the baseline model would also apply to the
alternative model.
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The alternative response model has only a small impact
on the observed limits for solar axions and monoenergetic
signals (ALPs and HPs) with masses above 2 keV=c2,
where threshold effects are less important. For ALPs of
1.5 keV=c2 mass, the limit on gae is weakened by 11.9%.
For HPs of a similar mass, the limit on κ2 is weakened by
25.3%. ALP and HP searches were truncated at 1.0 keV to
keep this response model rate variation < 50%.
The Migdal spectra are also steeply falling at threshold,

in particular for the lowest WIMP masses. As in the ALP
and HP case, we restrict our search to a mass range for
which the alternative response model reduces the signal rate

by < 50%. In the Migdal case, we find this is true for all
masses above 0.5 GeV=c2 (and is similar for all three
coupling types: SI, SDn, and SDp).
In conclusion, sensitivity to ER signals which appear

primarily at threshold can be impacted by uncertainty in the
low-energy LXe response model (parametrized within
NEST). We estimate the scale of this uncertainty and restrict
our reported limits to models for which the uncertainty is
small. A similar response uncertainty is common to all
S1+S2 LXe searches, and such response model uncertain-
ties should be considered when reporting observations in
the S1 threshold region.
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