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Abstract

Due to their aesthetic and structural advantages, tubular space truss structures are enjoying increasing popularity in modern bridge
construction. The use of cast steel nodes for the joints between the circular hollow section members is also becoming increasingly pop-
ular. The fatigue design of such joints, however, requires additional knowledge with respect to their fatigue resistance. Previous exper-
imental investigations showed very clearly that the fatigue behaviour is governed by the welds between the casting stubs and the hollow
section members. This paper presents a methodology for the determination of allowable initial sizes of casting defects as a function of the
required fatigue resistance of the welds. The relative influence of the main parameters is quantitatively discussed and recommendations
for design are given.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Due to their aesthetic and structural advantages, tubular
space truss structures are enjoying increasing popularity in
modern bridge construction. In a rising number of theses
bridges, cast steel nodes for the joints between the circular
hollow section members are used. The fatigue design of
such joints, however, requires additional knowledge with
respect to their fatigue resistance. The present paper deals
with the global fatigue behaviour of cast steel nodes used
in longitudinal truss girders of steel–concrete composite
bridges.

The global fatigue behaviour of cast steel nodes in a
truss girder was quantified by Haldimann–Sturm [1,2] on
the basis of experimental investigations. The relative influ-
ence of the resistance of the cast steel node and the resis-
tance of the girth butt welds was analysed as a function
of various parameters. The experimental results showed

very clearly that the fatigue behaviour was governed by
the welds in all tested configurations. The fatigue resistance
of the cast nodes could never be mobilized. It was con-
cluded that a lower casting quality level than what is usu-
ally specified today would be sufficient to meet the
fatigue requirements of cast steel nodes in modern bridge
construction. The casting quality level is defined by the
smallest casting defect size which is to be detected by
non-destructive testing. Lowering the required casting
quality level would reduce the fabrication cost of cast steel
nodes. An economically optimal fatigue design consists,
therefore, of adapting the fatigue resistance of the cast
node to that of the welds. The present paper concentrates
on the adaptation of the resistance of the cast steel nodes
to the resistance of the welds. This can be done by defining
allowable initial casting defect sizes as a function of the
required fatigue resistance of the welds.

It is clear that the overall fatigue resistance would ben-
efit most from an improvement in the fatigue resistance
of the girth butt welds. Their fatigue behaviour was inves-
tigated in a research program conducted simultaneously to
ours by Veselcic et al. [3]. For the same design life, an
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improved fatigue resistance of girth butt welds would allow
the wall thicknesses of the tubular members to be reduced.
The wall thicknesses of the cast steel nodes could thus be
reduced as well, which means smaller allowable initial
defect sizes.

Using a numerical boundary element model, the allow-
able initial casting defect sizes were calculated for cast steel
nodes in a typical steel–concrete composite bridge. Since
the stress intensity geometric correction factor is known
as a constant for a crack embedded in an infinite solid
(2/p in the case of a circular crack), it was studied if the
results of the numerical investigations could be approxi-
mated by a constant as well. This was indeed the case,
allowing the procedure for the fatigue design of cast steel
nodes to be simplified considerably. It gives the procedure
a general applicability for this type of bridges.

A parametric study was performed. The influence of the
traffic and fatigue loads, of the cast steel fracture tough-
ness, of the yield strength and of the node dimensions on
the allowable initial defect size was investigated. For a
range of node dimensions, assuming a fracture toughness
likely to be encountered in practice, mean traffic and fati-
gue loads, the allowable initial casting defect sizes were
quantified.

2. Numerical study

2.1. Numerical investigation on cast steel nodes of a typical

tubular bridge

A numerical study was made to quantify allowable ini-
tial sizes of defects in cast nodes that provide a balanced
design between the various potential crack initiation sites,
especially between the girth butt welds and the cast steel
node. As a basis for the numerical study, a typical steel–
concrete road bridge was defined taking into account the
properties of existing tubular bridge structures described
by Schlaich et al. [4] and Veselcic et al. [5].

When designing the shape of a node, attention must be
paid to the volume shrinkage caused by the cooling of the
molten steel. The volume shrinkage must be compensated
by a suitably designed feeder. In order to avoid solidifica-
tion cracks, wall thicknesses should increase continuously
towards the feeder with a minimum angle of 4�. The length
of a region with constant wall thickness should not exceed
three times the wall thickness. The node shape should
always be defined in collaboration with the foundry, which
is as well responsible for the design of the feeder by means
of solidification simulations.

Fig. 1 shows the geometry and the structural model of
the typical bridge. The shape of the cast steel nodes, used
for the typical bridge, was chosen such that the outer diam-
eter of the stubs corresponds to the outer diameter of the
truss members. The wall thickness at the stub ends is gov-
erned by the fatigue strength of the girth butt welds. For
this typical bridge, the girth butt welds were assumed to
have backing bars. Such a weld has a fatigue strength of

87 MPa at 2 · 106 cycles according to fatigue tests by
Haldimann-Sturm [1]. The wall thickness of the node stubs
was increased with an angle of 4� towards the node centre.
As in existing node shapes, round corners are put between
the casting stubs.

A numerical boundary element (BE) model of the cast
steel node was made using the commercial software
BEASY�. It was used to simulate the propagation of a
crack initiating from a casting defect. Due to the longitudi-
nal symmetry, only one half of the cast steel node had to be
modelled. In the symmetry plane, the out-of-plane dis-
placement u was constrained. In the chord stub where
z > 0, all displacements were constrained (Fig. 2). The
internal forces acting on the casting stubs were applied as
stresses. The plausibility of these boundary conditions
was verified by Haldimann-Sturm [1] by comparing the
principal strains obtained from the BE model with the mea-
sured strains found in experiments.

The forces acting on the cast steel node were calculated
for the fatigue limit state (FLS) and the ultimate limit state

Fig. 1. Geometry and structural model of the typical tubular truss bridge
(dimensions in mm).

Fig. 2. Boundary conditions of the BE cast node model.
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(ULS), using the Swiss design code SIA 261 [6] and a sim-
ple bar model of the typical steel–concrete road bridge. The
Swiss design code is close to the Eurocodes, the design
made is thus similar to one made using the Eurocodes.
For example, it uses the same load model as the fatigue
load model 1 in EN1991-2 [7], but with a slightly different
intensity. The bridge is assumed to be located on a main
road (0.5 · 106 trucks/direction/year). The study was lim-
ited to the two most critical nodes in the bridge: one at mid-
span and one near an intermediate support, where the axial
brace forces are much higher (nodes 416 and 434 in Fig. 1).
The configuration of the forces acting on the casting stubs
is very different between these two nodes.

The casting defects were modelled as two-dimensional
circular cracks of radius a0, which are assumed to represent
all types of casting defects. This is a very conservative
assumption, as the fatigue behaviour of a two-dimensional
crack is much more critical than that of casting defects like
gas holes, slag inclusions or shrink holes. Fig. 3 shows nine
different locations i in the node where the allowable initial
sizes of casting defects should be quantified. At location 7,
an internal crack was assumed. At all other locations, the
more critical surface cracks were introduced in the cast
node model. The internal crack dimensions correspond to
half of the axes of an ellipse, a and c. In the case of a sur-
face crack, a is the crack depth and c is one half of its
length on the surface.

The position of the fatigue load model on the bridge,
where the stress intensity factor (SIF) at the different defect
locations reaches its maximum and minimum, is a priori
unknown, but required in order to quantify allowable ini-
tial defect sizes. Therefore, SIF influence lines have to be
calculated. This was done for an identical crack at all loca-
tions in the node by transferring the internal forces history

that result from the moving fatigue load on the structural
bridge model into the BE node model. From the influence
line of the SIF and the crack propagation plane, the two
load positions defining the range of the stress intensity fac-
tor DKI(a) for modus I could be determined. For these two
load positions, the internal forces acting on the casting
stubs were extracted from the bridge model and introduced
into the BE node model. The use of only two loading sets
without any phase effects simplifies the crack propagation
simulations.

Crack propagation in the node was simulated using the
boundary element software package BEASY�. The results
are given at intermediate steps in terms of crack configura-
tion, crack depth a and the corresponding maximum and
minimum stress intensity factors KI,max and KI,min (Fig. 4
shows KI,max). The crack propagation simulation was
stopped shortly before the crack depth reached the wall
thickness at the defect location.

The three steps of the procedure for the numerical inves-
tigation on the allowable initial crack size a0 are summa-
rized in Fig. 5.

In the first step, the critical crack size acrit, for which
fracture (either brittle, with tearing or by plastic collapse)
can be excluded, has to be found. This is possible by using
the failure assessment diagram (FAD) from Milne et al. [8],
see also [9]. To be able to use this diagram, the stress inten-
sity factor in the ultimate limit state KI,ULS and a reference
stress rref(a) are needed. KI,ULS was calculated with the aid
of the BE models containing the crack configuration of
each intermediate crack propagation step and by applying
the forces calculated with the structural bridge model and
the ultimate static load. The FAD has to be used with
the maximum of the stress intensity factor KI,ULS at the
crack edge c and at the crack depth a. The numerical results
showed that the maximum stress intensity factor occurred
at the crack edge (Fig. 6 shows KI,ULS maxima).

The reference stress rref(a) was calculated in the cross-
section reduced by the present crack. Finally, the stress
intensity factor Kr(a) is normalised by the toughness KIc

and the stress Lr(a) is normalised by the average stress
rf(a) of the yield strength fy and the tensile strength fu.

Fig. 3. Casting defect locations. Fig. 4. SIF KI,max results for the node at midspan (node 416).
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From these quantities, the critical crack size acrit can be
determined.

Although it does not mean failure, a through-thickness
crack is deemed unacceptable for a cast steel node in bridge
structures. For this reason, an additional failure criterion,
af < 0.9w (w is the wall thickness at the crack location), is
introduced in a second step. Accordingly, the final crack
depth af corresponds to the minimum of the critical crack
size acrit and 0.9w.

In a third step, once af is known, the allowable initial
crack size a0 can be calculated using the Paris–Erdogan
equation backwards. As the BEASY� output for crack
propagation simulations consists of discrete stress intensity
factor values (Fig. 4), the Paris–Erdogan equation can only
be solved discretely:

N tot ¼
Xn�1

k¼0

DNk

¼ 1

C
� a1 � a0

DKm
I;0

þ a2 � a1

DKm
I;1

þ � � � þ an � an�1

DKm
I;n

" #
ð1Þ

Using Eq. (1), the allowable initial crack size a0 can be
found:

a0 ¼ a1 � DKm
I;0

� N tot � C �
a2 � a1

DKm
I;1

þ � � � þ an � an�1

DKm
I;n

 !" #
ð2Þ

Ntot service life in terms of the number of loading cycles
(determined by the welds)

DKI,k difference in stress intensity factor for the propaga-
tion step k

C Paris law constant, C = 2 · 10�13 (mm/cy-
cle) (N mm�3/2)�m

m crack propagation parameter, m = 3
an final crack depth af

k number of available data points from the propaga-
tion simulation

The determination of the allowable initial defect size is
based on the following assumptions:

– According to Blair and Stevens [10], the crack propaga-
tion parameters for cast steel are equal to those of fer-
ritic–perlitic steel.

– A service life of 70 years has been assumed according to
the Swiss design code SIA 261 [6]. (Note: Eurocode
EN1993-2 recommends a service life of 100 years.) The
fatigue loads are adapted to correspond to a service life
of 2 · 106 cycles.

– The initial defects are assumed to behave as long cracks.
For that reason, the crack initiation period is not taken
into account for the service life.

– Deterministic calculations are done.
– For the fracture verification, the fracture toughness

under quasi-static loading is used, as well as the nominal
yield and ultimate stress values.

The relevant failure criterion of the second step in the
procedure was always the prevention of a through-thickness
crack. The results showed that with this condition, a node
containing cracks does never fracture nor attain plastic col-
lapse. Fig. 6 shows that the stress intensity factor in the ulti-
mate limit state KI,ULS never reaches its critical value, i.e.
the minimum material toughness of 2400 N mm�3/2.

With the SIF results presented in Figs. 4 and 6 and by
applying the above-mentioned procedure, the allowable
initial defect sizes were calculated using a spreadsheet pro-
gram. A summary of the results is given in Table 1. The
allowable initial defect sizes were found to be very large
for the typical steel–concrete composite bridge. They range

Fig. 5. Steps of the procedure for the numerical investigation on casting
defects in cast steel nodes of a typical tubular bridge.

Fig. 6. SIF KI,ULS maxima (at the crack edge c) for the node at midspan
(node 416).
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from approximately 28% to 88% of the wall thickness at
the defect location. The smallest allowable defect size was
found in the casting stub at location 1, the biggest at loca-
tion 7 between the two braces of the node at midspan (node
416).

2.2. Generalisation of numerical results

A further step of the numerical investigation consists in
the analysis of the SIF values, aiming at a generalization
and simplification of the procedure to determine the allow-
able initial crack sizes in cast steel nodes that was employed
for the typical tubular truss bridge. This simplified proce-
dure should enable an engineer to estimate the allowable
initial crack size (and therewith the defect size) without car-
rying out numerical crack propagation simulations, but
only stress analysis.

In general, the correction factor Y depends, among oth-
ers, on the position of the crack in the node and on the
crack shape. But in certain cases, like an internal crack in
an infinite solid, it is a constant. In our case, it was found
that simplification can also be achieved by expressing the
stress intensity factor KI(a) with a constant correction fac-
tor Y:

KIðaÞ ¼ Y � r1

ffiffiffiffiffiffiffiffiffi
p � a
p

ð3Þ
r1 major principal stress at defect location
a depth of the surface crack

The constant correction factor Y was obtained by nor-
malising the SIF with the principal stress at the location
i. Fig. 7 shows the normalised SIF in function of the square
root of the depth

ffiffiffi
a
p

, together with the regression curve
that was used to determine the constant correction factor.

Table 2 summarises the values of the constant correction
factor in the crack depth Ya and in the crack length Yc. The
factors Ya for a two-dimensional internal crack and for a
surface crack are close to the theoretical values. As Yc is
higher than Ya, the surface crack’s length increases faster
than its depth.

An error on the correction factor has a considerable
influence on the allowable initial defect size as the correc-
tion factor in Eq. (3) is raised to the power of m = 3 in

the Paris–Erdogan equation (step 3 in Fig. 5). Comparison
of the allowable initial defect sizes obtained from the
numerical SIF and from the constant correction factors
shows a deviation of less than ±20% (Fig. 8). The constant
correction factor being a mean value of the numerical
results, the deviation can be positive or negative.

In view of the other uncertainties, e.g. on the loading
side, and of the significant simplification that is introduced
by using the same constant correction factor for all defect
locations, this deviation is considered to be acceptable.
The determination of the allowable initial defect sizes is
now straightforward thanks to the simplified procedure.

3. General procedure for the fatigue design

Due to the introduction of the constant correction fac-
tor Y, the engineer is now able to estimate the allowable

Table 1
Allowable initial defect sizes at the different locations of the cast node 416

Location i Wall thickness wi (mm) a0,i (mm) a0,i/wi (%)

1 41.0 11.5 28
2 55.9 22.2 40
3 75.0 41.7 56
4 38.7 14.1 36
5 49.0 34.9 71
6 61.9 49.8 81
7 63.5 55.9 88
8 59.1 41.1 70
9 31.6 16.1 51

Fig. 7. Normalised SIF at different surface crack locations in the node at
midspan and near the support.

Table 2
Constant correction factor at crack depth and length

Type of crack Mean value Theoretical value

Ya Yc Ya

Internal crack 0.62 0.64 2/p
Surface crack 0.67 0.77 1.1 Æ 2/p

Fig. 8. Comparison of the allowable initial defect sizes obtained by
numerical calculations and by using the simplified procedure.
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initial defect sizes for the critical cast steel nodes of the
bridge without running time-consuming numerical crack
propagation simulations.

First of all, one must decide how many different quality
levels (and therewith different allowable initial defect sizes)
are admitted per cast steel node. Non-destructive testing
(NDT) is required to assure a certain quality level. The bet-
ter the quality level is, the higher are the NDT costs. A gra-
dation in quality levels is therefore advisable if costs should
be reduced.

For each node region with a different quality level, the
maximum and minimum major principal stresses under
fatigue load (for Dr1,E2) and the major principal stress
under ultimate static load (r1,Ed, necessary for the fracture
design with the minimum service temperature of the struc-
tural member to be taken into account as leading action
and the traffic model as accompanying action) must be cal-
culated by using a 3D finite or boundary element model of
an uncracked node. The design casting defect’s location
corresponds to the location of the maximum major princi-
pal stress. The forces acting on the cast steel node can be
calculated using a bar model of the bridge.

The calculation steps required to find the allowable ini-
tial defect size have already been explained for the typical
tubular truss bridge. The introduction of the constant cor-
rection factor affects steps 1 and 3 in Fig. 9 (rectangles with
dark grey background).

In order to determine the critical crack size for the brittle
fracture criterion, the reference stress rref(a) in the cross-
section weakened by the crack has to be calculated. For
this purpose, two main assumptions are made. The cross-
section Atot containing the casting defect is considered to
be a circular cross-section (radius R) with the wall thick-
ness w equal to the thickness at the position of the defect
in the node. The stress in the cross-section is assumed to
be uniform and to correspond to the maximum major prin-
cipal stress r1,Ed in the 3D model of the uncracked node.
As the maximum stress intensity factor KI,ULS(a) is
required in order to use the FAD, the stress intensity factor
for the ultimate limit state KI,ULS is calculated by using the
constant correction factor Yc.

Once the final crack size af is known, the allowable ini-
tial crack size a0 can be calculated using the Paris–Erdogan
equation. In contrast to the preceding case, this equation
can now be solved for a0 without iteration. As crack prop-
agation is considered in the direction of the wall thickness,
the difference of the stress intensity factor used in the Paris–
Erdogan equation is calculated using Ya.

The simplified procedure can be implemented as an
algorithm. This has been done as a user-friendly function
for Microsoft Excel�, written in Visual Basic for Applica-
tions (VBA). With the aid of this algorithm, the allowable
initial defect sizes can be calculated for any cast steel node
without running crack propagation simulations. For the
complete algorithm, see Haldimann–Sturm [1].

4. Parametric study

The algorithm described above is suitable to perform a
parametric study in order to determine the influence of
the following parameters on the allowable initial defect size
of cast steel defects:

– utilisation ratio under ultimate static load (ULS) and
under fatigue load (FLS), defined as the ratios between
the applied stresses and the yield strength of the cast
steel:

vULS ¼ r1;Ed=fy ð4Þ
vFLS ¼ Dr1;E2=fy ð5Þ

– fracture toughness, KIc, and yield strength, fy, of the cast
steel.

The results of the parametric study are not tabulated, as
the values can be calculated for each specific case with the
help of the algorithm. It is, however, interesting to get a
qualitative overview.

4.1. Influence of the main parameters on the allowable initial
defect size

The loading state of the cast steel node is defined by the
utilisation ratio vULS in the ultimate limit state and the util-

Fig. 9. Calculation steps of the simplified procedure.
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isation ratio vFLS in the fatigue limit state. The first-men-
tioned is required for the fracture design with the minimum
service temperature of the structural member to be taken
into account as leading action and the traffic model as
accompanying action. Fig. 10 shows the influence of the
two utilisation ratios for one specific case on the final crack
size af and on the allowable initial defect size a0

(c = D/2w = 2, wall thickness w = 100 mm, diameter
D = 400 mm, yield strength fy = 355 MPa, fracture tough-
ness of the cast steel KIc = 2000 N mm�3/2). In this case,
the final crack size results from the brittle fracture criterion
within the entire (vFLS,vULS)-range, such that af = acrit. It
can be seen from the figure that the final crack size depends
on the utilisation ratio vULS mainly. For a constant ratio
vULS, the allowable initial defect size decreases with
increasing utilisation ratio vFLS. When determining a0,
the stress range Dr1,E2 = vFLS Æ fy is raised to the power
of m = 3 in the Paris–Erdogan equation. That is why the
influence of the stress range is exponential when determin-
ing a0 from af. It can be concluded that, at high utilisation
ratios vFLS, ultimate limit state stresses do not influence the
allowable initial defect size a0. At low vFLS values, how-
ever, these stresses have a strong influence on a0.

If the fracture toughness is increased to, let us say,
KIc = 3000 N mm�3/2 (Fig. 11), the final crack size af, and
therefore also a0, reaches its maximum within the range
of 0.45 6 vULS 6 0.6 and is now limited by the criterion
of 90% of the wall thickness at the defect location. When
comparing Figs. 10 and 11, an increasing influence of the
fracture toughness at very low vFLS values is observed.
The minimum KIc value for which the utilisation ratio vULS

has no more influence can also be found. For a toughness
KIc = 3900 N mm�3/2 or above, the final crack size, and
consequently the allowable initial defect size, is at its max-
imum value over the entire vULS range. In conclusion, it is
generally not possible to benefit from good (high) fracture
toughness in terms of large allowable initial defects sizes.
The only exceptions are cases where the utilisation ratio
in the fatigue limit state vFLS is very low.

Fig. 12 illustrates the influence of the yield strength fy on
the allowable initial defect size a0. Since the choice of using
a material of higher strength is dictated by the wish to carry
higher loads and/or have more slender elements, it was
assumed that an increase of the yield strength causes
an increase of the stress for the fracture criterion
r1,Ed = vULS Æ fy and the fatigue stress range Dr1,E2 =
vFLS Æ fy. For this reason, a0 and af decrease with increasing
yield strength when vFLS is held constant. A structural
member is assumed to be dimensioned for an optimum ulti-
mate limit state utilisation ratio of vULS = 0.75, which cor-
responds to the case where the traffic model is taken as
accompanying action at the minimum service temperature
(leading action). If higher yield strength steel is chosen
for the structural member, the fatigue stress range increases
as a result of the reduced wall thickness. The utilisation
ratio vFLS, however, remains constant. The smaller wall
thickness leads to a smaller final crack size. That is why
the allowable initial crack size decreases with increasing
yield strength as a result of the increase of Dr1,E2 and the
decrease of af. Consequently, higher yield strength does

Fig. 10. Influence of the ULS and FLS utilisation ratios (KIc =
2000 N mm�3/2) on a0.

Fig. 11. Influence of the ULS and FLS utilisation ratios (KIc =
3000 N mm�3/2) on a0.

Fig. 12. Influence of the yield strength on a0.
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not necessarily increase a structure’s lifetime in the case of
large fatigue stress ranges.

4.2. Allowable initial defect size for mean utilisation ratios of

the node

To provide the interested reader with general idea, the
possible range of a0 is in the following estimated based
on a set of plausibly chosen fracture toughness values, typ-
ical ULS (vULS) and FLS (vFLS) utilisation ratios as well as
cross-sections (c,D). A probable fracture toughness values
(and not the required characteristic value) is used. The
evaluation of (unpublished) Charpy test results from tests
carried out at �30 �C by the German foundry Friedrich
Wilhelms–Hütte GmbH gives a mean value of 103 J with
a standard deviation of 17 J. The test results fit well to a
normal distribution. The correlation between the Charpy
impact resistance and the fracture toughness is described
by different empirical equations. The most conservative
equation is given by Sailors and Corten [11]:

KIc;Test ¼ 466 �
ffiffiffiffiffi
Av

p
ð6Þ

Av Charpy impact resistance (J)
KIc,Test fracture toughness (N mm�3/2) at test temperature

�30 �C

With the data at hand, this yields KIc,Test = 4700
N mm�3/2.

To keep the figures simple, single mean values of the
ULS and of the FLS utilisation ratios are chosen:
vULS = 0.2, vFLS = 0.6.

Figs. 13 and 14 illustrate the allowable initial defect size
as a function of the dimensions c and D for two typical
yield strength values fy. It can be seen that for
fy = 355 MPa and over the entire range of c and D, the ini-
tial defect size a0 ranges from 6.3 mm to 23.6 mm. In the
case of fy = 460 MPa, it is 3.4 mm 6 a0 6 8.3 mm. When

using these values for a specific application, it is important
to bear in mind that constant utilisation ratios have been
assumed for the entire node. In reality, the utilisation ratio
can vary from stub to stub in a node and different quality
levels are often specified for different zones in a node.

Due to technical casting requirements, the wall thickness
of the central part of the cast steel node must be much
higher than the thickness of the casting stub ends. The util-
isation ratio decreases towards the node’s centre due to the
increasing wall thickness. In common K and KK nodes
(nodes with two and four diagonals), the cross-section with
the maximal wall thickness of 150 mm (corresponds to the
lower limit c = 2 and the upper limit D = 600 mm) is
located in the central part of the node. In this cross-section,
utilisation ratios are generally far below the assumed values
of vULS = 0.2 and vFLS = 0.6. Consequently, the allowable
initial defect sizes are significantly higher than the upper
limits given above (23.6 mm for fy = 355 MPa and
8.3 mm for fy = 460 MPa).

A cross-section with c = 7 and D = 200 mm, which cor-
responds to a wall thickness of w = 14 mm, is likely to be
located close to the casting stub ends. Compared with this
wall thickness, the lower limits of the allowable initial
defect sizes (6.3 mm for fy = 355 MPa and 3.4 mm for
fy = 460 MPa) are very large.

For application in practice, it is recommended to calcu-
late for each different cast node the allowable initial defect
sizes by means of the algorithm given by Haldimann-Sturm
[1].

4.3. Detectability of the allowable initial defect sizes

Once the allowable initial defect sizes have been deter-
mined by computation, it is very important that they can
be detected by non-destructive testing. It would not make
sense to specify defect sizes which cannot be detected. In
the fatigue verification, no defect sizes below the detection
limit should be considered. In Table 3, the detection limits
of defects for different testing methods are summarized.

Fig. 13. Allowable initial defect size as a function of the cross-section
dimensions for fy = 355 MPa.

Fig. 14. Allowable initial defect size as a function of the cross-section
dimensions for fy = 460 MPa.
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For radiographic testing, magnetic particle testing and
liquid penetrant testing, quantitative absolute or relative
detection limits are given. For ultrasonic testing, it is more
complicated since the detection limit increases with increas-
ing surface roughness. The detection limit is at least three-
times the casting surface roughness, provided that the
defect echo is not less than twice the microstructure echo
(interference level). According to standards like DIN
1690-2:1985 [13], EN 12680-1:2003 [14] or EN 12680-
2:2003 [15], the casting surfaces should enable a perfect
interface to the transceiver. This is guaranteed as long as
the casting surfaces correspond to the visual tactile com-
parators according to the standard EN 1370:1996 [16].
The surface parameters that are required to determine the
surface roughness, such as the roughness height, the mean
roughness or the profile depth cannot be determined by
means of the visual tactile comparators. The roughness
height of these visual tactile comparators is in the range
of micrometers, but precise values are not available. Chris-
tianus et al. [17] explain that the original idea of specifying
numerical surface roughness values e.g. for different cast
methods or cast materials was dropped during the develop-
ment of the European standard EN 1370:1996 [16]. To be
able to give precise values, more investigations would be
required.

In addition to the surface roughness, the testability of
castings by ultrasonic means depends on the material
microstructure and the wall thickness. For this reason,
the standards DIN 1690-2:1985 [13], EN 12680-1:2003
[14] and EN 12680-2:2003 [15] require the testability of
castings by ultrasonic to be judged by comparing the echo
height of a reference reflector (an idealized defect, a perfect
hole with a defined diameter) to the interference level due
to the material’s microstructure. To ensure good testability,
the echo height of the reference reflector must exceed the
interference level by 6 dB. When testing a casting, the echo
of a reflecting location is compared to the echo of the ref-
erence reflector. If the latter is higher, the location is
declared as a defect. The echo height does, however, not
provide information on the defect type nor its size in the
wall thickness direction. Size and shape of the defect will
rarely correspond to the reference reflector. Further inves-
tigations are required in order to assess to what extent

defects that are smaller than the reference reflector can be
detected in practice.

The smallest detectable reference reflector is specified as
a function of the wall thickness of the casting. The refer-
ence reflector with a diameter of 2 mm should, for example,
be detectable for a highly stressed casting with a wall thick-
ness 6100 mm according to the standard EN 12680-2:2003
[15]. The standard does, however, not specify what highly
stressed means in terms of the utilisation ratio. For the
casting stub ends, a reference reflector with a diameter of
1.5 mm should be detectable. In an additional inspection
instruction, the foundry and the customer can specify even
smaller reference reflectors. The allowable initial defect
sizes given for medium utilisation ratios (Figs. 13 and 14)
are larger than the diameter of these reference reflectors.
Allowable initial defects should, therefore, be detectable.
In view of the uncertainties discussed above, it should nev-
ertheless be verified carefully whether this is truly the case.

5. Summary and conclusions

Based on the numerical study on cast steel nodes of a
typical tubular bridge and on the parametric study, the fol-
lowing conclusions can be drawn:

– A procedure to quantify the allowable initial casting
defect sizes that ensure a balanced design between the
various potential crack initiation sites in a cast steel
node was developed for a typical steel–concrete compos-
ite bridge. The defect sizes range from approximately
28% to 88% of the wall thickness at the defect’s location.

– The procedure was simplified by the use of an approxi-
mate formulation of the stress intensity factor that is
based on a constant correction factor. By virtue of this
simplification, the procedure could be implemented as
an algorithm available to everyone.

– In the case of high stress amplitudes in the fatigue limit
state, the allowable initial defect size is independent of
the stresses in the ultimate limit state (traffic load
model).

– It is generally not possible to benefit from good (high)
fracture toughness in terms of large allowable initial
defects sizes. The only exceptions are cases where the
stress amplitudes in the fatigue limit state are very low.

– The use of steel with higher yield strength does not nec-
essarily increase a structure’s lifetime in the case of large
fatigue stress ranges.

– The algorithm yields the allowable initial defect sizes
between 6.3 mm and 23.6 mm for the yield strength
fy = 355 MPa and between 3.4 mm and 8.3 mm for
fy = 460 MPa over a wide range of cross-section dimen-
sions and for mean stress amplitudes of 0.2fy at fatigue
limit state and for mean stresses of 0.6fy at ultimate limit
state.

– For the implementation of the proposed procedure in
practice, the relationship between the reference reflector
size and the computed initial defect size should be spec-

Table 3
Overview of defect detection limits of non-destructive testing methods
according to Blumenauer [12]

Testing method Detection limitb

Defect depth Defect length

Radiographic >0.4–2% of wall thickness
Ultrasonic Defect echo > 2 · microstructure signal

Defect depth > 3 · surface roughness
Magnetic particlea >10 lm >100 lm
Liquid penetranta >20 lm >1 mm

a Only surface defects.
b Standard values for actual testing methods.
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ified. Allowable defect sizes that are lower than the
detection limit of the non-destructive testing method
shall not be specified.

List of symbols
a one-half the dimension of the first axis of an inter-

nal elliptical crack or depth of a surface crack
c one half the dimension of the second axis of an

internal elliptical crack or one half of the crack’s
length on the surface

vFLS utilisation ratio under fatigue load, vFLS = Dr1,E2/
fy

vULS utilisation ratio under ultimate load, vULS = r1,Ed/
fy

fy yield strength
r1,Ed major principal stress at the defect location under

ultimate load (traffic load model)
Dr1,E2 amplitude of the major principal stress at the de-

fect location under fatigue load
c geometric parameter, c = D/2w

D outer diameter of the casting stub
w wall thickness at the defect location
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