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A B S T R A C T   

In the pursuit of increasing efficiency, productivity and flexibility at production lines and their corresponding 
workstations, manufacturing companies have started to heavily invest in “collaborative workspaces” where close 
interaction between humans and robots promises to lead to these goals that neither can achieve on their own. 
Therefore, it is necessary to know the contributions, recommendations and guidelines that literature presents in 
terms of designing a manufacturing workplace where humans and cobots interact with each other to accomplish 
the defined objectives. These aspects need to be explored in an integrated and multidisciplinary way to maximize 
human involvement in the decision chain and to promote wellbeing and quality of work. This paper presents a 
systematic literature review on designing human-robot collaboration (HRC) workspaces for humans and robots 
in industrial settings. The study involved 252 articles in international journals and conferences proceedings 
published till 2019. A detailed selection process led to including 65 articles to further analysis. A framework that 
represents the complexity levels of the influencing factors presented in human-robot interaction (HRI) contexts 
was developed for the content analysis. Based on this framework the guidelines and recommendations of the 
analysed articles are presented in three categories: Category 1 – the first level of complexity, which considers 
only one specific influencing factor in the HRI. This category was split into two: human operator, and technology; 
Category 2 – the second level of complexity, includes recommendations and guidelines related to human-robot 
team’s performance, and thus several influencing factors are present in the HRI; and, finally, Category 3 – the 
third level of complexity, where recommendations and guidelines for more complex and holistic approaches in 
the HRI are presented. The literature offers contributions from several knowledge areas capable to design safe, 
ergonomic, sustainable, and healthy human-centred workplaces where not only technical but also social and 
psychophysical aspects of collaboration are considered.   

1. Introduction 

The recent progress in digital and industrial technologies, known as 
the Fourth Industrial Revolution or simply “Industry 4.0” (I4.0) [1], has 
been transforming the way the industry manufactures and offers its 
products and services. In addition to requiring production systems with 

“resiliency” and “flexibility” capabilities to cope with the volatility of 
global markets and increased demands for (mass-)customizable products 
and services, manufacturing companies have to address different envi
ronmental and social challenges such as minimizing waste and emissions 
and creating a more inclusive workforce [2,3]. 

Using industrial robots in production systems for increasing 
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productivity is not new. For many decades, industrial robots and 
humans have been kept working on production lines separately for 
safety reasons, but cooperatively with a proper division of labour to 
respond to high-volume demands of standardized products. However, 
customers’ products demand in various global markets have been 
changing, facing manufacturing companies with the challenge of 
responding to high-mix, variable-volume demands of (mass-)custom
izable products, which requires more “flexible” production systems 
without sacrificing efficiency and productivity in the production lines to 
respond to such demands. Hence, the development of more “flexible” 
production systems will need to explore new forms of human-robot 
cooperation and collaboration to enable the efficient production of 
such a variety of (mass-)customized products, and the proper division of 
labour between these according to the characteristics of the work at 
hand and the workforce [4,5]. 

In the pursuit of such flexibility at production lines and their corre
sponding workstations, manufacturing companies have started to 
heavily invest in “collaborative workspaces”, and as consequence, in the 
close interaction between humans and robots for higher levels of effi
ciency, productivity, and flexibility that neither can achieve on their 
own. Therefore, the adoption of collaborative robots, shortly known as 
“cobots”, is growing in the manufacturing sector since they offer an 
opportunity for humans and robots to exchange information and share 
tasks for increasing labour efficiency and productivity [6]. Moreover, to 
improve this “interactive” experience with benefits for both, robots must 
understand humans, and humans must understand robots [7]. 

The recent development of collaborative robots, where robots work 
near humans by sharing a common workspace and tasks is relatively 
new [8]. The main aspects that distinguish a “collaborative robot” from 
a “traditional robot”, which operates within fences are: (i) they do not 
need to work at the high speeds of the traditional robots, therefore the 
payloads are comparable to the ones a human can carry, (ii) they are 
used to cooperate with humans not to replace them, (iii) they are 
required to improve flexibility in short production series, therefore they 
require to be simple to command and program, and (iv) they need to be 
safe to work with when sharing common spaces and tasks with humans 
[4]. 

In addition, the above-mentioned advantages of using cobots for 
improving efficiency, productivity, and flexibility at the production 
lines, ergonomics benefits are also referred to by some authors such as 
Morioka and [9] and [10] since they can remove the workforce from 
dangerous or repetitive, tedious tasks. Furthermore, cobots may also 
have an inclusive role in manufacturing workplaces by helping workers 
with physical disabilities or ageing workers to stay productive [11]. 

Moreover, the fast development of collaborative industrial technol
ogies as well as their innumerable advantages of using these at 
manufacturing workplaces, such as the case of cobots, are leaving 
decision-makers in manufacturing companies be no longer responsible 
for the choice between human-centric work and productivity, since 
collaborative industrial technologies are quickly leading to more 
human-centric production systems [12]. Additionally, regarding tech
nological developments, there is a need to follow a proactive design 
approach, instead of a reactive design approach, when it comes to 
designing ergonomic manufacturing workplaces [13]. 

Furthermore, in a manufacturing workplace where “humans” and 
“cobots” interact with each other to accomplish defined objectives, the 
many aspects that influence this interaction need to be explored in an 
integrated and multidisciplinary way to maximize human involvement 
in the decision chain and to promote wellbeing and quality of work. 

Considering the several aspects that arise from the diversity of 
knowledge fields, the design of human-robot interaction environments 
becomes a major challenge when robots and humans coexist in the same 
working environment and cooperate to complete defined tasks and 
achieve objectives together. 

Having this challenge in mind and the literature gap, this paper aims 
to present a set of guidelines and recommendations for designing 

collaborative workplaces where humans and cobots successfully interact 
with each other to achieve higher levels of efficiency, productivity, and 
flexibility that neither can achieve on their own. Using a human-centred 
approach to design work systems, this study presented a set of guidelines 
and recommendations in physical, cognitive, social, organizational, 
environmental and other relevant knowledge areas that are critical in 
the manufacturing systems. For this purpose, a systematic literature 
review was conducted on the topics related to this objective. 

Besides this introductory section, this paper is structured as follows: 
Section 2 defines the base concepts related to human-robot interaction. 
Section 3 describes the systematic literature review method used for 
conducting this research work. Section 4 presents the systemic literature 
review results and details the set of guidelines and suggestions identified 
from the literature for designing collaborative workplaces where 
“humans” and “cobots” can successfully interact. In this section, emer
gent future research topics are also presented. Finally, Section 5 ad
dresses the conclusions of this research. 

2. Basic concepts 

This section intends to introduce and define the basic concepts that 
are directly related to the topic of this research. In this section, the 
concepts are defined in the context and scope they are used in this 
research. The following topics are approached in this section: (i) human- 
robot interaction definitions, (ii) collaborative robots, (iii) Individual 
Work Performance, (iv) trust, and (v) safety. 

2.1. Human-robot interaction 

With the elimination of physical barriers between humans and ro
bots, the need to define concepts for their interaction arose, and many 
perspectives have been discussed. For a comprehensive classification, it 
is necessary to understand which and how humans are involved, what 
type of robots are being used, and how these agents interact with each 
other [14]. 

Human-Robot Interaction (HRI) can be defined as the actions and 
information exchanges between a human and a robot while performing 
any given task through an interface that includes all matters and pro
cedures available in the system for interaction with its users (ISO 
8373:2012, ISO 11064-5:2008). In this context, it is important to assure 
that the robot provides feedback about its understanding of actions and 
information being transmitted to him. Moreover, the HRI system must 
help with mechanisms that make human-robot communications as 
successful as possible [15]. To improve robot performance, these agents 
need to be able to use humans’ skills and experience successfully, 
working not as a passive tool but as an active partner. For that, they need 
to have more freedom in their actions and be capable of guiding the HRI, 
instead of depending only on human commands [16]. 

Zacharaki [17] describe human-robot interaction in four categories: 
(i) coexistence – the human and robot work side to side but do not share a 
working space, (ii) synchronized – the human and robot share a working 
space, but only one of the agents are present at any time, (iii) cooperation 
– the human and robot share a working space at the same time, but never 
work simultaneously on the same component, and (iv) collaboration – the 
human and robot share a working space at the same time and work 
simultaneously on the same component. 

In the collaboration category, the working space shared by the 
human and robot while carrying out their operations is defined as the 
“collaborative workspace”, and includes the area in which the agents 
perform their tasks (ISO 10218/ANSI RIA 15.06, TS 15066). 

2.2. Collaborative robots 

The way factory workers work with robots in production lines is now 
changing. Robots are no longer exclusively machines that are encaged or 
otherwise separated from the workforce. They now enter workers’ 
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workspace, and they are becoming co-workers which are meant to 
collaborate with humans [18]. This type of robot is called a “cobot”, 
short for a collaborative robot. A human-robot collaborative 
manufacturing system is more customised and flexible than a conven
tional manufacturing system [19]. According to the definition of ISO 
10218-2, Point 3.2, a Collaborative Robot – is a robot designed for direct 
collaboration with a human in the middle of a defined workspace and 
without barriers. Unlike a classic industrial robot, cobots have been built 
in a way that is necessary to significantly limit the power and strength of 
their movements. 

2.3. Individual work performance 

Work Performance is defined as “scalable actions, behaviour, and 
outcomes that employees engage in or bring about that is linked with 
and contribute to organizational goals” [20]. According to a systematic 
review developed by [21], individual work performance comprises four 
broad dimensions: task performance, contextual performance, adaptive 
performance, and counterproductive work behaviour. The authors also 
refer that work performance is not the same as work productivity (input 
divided by output). 

2.4. Trust 

Trust is not limited to just interpersonal interactions. Therefore, it 
can be said that “trust” can affect human-robot interaction as it can 
affect a human user’s willingness to assign tasks, share information, 
cooperate, provide support, accept results, and interact with a robot. 
Trust is one of the requisites for building a successful human-robot 
interaction [22,23]. It is “the attitude that an agent will help achieve 
an individual’s goals in a situation characterized by uncertainty and 
vulnerability” [24]. Research on trusting robots shows that humans 
should be able to trust that a collaborative robot does not harm their 
interests and welfare. The factors to build trust are mostly related to 
performance factors of the robot (cognitive trust), such as the behaviour 
cognitive trust, reliability, and predictability of the robot, and robot 
attributes (affective trust) such as proximity and (assumed) personality 
[22,25]. 

2.5. Safety 

Safety can be defined as “a state in which hazards and conditions 
leading to physical, psychological, or material harm are controlled to 
preserve the health and wellbeing of individuals and the community” 
[26]. The introduction of industrial robots has always been connected to 
the operators’ safety concerns. Initially, the idea to achieve “safety” was 
to separate or create physical barriers between humans and robots [17, 
27]. This assumption influenced the initial safety studies and regulatory 
standards developed for HRI. However, the scenarios changed with the 
introduction of mobile and collaborative robots [28]. In the complexity 
of HRI, the physical viewpoint is mainly focused on the risks of collisions 
occurring between the robot and its user: too high energy/power may be 
transferred by the robot, resulting in serious human damages [29]. 
However, it has been shown that safety in the avoidance of collisions is 
not sufficient to ensure the comfort of the worker [30]. Collaborative 
robots have inherent safety mechanisms and no external safety devices 
are required. Mechanisms that have been developed, can act on the re
striction of speed and range of motion of the robot [31]. It is essential to 
design robots compact, lightweight and useful. Design-level safety 
measures should be implemented, like: light connections and actuators, 
rounded edges, compatible joints, and coverage of robot connections 
with soft materials [32]. 

3. Systematic literature review method 

A Systematic Literature Review (SLR) was conducted to identify, 

evaluate, and interpret all available research related to a specific topic of 
interest (research question), or phenomenon of interest [33]. In this 
study, an SLR was applied since it is a rigorous method to review the 
research results and also a replicable and transparent process approach 
[34]. With this method, unbiased results are achieved that can be 
audited and repeated [35]. 

In this study the sequential stapes was followed:  

● Step 1: Establishing the research objectives of the SLR,  
● Step 2: Define key terms (inclusion) and the studies that were not 

included and the search expression,  
● Step 3: Screen titles and abstracts, and  
● Step 4: Reduce data, generate categories, summary, and report of the 

results. 

3.1. Search strategy 

The systematic search was focused on the scientific literature on how 
to design a collaborative workspace for “human” and “robot” in an in
dustrial context. The search strategy consisted of a comprehensive 
search that could locate the widest spectrum of articles for consideration 
and was performed in two electronic databases, namely: Scopus and ISI 
Web of Science (WoS), from the earliest date available in the database to 
December 2019. 

A compound search expression was developed and applied in both 
databases. The search expression was composed of a set of six terms (see 
Table 1) related to the review objective: Robot/Cobot; industry, task, 
allocation, criteria, design. Only English papers were considered in the 
search. 

Additionally, in the search expression, the articles in press, literature 
reviews, editorial, and undefined were excluded. 

3.2. Screening criteria 

The searching process is illustrated in Fig. 1. The search expression 
was applied in both databases resulting in 234 articles. Since the search 
was made in two databases, a first reduction was accomplished by 
searching for duplicates, and 48 articles were removed. The exclusion of 
irrelevant articles was performed using a three-step systematic 
approach: (i) titles were examined for relevance, (ii) abstracts were then 
considered (in particular, objectives and methods), and (iii) the full-text 
article was retrieved and considered. If there was any doubt regarding 
the content or if the title and the abstract did not provide sufficient 

Table 1 
Keywords in the Search Expression.  

Keywords Synonymous 

Cobot 

human robot interact* Collab* human-robot 
human-robot interac* human-robot collab* workstation 
Human-interact* robot Co-robotic 
Human-interact* Cobot 
HRI Cobotic 
Collab* robot Light robot* 

Industry 
Manufactur* Producti* 

Factor* 
Industr* 
Lab* 

Task 
Activity Assignment 
Work Job 

Allocation Assign* Allocat* 
Share 

Criteria 
Criter* determinant* 
indicat* 

factor* dimension* 

Design 

Design Proposal 
map Method 
representation Framework 
model   
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information to decide whether the inclusion/selection criteria were met, 
then the article proceeded to the next step. Based on the title and ab
stract reading, articles were automatically excluded for further analysis 
if one of the following conditions were met: (a) do not fit the research 
objective, (b) humans were not involved, (c) the focus was on a different 
context than the manufacturing, (d) no robots are involved in the 
interaction, (e) no level of interaction between human and robot was 
considered, and finally, (f) concerns about safety are not considered. The 
next step within the selection process was full reading of the remaining 
120 articles. The full reading of these articles led to the exclusion of 
more than 55 articles mainly due to the context and the interaction 
nature presented in the article. Finally, 65 articles were considered for 
the analysis. 

4. Results 

In this section, the main results of this SLR are addressed. First, the 
descriptive results related to the articles selected for further analysis are 
presented. Formerly, the framework developed for the content analysis 
is described. Later, the results of the content analysis are presented 
based on the framework developed by the authors. Finally, the most 
emergent future research topics are presented in the area of the human- 
robot interaction in the industrial context. 

4.1. Descriptive results 

In this section, a brief presentation of the descriptive results 
regarding the articles selected for the full analysis is made (see Fig. 2), 
namely, the publication year (a); type of publication (b); type of result 
provided (c), and the research method that was applied (d). Then, the 
distribution of the articles by country (see Fig. 3) and category of 
analysis (see Fig. 4) are also presented. 

For the final set of articles analysed (65 articles), it is possible to 
observe a concentration of articles after 2013 with the last three years of 
the analysis, 2017–2019, to gain more prominence (see Fig. 2a). 
Regarding the type of publication, an almost similar distribution be
tween journal (29 articles) and conference (35 articles) was found (see 
Fig. 2b). More than fifty per cent of the articles analysed to propose a set 
of tools and techniques (37articles) and guidelines (25 articles) to 
manage the collaborative spaces (see Fig. 2c). Finally, conceptual model 
(with a case study and/or experimental study and/or simulated sce
narios) (30 articles), as well as experimental studies (24 articles), are the 
research methods most used in the literature analysed (see Fig. 2d). 

The research topic approached in this study is more represented in 
the United States of America and Europe since the first authors of the 
analysed articles come mainly from the USA, Germany, Italy, the UK and 
Canada (see Fig. 3). As explained before, the recommendations and 

Fig. 1. Searching Process.  

Fig. 2. Number of Articles by: Publication Year (a), Type of Publication (b), Type of Result (c), and Research Method (d).  
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guidelines are presented according to the complexity levels (translated 
in categories) of the influencing factors presented in HRI contexts, and 
thus, the corresponding recommendations and guidelines. Fig. 4 show 
the distribution of the articles according to these categories and the 
subcategories. A detailed explanation of these categories and sub
categories will be provided in the next section. More than fifty per cent 
of the articles (35 articles) are about one specific influencing factor in 
the HRI and therefore were classified in Category 1 (C1). This category 
was split in two: Human Operator (C1a) and Technology (C1b) and the 
distribution of articles between these two categories is almost similar, 
with the Human Operator category (C1a) having 16 articles, and the 
Technology (C1b) with 19 articles. In Category 2 (C2), were analysed 
articles related to the human-robot team’s performance. Due to the 
“multidisciplinarity” of topics approached in this category, three sub
categories emerged: i) Collaborative workspace and task allocation, the 
most representative with 11 articles; ii) HRI strategies (3 articles), and 
iii) Team performance and wellbeing (2 articles). Finally, in Category 3 
(C3) were assigned the articles/studies describing the more complex and 
holistic approaches. In this category, 14 articles were analysed. 

4.2. Content analysis 

For the content analysis of the 65 articles selected in the literature an 
integrative theoretical perspective on human factors and ergonomics 
(HFE) in the domain of human-technology interactions, developed by 
[16] was applied. According to this perspective, the focus of the HFE 

discipline is the design and management of systems that satisfy human 
compatibility requirements. It is a human-centred approach to work 
systems design that considers physical, cognitive, social, organizational, 
environmental and other relevant factors. 

Having this perspective in mind and after a meticulous analysis of the 
selected articles, a framework to systematize the recommendations and 
guidelines was developed by the authors (see Fig. 5). The main idea was 
to develop a framework that represents the complexity levels (translated 
in categories) of the influencing factors presented in HRI contexts, and 
thus, the corresponding recommendations and guidelines. Following 
this rationale, in Category 1 (C1) studies that only consider the contri
bution of one specific influencing factor in the HRI were assigned. Since 
the majority of the articles (35) analysed in this study mentioned aspects 
of the interaction focused on the human operator or the technology, with 
different topics and diversified contributions, this category was split in 
two: human operator (C1a) and technology (C1b). Additionally, during 
the analysis, it was possible to group the contributions according to 
subcategories. Therefore, in the human operator category (C1a), and the 
subcategory “Cognitive and Social Process”, were included the studies 
with guidelines and recommendations on the influence of human 
behaviour in HRI. Regarding the subcategory “Human comfort and 
safety”, articles focused on the influence of safety requirements in HRI 
were analysed. In the Technology category (C1b) were assigned the 
articles which contributions related to the software or the hardware 
components of the technology. 

In Category 2 (C2) are the studies whose contributions are focused on 

Fig. 3. Number of Articles by Country.  

Fig. 4. Number of Articles by Category and Subcategory.  
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the human-robot team’s performance. Due to the nature of these studies, 
they always involve the influence of more than one factor. In this 
category guidelines and recommendations regarding the capacities and 
limitations of humans and robots when they work together, to optimize 
their interaction, are reported. After the analysis of the articles in this 
category and according to its main focus, three subcategories emerged: 
collaborative workspace and task allocation, team performance and 
wellbeing and HRI strategies. Finally, in Category 3, the more complex 
and holistic approaches in HRI are presented, encompassing several 
influencing factors coming from different contexts such as physical, 
cognitive, social, organizational, environmental and economic to design 
HRIs. 

Table 2 systematizes the guidelines and recommendations for each 
category and subcategory according to the topic that was approached. 

4.2.1. Category 1a: human operator 
In this section, guidelines are focused on the human operator in the 

collaborative workplace when a single influencing factor is presented. 
Due to the nature of the literature contributions, the recommendations 
and guidelines in this category are presented in two subcategories: (i) 
cognitive and social processes, and (ii) human comfort and safety. 

4.2.1.1. Cognitive and social processes. During the analysis of the articles 
in the subcategory Cognitive and social processes, the topics: trust, 
attribution of blame, technology acceptance, and human cognitive 
performance emerged for guidelines and recommendations (see Fig. 6). 

4.2.1.1.1. Trust. Feedback about human-robot trust can improve 
the allocation of autonomy control during a breach of trust, and in the 
sense of feedback interface designs, those using semantic symbols are 
more effective. Desai et al. [36] in their study present results based on 
real-time trust. According to these authors, initial breaches in trust have 
a strong negative impact on human workers than intermediate or late 
breaches. The trust dynamics result from the performance of both, the 
human (the performance depends on the accumulated workload) and 
the robot (the performance depends on the speed of the robot to perform 
a certain task). On one hand, trust is not correlated with the predict
ability of robot movements (whether they are dominant or submissive 
movement strategies), and, on the other hand, the relationship between 
trust and joint physical coordination, when human workers are inter
acting with robots in a collaborative task, is critical [37,38]. To 
conclude, “affective” trust better predicts the willingness to use a robot 
by human workers, and both types of trusts (cognitive and affective) are 
ensured by the statements of apology and competence that the robots 
manifest [39,40]. Regarding the autonomy for allocation of tasks at HRI, 
Saeidi et al. [41] propose a trust and self-confidence-based strategy to 
automatically choose between manual and autonomous control of 
(semi) autonomous mobile robots in guidance and navigation tasks. 

4.2.1.1.2. Attribution of blame. Another topic mentioned in the 

literature is the attribution of blame, in the relationship between 
humans and robots. The greater the autonomy is given to a robot in 
carrying out the tasks, the greater the attribution of the blame on the 
part of human workers to the robots [42]. 

4.2.1.1.3. Technology acceptance. The technology acceptance 
(robot) by the human in a collaborative workplace is a predictive factor 
of the success of the human-robot interaction [43] and, thus, plays an 
important role. When confronted human workers with a communication 
robot that was not always attentive but diverted, humans established a 
communicative space with the robot and accepted it as a proactive agent 
[44]. 

4.2.1.1.4. Human cognitive performance. According to the literature, 
human performance and task complexity are related. If the task 
complexity, or the robot’s mistake probability, increase, the human 
cognitive performance reduces over time [45,46]. 

4.2.1.2. Human comfort and safety. For the subcategory human comfort 
and safety, the recommendations and guidelines are presented in the 
topics: improve/measure safety and design of robots (see Fig. 6). 

4.2.1.2.1. Improve/measure safety. The literature is rich in guide
lines and recommendations to improve and measure safety in collabo
rative workplaces. To improve safety and reduce the potential risk of 
injuries, Meziane et al. [47] adapted an existing industrial robot to make 
it more interactive. In this way, they improved safety by planning safe 
paths. The system recognizes human worker activities and locates the 
operator’s position in real-time through a safety helmet. The literature 
also mentioned some metrics to evaluate safety, dependability, and 
performance in HRI. Predictions of human motion and planning in time 
are crucial to executing efficient and safe motions [48]. In this sense, the 
collaborative robots can efficiently and safely deliver parts to humans at 
their workstations during, for example, the assembly of an automotive 
engine. 

4.2.1.2.2. Design of robots. The contributions highlighted in the 
literature concerning the design of robots involve several aspects. The 
utilization of hand-guiding on the robot improves the human’s ergo
nomic postures. In this case, the humans have the perception they are 
controlling the system and the robot was viewed, by the human, as an 
assistant [49]. It is also important to design workplaces that are physi
cally and psychologically safe minimum-jerk trajectories. These trajec
tories can also mitigate wear and vibrations [50]. The actions performed 
by the human workers should be considered when they interact with 
robots. Unfortunately, the current task planners only consider the ro
bot’s actions and the unexpected external events in the planning process 
and do not consider expectations about the humans’ actions [51]. New 
programming concepts allowed to build of robotic agents which can 
reason about their motions in terms of safety [52]. These authors 
showed the efficacy of a safety-aware approach to robot control in an 
experiment with an autonomous mobile manipulation platform. This 

Fig. 5. Framework to Systematize the Results.  
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Table 2 
Guidelines and Recommendations per Category and Subcategory.  

Category Subcategory Guidelines and recommendations 

‘C1a | Human 
operator 

Cognitive and social 
processes 

Trust 
The feedback interface designs with 
semantic symbols are more effective 
for trust increase [36]. 
Trust is not correlated with the 
predictability of robot movements 
[37]. 
Trust and joint physical 
coordination in a collaborative task 
are fundamental [38]. 
Affective trust predicts better the 
willingness to use a robot by a 
human worker [39]. 
Trust cognitive and trust affective 
are ensured by the statements of 
apology and competence that robots 
manifest [40]. 
Choosing between manual and 
autonomous control of (semi) 
autonomous mobile robots in 
guidance and navigation tasks 
increase trust [41]. 
Attribution of blame 
The greater the autonomy is given 
to a robot, the greater the 
attribution of the blame on the part 
of human workers to the robot [42]. 
Technology acceptance 
The acceptance of the technology 
(robot) by the human is a predictive 
factor of the success of the HRI [43]. 
Humans established a 
communicative space with the 
robot and accepted it as a proactive 
agent [44]. 
Human cognitive performance 
If the task complexity increase, the 
human cognitive performance 
reduces over time [45]. 
If the robot’s mistake probability 
increases, the human cognitive 
performance reduces over time 
[46]. 

Human comfort and 
safety 

Improve/measure safety 
Planning safe paths improve safety 
[47]. 
Predictions of human motion and 
planning in time are crucial to 
executing efficient and safe motions 
[48]. 
Design of robots 
The utilization of hand-guiding on 
the robot improves the human’s 
ergonomic postures [49]. 
Is important to design physically 
and psychologically safe minimum- 
jerk trajectories, that can also 
mitigate wear and vibrations [50]. 
Task planners should consider 
human actions in the planning 
process and not only the robot and 
external environment [51]. 
Build robotic agents that can reason 
about their motions in terms of 
related safety with new 
programming [52]. 

C1b | Technology Hardware 

To monitor the shared human-robot 
workspace: a dual-arm robotic 
system for industrial human-robot 
collaboration (HRC) with multiple 
sensor-based controllers and 
intuitive interaction methods was 
developed [4].  

Table 2 (continued ) 

Category Subcategory Guidelines and recommendations 

To avoid stopping robot motion: a 
robot that adaptively changes from 
normal to restrictive modes and 
changes its trajectory [55]. 
To enhance security performance of 
the collaborative robot: three- 
dimensional flexible robot skin 
made by the piezoresistive and 
composite [54]. 

Software 

Improve control 
To predict the user’s intent, and 
assist in accomplishing it (instead of 
simply executing the user’s input, 
which is hindered by the 
inadequacies of the interface) this 
robot is programmed with an 
intuitive formalism that captures 
assistance as policy blending [56]. 
To decrease “task-completion-time” 
(TCT) and to reduce unwanted 
collisions, an asymmetric 
semiautonomous teleoperation 
(AST) control design framework for 
teleoperation of mobile twin-arm 
robotic manipulators was used [57]. 
To accomplish collaborative control 
of robots and machines to improve 
equipment utilization in 
unstructured and dynamic 
environments, Virtual Collaborative 
Control (VCC) was applied. It 
extends the techniques of 
collaborative design and 
visualization [58]. 
FlexHRC is sensing, representation, 
planning and control architecture 
for flexible human-robot 
cooperation to enable robots to deal 
at all levels with humans’ intrinsic 
variability (a requisite to a 
comfortable working experience for 
humans, and a capability for 
efficiently dealing with unexpected 
events) [59]. 
Safe interaction between human 
and robot 
To improve operator’s safety and 
acceptance in hybrid assembly 
environments, a tool using the 
immersion capabilities of 
augmented reality technology was 
applied [60]. 
To avoid collisions a methodology 
to analytically compute the 
minimum distance between 
cylindrical primitives with 
spherical ends is presented [61]. 
To collision detection and contact 
force estimation methods based on 
torque observer without any extra 
sensors [62]. 
Communication 
To support robust human-robot 
communication whereby a human 
operator can exploit multiple 
communication channels to interact 
with one or more robots to 
accomplish shared tasks using a 
novel multimodal interaction 
framework [63]. 
The possibility of different team 
configurations reacting to a robot’s 
failure to correctly complete the 
task and overall mission in a team 
environment led to the 
development of a methodology for 

(continued on next page) 
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Table 2 (continued ) 

Category Subcategory Guidelines and recommendations 

creating a computational 
simulation framework based on 
Work Models that Compute [64]. 
To design a collaborative 
environment to understand human 
reactions to both predictable and 
unpredictable robot motions a 
virtual reality digital twin of a 
physical layout can be used [65]. 
Cooperative and collaborative 
behaviours 
To describe layers to implement 
cooperative and collaborative 
behaviours among robots and 
human beings based on an 
appropriate model of rules, a new 
approach of multilayer architecture 
for distributed control of 
manipulator robots (Scara3D) can 
be used [66]. 
To design collaborative scenarios 
where the robot works with humans 
on a common construction, an 
embodied multimodal fusion to 
perform supportive and instructive 
robot roles in HRI was proposed 
[67]. 
For complex carrying tasks a novel 
HRC technique to monitor joint 
load variations in real-time during 
the collaborative task and to 
adaptively control the robotic 
partner’s assistive behaviour when 
the overloading is detected [68]. 
For inspection tasks (’water leak 
test’) and focused on ergonomics 
concerns a new automated in-line 
inspection system (Inspector robot) 
approach was proposed. This 
approach optimises the efficiency 
and capability of the test process. 
Thermographic images are taken by 
a lightweight robot system and then 
processed to locate the leak [69]. 
To support collaborative haptic 
training in virtual environments a 
new multilateral position shared 
control architecture for dual-user 
haptic training is proposed. In this 
system, the controller allows 
interaction between both users (the 
trainee and the trainer) as well as 
between the users and the virtual 
slave robot and environment [70]. 
To optimize and validate 
manufacturing processes to a better 
understanding of the risks, 
complexity of the assembly 
processes, an interactive simulation 
of Human-robot collaboration (first- 
person 3D experience) was 
proposed. This technique uses real- 
time physics simulation to immerse 
the design engineer or production 
planner inside a responsive virtual 
model of the factory [71]. 

C2 | Human-robot 
team’s 
performance 

Collaborative 
workspace and task 
allocation 

Generic strategies in HRC 
To improve the design collaborative 
of workspace and simultaneously 
allocate tasks in HRC it is needed to 
follow these procedures: (i) 
hierarchical task analysis; (ii) 
predetermined time method 
systems, to the identification of 
possible collaborative modes; (iii) 
ergonomics assessment tool  

Table 2 (continued ) 

Category Subcategory Guidelines and recommendations 

(RULA), to evaluate the system 
performance; and (iv) resource 
allocation [72]. 
To upgrade the design of 
collaborative workspace and 
simultaneously allocate tasks in 
HRC it is needed to base ourselves 
on computational work modelling 
for human-robot teams. The main 
advantage of this methodology is 
related to the analysis of 
dependencies and constraints in the 
work and the work environment 
giving information about the 
collective behaviour of human- 
robot teams and therefore providing 
a constant basis for the design [73], 
To raise the effectiveness of the 
system of HRC, before the task 
allocation must be done one 
procedure that includes three 
stages: work decomposition, 
creation of task options, and 
quantitative evaluation considering 
time and ergonomics concerns [74]. 
To improve the task allocation must 
exploit the different skills of 
humans and robots to classify tasks, 
load the robot instead of the human 
where possible, and allow the 
dynamic reassignment of tasks in 
case of unexpected delays in task 
execution [75]. 
The task allocation must be based 
on the workload, where the 
workload is shared through the 
agents according to their physical 
capabilities and skill levels [76]. 
To improve the task allocation 
between a single human and a 
single robot must be taking into 
consideration the minimizing task 
completion time and human 
physical strain [77]. 
It is essential for the success of 
human-robot collaboration that the 
task allocation must be done by 
several steps that refer to both to 
“human” or the “robot”, for 
example, capability-oriented job 
assignment as a primary decision 
criterion for task allocation [78]. 
To optimize the interaction between 
a human and robot two criteria are 
essential for the task allocation: (1) 
the types and levels of automation, 
and (2) the automation reliability 
and the cost of action [79]. 
The task allocation can also be 
based on context information [80]. 
Human workers with cognitive 
disabilities 
The robots represent a critical role 
in HRI in the allocation of tasks to 
human workers with cognitive 
disabilities. This role corresponds to 
the supervision of the assembly 
instructions, providing stepwise 
indications of the assembly actions 
to be executed by the human, and 
providing quality assurance (by 
guaranteeing that actions have been 
carried out correctly and according 
to specification) [81]. 

(continued on next page) 
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platform was designed to perform pick-&-place tasks together with a 
human co-worker considering safety concerns. In this study, key con
cepts for specifying safety-aware control were presented, including a 
model of the human co-worker, the safety-relevant events, and the robot 
movements, which were explicitly represented in a high-level plan 
language. The most comprehensive study regarding recommendations 
to design and use a safe cobotic cell comes from [53]. These authors 
presented recommendations for three main intervenients in the cobotic 
cell: the owner, the worker, and the integrator. For the owner, they make 
two main recommendations: to keep human workers informed to 
minimize resistance to change and make available the user guide to the 
workers and all the stakeholders involved in the cobotic cell. For the 
worker, they recommend their own protection against collisions with 
cobot gripper, or the part it handles, and always face the robot, 
regardless of the activity performed by the human in the collaborative 
workspace. Finally, the majority of recommendations of this study are 
related to the integrator: to be informed about the prescriptions of the 
current regulations and standards; to perform a comprehensive risk 
assessment of the residual risk related to the cobot; to choose risk 
reduction measures based on the risk evaluation for each anticipated 
hazardous situation; to validate the effectiveness of the risk reduction 
measures; to identify the cobotic arm trajectory that is the best 
compromise between safety and productivity; to consult the human 
workers that are going to interact with the cobotic cell, making sure that 

Table 2 (continued ) 

Category Subcategory Guidelines and recommendations 

Multi-human and multi-robot 
interaction; human – multi-robot 
interaction 
The performance of the interaction 
between multi-human multi-robot 
can be improved if the human 
factors are included along with the 
productivity metrics (e., 
performance, cost, time for 
processing information) [82]. 
To improve the relationship 
between a human/multi-robot team 
three key factors must be accounted 
for by the human supervisors in 
making task-assignment decisions 
and how they correlate with 
workload: average domain density, 
critical task ratio and the tag 
disruption ratio [83]. 
To optimize the interaction between 
a human and robot is for the robot 
to mimic the behaviours of their 
human counterparts. The allocating 
roles are perhaps more critical, 
knowing whether individuals 
(human or agent) are assigned as 
(1) supervisor, (2) operator, (3) 
teammate, (4) mechanic/ 
programmer, or (5) bystander. Is 
also critical to understand the 
nature of the decision-making 
process and how the boundaries of 
such actions are shared and/or 
delegated between the two different 
team members [84]. 

Team Performance 
and well-being 

To optimize the productivity of the 
human and robot, the robot should 
not interfere directly with the 
human’s physical or perceptual 
focus of attention [85]. 
To improve teamwork/ 
collaborative interaction, the 
human factors on task performance 
(e.g., type of task, fatigue, skill 
level, environment, etc.) must be 
taken into account [86]. 
To maximize the objective and 
perceived performance of the 
human-robot team we must take 
into account the combination of 
goal inference and dynamic task 
planning [87]. 

HRI strategies 

To maximize the HRC the robot 
should maintain a distribution (i.e., 
belief) over the possible human 
interaction strategies, and update 
this belief during the task (i.e., 
exchange information while 
reasoning over this distribution) 
[7]. 
Is essential to have an ecological 
interface design for human 
supervision of a robot team to help 
to provide information about states 
of functions that are necessary to 
achieve the top goal of a human- 
robot system [88]. 

C3 | Integrated 
approach to 
design HRC 

– 

To reduce human workload while 
maintaining the overall 
performance of the human-robot 
team may be used physical robot 
interaction (pHRI) and social HRI- 
based autonomous controllers 
(sHRI) rather than manual 
adjustments on the robot velocity 
[89].  

Table 2 (continued ) 

Category Subcategory Guidelines and recommendations 

To make scheduling decisions in an 
HRC environment, it is important to 
include the preferences of human 
workers and the amount of work 
allocated [90]. 
Humans prefer robot-led 
interactions for tasks with a higher 
cognitive load and human-led 
interactions for joint actions in 
tabletop tasks [91]. 
To optimize the HRI, global 
navigation, object recognition, 
inverse kinematics, time constraints 
and task allocation need to be 
investigated [92]. 
Interaction, human cognitive 
abilities, the collaborative system, 
as well as maintenance of 
appropriate expectations must be 
incorporated in HRC [93]. 
Adequate levels of automation 
considering the capacities and 
abilities of both “human” and 
“robot” according to the situation 
must be defined [94]. 
A procedure must be defined to 
initially check existing or future 
workplaces for their suitability for 
HRC [95]. 
Key parameters, namely, 
technological complexity, HRC 
relevance, benefits/costs indicator, 
ergonomics and safety and logistic 
interface, are considered to identify 
the most suitable applicative use 
cases for profitable exploitation of 
HRC technology [96]. 
The robot’s behaviour must be 
perfectly predictable for the human 
operator [97]. 
The definition of collaboration 
levels must include legal, technical, 
and psychological requirements and 
limitations of both the human and 
the robot [8,14].  
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the design fits with the real work. Moreover, these authors also 
recommend that, when presence-sensing devices are added to achieve a 
mode of collaborative operation, it should be ensured that the required 
level of reliability for the safety-related control system is still met. 

4.2.2. Category 1b: technology 
As previous referred, in C1b recommendations and guidelines 

focused only on the technology (robot) as a single element in the 
collaborative workplace are present. These recommendations and 
guidelines were split into two subcategories, the “hardware” and the 
“software” aspects of the technology. 

4.2.2.1. Hardware. A few contributions to the design of collaborative 
spaces were given in the literature concerning the hardware. To enhance 
the security performance of the collaborative robot [54] designed and 
produced a three-dimensional flexible robot skin made by the piezor
esistive and composite. The experiment results showed that the imple
mented robot skin can provide an efficient approach for natural and 
secure human-robot interaction. To ensure a safe collaborative envi
ronment [4] proposed a dual-arm robotic system for industrial 
human-robot collaboration (HRC) with multiple sensor-based control
lers and intuitive interaction methods for the monitoring of the shared 
human-robot workspace. This robotic system is equipped with the 
ability for real-time collision-free dual-arm manipulation. To avoid 
stopping robot motion [55] proposed a robot that adaptively changes 
from normal to restrictive modes and changes its trajectory. 

4.2.2.2. Software. The recommendations and guidelines in the software 
subcategory are related to the development of algorithms, architectures, 
frameworks and models in the following topics: Improve control, Safe 
interaction between human and robot, Communication and Cooperative 
and collaborative behaviours (see Fig. 6). 

4.2.2.2.1. Improve control. One of the main concerns in the HRC 
scenarios is to improve control. Some technical proposals were found in 
the literature to accomplish this objective: intuitive formalism that 
captures assistance as policy blending in order [56]; control strategies 
using a novel asymmetric semiautonomous teleoperation control design 
framework for teleoperation of mobile twin-arm robotic manipulators 
[57]; virtual collaborative control to improve equipment utilization in 
unstructured and dynamic environments [58]. More focused on 
enabling robots to deal at all levels with humans’ intrinsic variability 
[59] proposed sensing, representation, planning, and control architec
ture for flexible human-robot cooperation, referred to as FlexHRC. 

4.2.2.2.2. Safe interaction between human and robot. The safe inter
action between a human and a robot is referred to in the literature as one 
of the most important aspects in designing a collaborative workplace. 
Several tools and frameworks are presented in the literature to achieve 
this goal. Aiming the operator’s safety and acceptance in hybrid as
sembly environments [60], developed a tool through the immersion 
capabilities of augmented reality technology. Avoiding collisions is a 

requisite to a safe interaction. In this regard, a methodology to analyt
ically compute the minimum distance between cylindrical primitives 
with spherical ends [61] and collision detection and contact force esti
mation methods without any extra sensors [62] can be useful 
frameworks. 

4.2.2.2.3. Communication. Strictly related to safety interaction as
pects, the communication concerns are also translated in the literature 
with tools and frameworks proposed that aims to improve the commu
nication between “human” and the “robot”. The possibility to support 
robust human-robot communication whereby the human operator can 
exploit multiple communication channels to interact with one or more 
robots to accomplish shared tasks was proposed through a novel 
multimodal interaction framework [63]. The possibility of different 
team configurations reacting to a robot’s failure to correctly complete 
the task and overall mission in a team environment led to the develop
ment of a methodology for creating a computational simulation frame
work based on Work Models that Compute [64]. Understanding human 
reactions to both predictable and unpredictable robot motions should 
also be considered in the design of a collaborative environment. In this 
sense, a virtual reality digital twin of a physical layout [65] can respond 
to this challenge. 

4.2.2.2.4. Cooperative and collaborative behaviours. Cooperative and 
collaborative behaviours among robots and humans are also pointed in 
the literature. A multilayer architecture for distributed control of 
manipulator robots can be used to this intend (Scara3D) [66]. In 
collaborative scenarios, the support, between the human and the robot, 
in task execution originated some important contributions. Therefore, 
collaborative scenarios where the robot works with humans on a com
mon construction task was explored by [67] where they proposed an 
embodied multimodal fusion to perform supportive and instructive 
robot roles in HRI. For complex carrying tasks a novel HRC technique to 
monitor joint load variations in real-time during the collaborative task 
and to adaptively control the robotic partner’s assistive behaviour when 
the overloading is detected was presented by [68]. For inspection tasks 
and focused on ergonomics concerns a new automated in-line inspection 
system (Inspector robot) was developed by [69]. In this system, ther
mographic images are taken by a lightweight robot system and then 
processed to locate the leak. Focused on supporting collaborative haptic 
training in virtual environments a new multilateral position shared 
control architecture for dual-user haptic training was proposed by [70]. 
In this system, the controller allows interaction between both users, the 
trainee and the trainer, as well as between the users and the virtual slave 
robot and environment. Finally, to optimize and validate manufacturing 
processes to a better understanding of the risks, complexity of the as
sembly processes [71] proposed an interactive simulation of 
Human-robot collaboration (first-person 3D experience). The proposed 
technique uses real-time physics simulation to immerse the design en
gineer or production planner inside a responsive virtual model of the 
factory. 

Fig. 6. Category 1 in detail.  
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4.2.3. Category 2: human-robot team’s performance 
Some contributions regarding the collaborative interactions between 

humans and robots to improve performance and wellbeing exist in the 
literature. According to the literature, these “mixed teams” can work in 
an optimally way. Category 2 describe contributions and guidelines to 
improve the human-robot team’s performance found in the literature. 
After the analysis of the articles in this category, three subcategories 
stood out: (i) collaborative workspace and task allocation, (ii) team 
performance and wellbeing, and (iii) HRI strategies. 

4.2.3.1. Collaborative workspace and task allocation in teams. The rec
ommendations and guidelines in this subcategory are approached in the 
three main topics: task allocation in a generic way, task allocation for 
human workers with cognitive disabilities, and, for multi-human and 
multi-robot interaction; human-multi robot interaction (see Fig. 7). 

4.2.3.1.1. Generic strategies in HRC. An approach to design a 
collaborative workspace and simultaneously allocates tasks in HRC was 
proposed by [72] and comprised the following procedures: (i) hierar
chical task analysis, (ii) predetermined time method systems – to the 
identification of possible collaborative modes, (iii) ergonomics assess
ment tool (RULA) – to evaluate the system performance, and (iv) 
resource allocation. Another methodology based on computational work 
modelling for human-robot teams was made by [73]. The main advan
tage of this methodology was related to the analysis of dependencies and 
constraints in the work. Additionally, information about the collective 
behaviour of human-robot teams in the work environment should be 
given continuously for the design of the collaborative space. A previous 
step, before task allocation, is work decomposition. A procedure for 
improving work decomposition, instance generation, and HRC work
place evaluation, was proposed by [74]. This procedure includes three 
stages: work decomposition, creation of task options, and quantitative 
evaluation considering time and ergonomics concerns. 

Different approaches have been proposed for task allocation. For 
example, the allocation is based on a new working paradigm by [75]. 
This procedure exploits the different skills of humans and robots to 
classify tasks, load the robot instead of the human (when possible) and 
allows the dynamic reassignment of tasks in case of unexpected delays in 
task execution. Task allocation is based on the workload, where the 
workload is shared through the agents, “human” and “robot”, according 
to their physical capabilities and skill levels [76]. These authors use task 
complexity, agent dexterity and agent effort as indexes to represent the 
agent features at the team level. Another approach present in the liter
ature concerns the task allocation between a single human and a single 
robot to minimize task completion time and human physical strain [77]. 
Using capability-oriented job assignment, as the primary decision cri
terion for the allocation task (using a multi-stage procedure) between 
human and robot, can also be found in the literature. Therefore [78], 
proved that the task of planning a working system that includes 
human-robot collaboration applications is a big challenge, even for 
those who are experienced in working with robot technology in an 

industrial context. To address the identified implementation challenge 
(allocate tasks between human and robot) these authors suggest a 
multi-stage procedure that facilitates the allocation of jobs between the 
two resources: human and robot. They used capability-oriented job 
assignment as the primary decision criterion for task allocation. 

A model of human interaction to decide if a system functions should 
be automated and to what extent, was presented by [79]. According to 
the authors, there are two successful criteria for the task allocation: (1) 
the types and levels of automation, and (2) the automation reliability 
and the cost of action. The task allocation can also be based on context 
information [80]. These authors found that cognitive task load was the 
factor with more importance in the task allocation, followed by task 
capability and preference. 

4.2.3.1.2. Human workers with cognitive disabilities. An alternative 
task-sharing approach in a collaborative workplace where the human 
workers with cognitive disabilities and the collaborative robots share 
the same place is proposed by [81]. The results of this study showed the 
critical role of automation (cobot) in HRI. This role corresponds to the 
supervision of the assembly instructions, providing stepwise indications 
of the assembly actions to be executed by the human, and providing 
quality assurance (by guaranteeing that actions have been carried out 
correctly and according to the specifications). In doing so, the cobot 
creates a record of all actions executed, including whether there were 
any deviations, making each step in the process traceable. 

4.2.3.1.3. Multi-human and multi-robot interaction, human-multi robot 
interaction. Besides the criteria to allocate tasks the literature also gives 
valuable contributions to the general process of task allocation. There
fore, in multi-human multi-robot interaction systems, where an agent 
allocates information to multiple teams of operators (humans or robots), 
if human factors are included along with the productivity metrics (such 
as performance, cost, and time for processing information), then the 
performance of the interaction can be improved [82]. In their work [83], 
explored an approach to human/multi-robot team interaction that 
captures the complexity of task scheduling problems from the human 
operator’s perspective. Their study was conducted to assess the efficacy 
of a graph-based model. From this model, three key factors were iden
tified: average domain density, critical task ratio and the tag disruption 
ratio. These key factors have an impact on the way how the supervisors 
(human) make task-assignment decisions, and how they correlate it with 
the workload. 

Several insights related to task allocation, in the context of teamwork 
involving humans and robots, were given by [84]. According to this 
author, the best way to achieve high levels of interaction between a 
human and a robot is for the robot to mimic the behaviours of its human 
counterpart. He suggests that allocating roles is the most critical aspect 
of task allocation. These roles (for the human or the robot) can be: (1) 
supervisor, (2) operator, (3) teammate, (4) mechanic/programmer, or 
(5) bystander. For this author is also critical to understand the nature of 
the decision-making process and how the boundaries of such actions are 
shared and/or delegated between the two different team members. 

Fig. 7. Category 2 in detail.  
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4.2.3.2. Team performance and wellbeing. The literature gives several 
recommendations on this topic. In terms of a human worker that effi
ciently complete independent tasks in a shared physical workspace 
without explicitly communicating planned actions, studies are 
concluding that human productivity in a shared workspace is compa
rable to human productivity alone, as long the robot does not interfere 
directly with the human’s physical motions or attention [85]. To 
improve teamwork/collaborative interaction with humans [86], use 
human factors on task performance, (such as type of task, fatigue, skill 
level, environment, emotional state, satiety and caffeine consumption) 
to provide appropriate adaptability of the human to the robotic ele
ments. Still in the field of behavioural experiment [87], study concluded 
that the combination of goal inference and dynamic task planning 
significantly improves both objective and perceived performance of the 
human-robot team. They also report that combining motion-level 
inference with task-level plan adaptation in the context of 
human-robot collaboration is beneficial. 

4.2.3.3. HRI strategies. HRI strategies are related to supervision and 
shared control. [7]’s study concluded that the robot should maintain a 
distribution (i.e., belief) over the possible human interaction strategies, 
and update this belief during the task (i.e., exchange information while 
reasoning over this distribution). By reasoning over this belief, the robot 
can be adapted to everyday humans’ actions, instead of requiring each 
human to comply with its single pre-defined strategy. To provide in
formation about functions states that are necessary to achieve the top 
goal of a human-robot system, [88] developed a design concept based on 
ecological interface design for human supervision of a robot team: This 
design concept provides information about functions states that are 
necessary to achieve the top goal of a human-robot system. 

4.2.4. Category 3: integrated approaches to design HRC 
The recommendations and guidelines included in Category 3 (C3) 

(see Table 2) offers a holistic approach to human-robot interaction, 
considering simultaneously the contribution of diverse influencing fac
tors from different contexts such as physical, cognitive, social, organi
zational, environmental and economic to design of HRC. 

The physical Human-Robot Interaction (pHRI) and social HRI-based 
autonomous controllers (sHRI) can reduce human workload while 
maintaining the overall performance of the human-robot team 
compared to the manual adjustments on the robot velocity [89]. 
Moreover, it is shown in these authors experiments that human trust in a 
robot can remarkably increase if sHRI factors are integrated into the 
pHRI-based framework. The robot usability can also significantly in
crease if the emotion is added to the integrated framework while the 
objective measures (e.g., robot average velocity and assembly time) do 
not show statistical significance among the automated condition. In fact, 
human situational awareness is poorer when the robotic agent has full 
autonomy over scheduling decisions [90]. According to these authors, 
the preferences of human workers are important to include in the HRC 
environment when making scheduling decisions. In addition, the 
amount of work allocated has also a strong impact on the workers 
subjective perceptions of their team’s interactions. So, these authors 
considered that the balance between preserving human’s situational 
awareness, optimizing workload allocation and production efficiency, is 
essential to designing intelligent collaborative robots. 

Communication about shared plans using gaze and speech aids 
effective collaboration in task execution in which a human and robot 
work together [91]. According to these authors, humans prefer robot-led 
interactions for tasks with a higher cognitive load and human-led in
teractions for joint actions in tabletop tasks. To improve coordination 
between humans and robots, both (robot and human) have to adapt to 
each other’s preferences and abilities. These authors also refer that the 
interaction style and the design of the task to be collaboratively 
completed by the human and by the robot may also affect how the 

collaboration is perceived by the human concerning efficiency, comfort, 
safety, and fluency. Claes [92] presented a human robot-team interac
tion solution for automated task handling in an industrial work envi
ronment, integrating an approach based on the combination of basic 
global navigation, object recognition, inverse kinematics and 
human-robot interaction. These authors considered that this approach 
had good feasibility, however, they also recognized that time constraints 
and task allocation are also factors that need to be investigated to 
optimize the interaction. 

In an even more holistic perspective, the definition of collaboration 
levels must include legal, technical, and psychological requirements and 
limitations of both the human and the robot [8,14]. Based on the 
theoretical background, the conceptual model developed by these au
thors considered the understanding of the nuances of interaction, human 
cognitive abilities, the whole collaborative system, as well as mainte
nance of appropriate expectations when designing systems that incor
porate HRC. Other similar conceptual models, or methodological 
approaches, to optimize the design of HRC exists in the literature. For 
example, a morphological framework that integrates all relevant char
acteristics for HRC design in assembly work and includes five di
mensions (objectives and economics, product, process; HRC work 
systems, and safety). Each of these dimensions integrates 41 attributes 
and 169 characteristics [93]. Moreover, these authors argue that for 
HRC task allocation is necessary a multi-criteria model for optimizing 
time, cost, and quality. In an attempt to integrate two fundamental en
tities (the know-how, which refers to the ability of an agent to control 
the process and the know-how-to-cooperate, which concerns the agent 
ability to cooperate with other agents involved in the same process), a 
methodological approach was developed based on a human-machine 
cooperation model [94]. The idea was to identify different interactions 
between humans and robots and, then to define adequate levels of 
automation taking into account the capacities and abilities of both 
humans and robots according to the situation. 

With the main aim of quickly verifying whether a process is suitable 
for HRC or not, a conceptual method to support companies imple
menting HRC was presented in the literature [95]. The authors proposed 
two evaluation stages: (i) where the enablers and inhibitors that influ
ence the suitability for HRC (as ergonomics, tools, skills…) are identi
fied, and (ii) where the process is divided into its sub-processes and both 
are analysed, according to a procedural model with nine steps. In this 
study, the level of assignment and level of interaction were used to 
classify the workplaces. In the same line, a methodology to identify the 
most suitable applicative use cases for profitable exploitation of HRC 
technology is presented in the literature [96]. This methodology is based 
on preliminary values assignment to multiple key parameters, namely 
technological complexity, HRC relevance, benefits/costs indicator, er
gonomics and safety and logistic interface. 

To assess ergonomic risk, but also considering optimization criteria 
for planning and evaluating HRC in assembly collaboration scenarios a 
comprehensive model was developed by [97]. Considering humans and 
robots separately, they divided criteria into five categories: function 
allocation, physical ergonomics, cognitive ergonomics, environmental 
ergonomics and technical. For the allocation decision, the availability of 
the resources as well as the feasibility of and execution time for the task 
were used. On the other hand, for ergonomic evaluation, stress and 
strain, some changes in the workflow between the human and the robot 
as well as between the robotic tools are considered to estimate the 
physical ergonomics. These factors were directly related to mental 
workload (cognitive ergonomics). Moreover, the authors state that is 
essential that the robot’s behaviour is perfectly predictable for the 
human operator. According to these authors, in the HRC, the human 
contributes extensive cognitive and sensorimotor skills and the robot 
accounts for force, accuracy and endurance. 
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4.3. Emergent future research topics 

Further research to design HRC workspaces could benefit from a 
more multidisciplinary approach. The literature recognizes the existence 
of complex scenarios of interaction between humans and robots in 
manufacturing, however, most studies have not tested these scenarios or 
not included all dimensions of human factors and ergonomics in their 
experiments. HRC sustainability depends on a human-centred approach. 
Therefore, it will be necessary to develop systemic studies in control 
environments that investigate specific tasks that come from 
manufacturing and explore the effects of collaborative workspaces on 
humans, considering physiological, biomechanical and psychosocial 
data. This approach intends to maximize human involvement in the 
decision chain and to promote human health, wellbeing and quality of 
life. It is critical to develop research in this field by multidisciplinary 
teams, with expertise in the engineering/technological field, ergonomics 
and human factors, medicine and psychology, to create complete and 
complex scenarios (closer to reality) and to study in-depth the impact on 
humans resulted by the implementation of collaborative environments. 

From manufacturing companies’ perspective, future work needs to 
be a focus on the development of validated tools that allows under
standing the sustainability of HRC. These tools should support decision- 
makers on the activities/tasks in which HRC implementation is viable, 
considering workers physical and mental wellbeing, performance and 
productivity. Additionally, it is also imperative the development of 
strategies (e.g., training programs) to demonstrate to workers that HRC 
can promote safe, healthy and inclusive working environments. 

5. Discussion 

The manufacturing workplace is evolving, and recently with tech
nological advances, it is possible to have humans and robots sharing not 
only the physical space but also the tasks. Nowadays it is possible to see 
humans and cobots interact with each other to accomplish defined ob
jectives towards the improvement of productivity, efficiency and flexi
bility. The literature review conducted in this research proved that 
designing a collaborative workplace implies considering several influ
encing factors that are involved in the human-robot interaction. 
Therefore, designing a collaborative workplace/work needs to be 
approached in an integrated and multidisciplinary way to maximize 
human involvement in the decision chain and to promote wellbeing and 
quality of work. The results of this study highlighted the diversity of 
knowledge fields involved in the design, as well as the topics that needed 
to be considered when designing HRC industrial environments. 

Several challenges arise from this multidisciplinary and diversity of 
knowledge fields that need to be considered when designing HRC in
dustrial environments. Therefore, the development of a framework that 
supports the systematization of the guidelines and recommendations 
found in the literature, has proved to be critical in accomplishing the 
aim of this research. Based on the proposed framework, this study pre
sents a set of guidelines and recommendations for designing collabora
tive workplaces where humans and cobots successfully interact with 
each other to achieve higher levels of efficiency, productivity, and 
flexibility that is impossible to achieve on their own. The guidelines and 
recommendations were presented according to different levels of 
complexity (categories) that are directly related to the influencing fac
tors presented in HRI contexts. The effort of classifying the recommen
dations and guidelines in terms of their complexity level, as well as in 
topics, following the framework structure, revealed itself to be a great 
challenge. In Category 1, human operator (C1a) or technology (C1b), 
where the majority of the articles were assigned, only the contribution of 
one specific influencing factor in the HRI were considered: In the human 
operator category (C1a) and the cognitive and social processes subcat
egory, guidelines and recommendations from the literature approached 
topics related to trust, attribution of blame, technology acceptance, and 
human cognitive performance. It was interesting to notice a 

concentration of literature related to the trust topic which reveals a great 
concern related to the most important aspect in a relation, even when a 
human and a robot are being considered. In the guidelines and recom
mendations related to the human comfort and safety subcategory, topics 
related to improving (or measuring) safety and the design of the robots 
were reported. These results are aligned with the aim of achieving a safe 
and comfortable workplace. 

There are a few recommendations and guidelines related to the 
hardware subcategory in the Technology category (C1b). However, the 
literature is rich in guidelines and recommendations in the software 
subcategory. The majority of the guidelines and recommendations were 
related to models and algorithms that intend to improve the control in 
the collaborative environment. The literature is also rich in terms of 
recommendations and guidelines of algorithms/software to design 
workplaces with cooperative and collaborative behaviours, as well as 
algorithms that improve the communication between the human and the 
robot. In the human-robot team’s performance Category (C2) some 
recommendations and guidelines regarding the collaborative in
teractions between humans and robots to improve performance and 
wellbeing exist in the literature. They are generically divided into three 
subcategories: collaborative workspace and task allocation; team per
formance and wellbeing; and HRI strategies. Undoubtedly, the literature 
has focused, according to the material produced, much more on the 
collaborative workspace and task allocation, with a prominence of 
generic recommendations on the subject, and specific (for the case of 
human workers with cognitive disabilities, and, for multi-human and 
multi-robot interaction; human-multi robot interaction). It is not sur
prising the vast literature on this topic since it is an essential issue in 
collaborative environments and to an effective HRC. Although team 
performance and wellbeing, and HRI strategies recommendations and 
guidelines are less present in the literature, they were not forgotten. 
Finally, the most holistic level of human-robot interaction (C3), where 
guidelines and recommendations about the simultaneous contribution 
of different influence factors associated with human or robot perfor
mance (e.g., safety), team performance (e.g., trust) and/or task perfor
mance (e.g., process performance indicators) were presented. In this 
third category several insights were collected, of which the following 
should be highlighted: In the HRI, the human contributes with extensive 
cognitive and sensorimotor skills and the robot accounts for force, ac
curacy and endurance. Communication about shared plans using gaze 
and speech aids effective collaboration for a task in which a human and 
robot work together. Moreover, the balance between preserving 
human’s situational awareness, optimizing workload allocation and 
production efficiency, is essential to designing intelligent collaborative 
robots. 

6. Conclusions 

This research has important scientific and technical contributions, 
considering the urgency of adapting the workplace to humans and 
cobots, improving simultaneously physical and mental wellbeing, per
formance, productivity and sustainability. Guidelines and recommen
dations to support technology developers not only in terms of the 
technology itself but also with interesting inputs that put the human in 
the centre of the system providing the safety and wellbeing environ
ment. The main contribution of this research is intended to better 
characterize the effects of cobots on physiological, biomechanical and 
psychosocial parameters and overall knowledge about the design of a 
human-centred collaborative environment. 

Despite the vast contribution of this article, some limitations should 
be kept in mind mainly related to the search approach and the related 
inclusion/exclusion criteria. To have high-quality results as well as 
recent inputs, book chapters, journal and conference articles were 
considered in the analysis. As a consequence, it might be that in this 
work we did not consider the latest research studies already published in 
article reviews. Trying to focus on the manufacturing context, some 
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important inputs coming from other contexts, mainly the application of 
cobots in social and security/military contexts, were not included. The 
inclusion of recommendations to design collaborative spaces coming 
from other contexts could enlarge the findings of this research. Addi
tionally, it is possible to enlarge the review by adding other search 
keywords to the search expression used in this research. For example, 
keywords related to sustainability, older workers, and/or people with 
physical and psychological disabilities. Finally, the framework proposed 
in this research to systematize the results of the literature according to 
their degree of complexity was developed by the research team con
sisting of researchers from multiple research areas (human factor and 
ergonomics, psychology, technology management and computer sci
ence) to present diverse perspectives efficiently. Although the frame
work developed intends to cover multidisciplinary research areas, there 
is always the possibility to include other researcher areas in the frame
work, and different categories being created. 

While the valuable contributions of this article, with contribution 
from multidisciplinary areas, other research areas can also be inte
grated, to put the human in the centre of the system when he/she works 
as a teammate with a robot. It becomes clear that the literature offers 
contributions from several knowledge areas capable to design safety, 
ergonomic, sustainable and well-being human-centred workplaces 
where social and psychophysical aspects of collaboration are 
considered. 
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[43] Bröhl C, Nelles J, Brandl C, Mertens A, Schlick CM. TAM reloaded: a technology 
acceptance model for human-robot cooperation in production systems. In: 
Stephanidis C, editor. HCI International 2016 – posters’ extended abstracts. HCI 
2016. Communications in computer and information science, 617. Cham: Springer; 
2016. p. 97–103. https://doi.org/10.1007/978-3-319-40548-3_16. 

[44] Muhl C, Nagai Y, Sagerer G. On constructing a communicative space in HRI. In: 
Hertzberg J, Beetz M, Englert R, editors. KI 2007: advances in artificial 
intelligence. KI 2007. Lecture notes in computer science, 4667. Berlin, Heidelberg: 
Springer; 2007. p. 264–78. https://doi.org/10.1007/978-3-540-74565-5_21. 

[45] Rabby KM, Khan M, Karimoddini A, Jiang SX. An effective model for human 
cognitive performance within a human-robot collaboration framework. Conference 
Proceedings - IEEE International Conference on Systems, Man and Cybernetics, 
2019 2019:3872–7. https://doi.org/10.1109/SMC.2019.8914536. 

[46] Xu A, Dudek G. Towards modeling real-time trust in asymmetric human-robot 
collaborations. In: Inaba M, Corke P, editors. robotics research. Springer tracts in 
advanced robotics, 114. Cham: Springer; 2016. p. 113–9. https://doi.org/10.1007/ 
978-3-319-28872-7_7. 

[47] Meziane R, Li P, Otis MJD, Ezzaidi H, Cardou P. Safer hybrid workspace using 
human-robot interaction while sharing production activities. IEEE International 
Symposium on Robotic and Sensors Environments (ROSE) Proceedings, 2014 2014: 
37–42. https://doi.org/10.1109/ROSE.2014.6952980. 

[48] Unhelkar VV, Lasota PA, Tyroller Q, Buhai RD, Marceau L, Deml B, et al. Human- 
aware robotic assistant for collaborative assembly: integrating human motion 
prediction with planning in time. IEEE Robot Autom Lett 2018;3(3):2394–401. 
https://doi.org/10.1109/LRA.2018.2812906. 

[49] Changizi A, Dianatfar M, Lanz M. Comfort design in human-robot cooperative 
tasks. In: Ahram T, Karwowski W, Taiar R, editors. International Conference on 
human systems engineering and design: future trends and application, 876. Cham: 
Springer; 2019. p. 521–6. https://doi.org/10.1007/978-3-030-02053-8_79. 

[50] Rojas RA, Garcia MAR, Wehrle E, Vidoni R. A variational approach to minimum- 
jerk trajectories for psychological safety in collaborative assembly stations. IEEE 
Robot Autom Lett 2019;4(2):823–9. https://doi.org/10.1109/LRA.2019.2893018. 

[51] Cirillo M, Karlsson L, Saffiotti A. Human-aware task planning: an application to 
mobile robots. ACM Trans Intell Syst Technol 2010;1(2):1–26. https://doi.org/ 
10.1145/1869397.1869404. 

[52] Beetz M, Bartels G, Albu-Schaffer A, Balint-Benczedi F, Belder R, Bebler D, et al. 
Robotic agents capable of natural and safe physical interaction with human co- 
workers. IEEE International Conference on Intelligent Robots and Systems 2015: 
6528–35. https://doi.org/10.1109/IROS.2015.7354310. 

[53] Jocelyn S, Burlet-Vienney D, Giraud L. Experience feedback on implementing and 
using human-robot collaboration in the workplace. Proc Hum Factors Ergonom Soc 
2017;61(1):1690–4. https://doi.org/10.1177/1541931213601911. 

[54] Pang G, Deng J, Wang F, Zhang J, Pang Z, Yang G. Development of flexible robot 
skin for safe and natural human-robot collaboration. Micromachines 2018;9(576): 
1–15. https://doi.org/10.3390/mi9110576. 

[55] Kumar S, Sahin F. A framework for an adaptive human-robot collaboration 
approach through perception-based real-time adjustments of robot behavior in 
industry. 12th System of Systems Engineering Conference, 2017 2017:1–6. https:// 
doi.org/10.1109/SYSOSE.2017.7994967. 

[56] Dragan AD, Srinivasa SS. A policy-blending formalism for shared control. Int J Rob 
Res 2013;32(7):790–805. https://doi.org/10.1177/0278364913490324. 

[57] Malysz P, Sirouspour S. Task performance evaluation of asymmetric 
semiautonomous teleoperation of mobile twin-arm robotic manipulators. IEEE 
Trans Haptics 2013;6(4):484–95. https://doi.org/10.1109/TOH.2013.23. 

[58] McDonald MJ, Small DE, Graves CC, Cannon D. Virtual collaborative control to 
improve intelligent robotic system efficiency and quality. Proceedings of 
International Conference on Robotics and Automation, 1; 1977. p. 418–24. https:// 
doi.org/10.1109/robot.1997.620073. 

[59] Darvish K, Wanderlingh F, Bruno B, Simetti E, Mastrogiovanni F, Casalino G. 
Flexible human-robot cooperation models for assisted shop-floor tasks. 
Mechatronics 2018;51:97–114. https://doi.org/10.1016/j. 
mechatronics.2018.03.006. 

[60] Michalos G, Karagiannis P, Makris S, Tokçalar Ö, Chryssolouris G. Augmented 
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[83] Özgelen AT, Sklar EI. An approach to supervisory control of multi-robot teams in 
dynamic domains. In: Dixon C, Tuyls K, editors. Lecture notes in computer science, 
9287. Cham: Springer; 2016. p. 198–203. https://doi.org/10.1007/978-3-319- 
28872-7_7. 

[84] Richards D. Escape from the factory of the robot monsters: agents of change. Team 
Perform Manag 2017;23(1/2):96–108. https://doi.org/10.1108/TPM-10-2015- 
0052. 

[85] McGhan CLR, Atkins EM. Human productivity in a workspace shared with a safe 
robotic manipulator. J Aerosp Inf Syst 2014;11(1):1–18. https://doi.org/10.2514/ 
1.54993. 

A.C. Simões et al.                                                                                                                                                                                                                               

https://doi.org/10.1109/SMC.2017.8122825
https://doi.org/10.1109/SMC.2017.8122825
https://doi.org/10.1115/1.4044545
https://doi.org/10.1007/978-3-319-42417-0_38
https://doi.org/10.1007/978-3-319-42417-0_38
https://doi.org/10.1007/978-3-319-22979-9_35
https://doi.org/10.1109/LRA.2018.2886406
https://doi.org/10.1177/0018720819880641
https://doi.org/10.1177/0018720819880641
https://doi.org/10.1007/978-3-319-40548-3_16
https://doi.org/10.1007/978-3-540-74565-5_21
https://doi.org/10.1109/SMC.2019.8914536
https://doi.org/10.1007/978-3-319-28872-7_7
https://doi.org/10.1007/978-3-319-28872-7_7
https://doi.org/10.1109/ROSE.2014.6952980
https://doi.org/10.1109/LRA.2018.2812906
https://doi.org/10.1007/978-3-030-02053-8_79
https://doi.org/10.1109/LRA.2019.2893018
https://doi.org/10.1145/1869397.1869404
https://doi.org/10.1145/1869397.1869404
https://doi.org/10.1109/IROS.2015.7354310
https://doi.org/10.1177/1541931213601911
https://doi.org/10.3390/mi9110576
https://doi.org/10.1109/SYSOSE.2017.7994967
https://doi.org/10.1109/SYSOSE.2017.7994967
https://doi.org/10.1177/0278364913490324
https://doi.org/10.1109/TOH.2013.23
https://doi.org/10.1109/robot.1997.620073
https://doi.org/10.1109/robot.1997.620073
https://doi.org/10.1016/j.mechatronics.2018.03.006
https://doi.org/10.1016/j.mechatronics.2018.03.006
https://doi.org/10.1016/j.procir.2015.12.005
https://doi.org/10.1016/j.procir.2015.12.005
https://doi.org/10.1016/j.promfg.2017.07.157
https://doi.org/10.1016/j.promfg.2017.07.157
https://doi.org/10.1109/ROBIO.2016.7866446
https://doi.org/10.1109/ROMAN.2017.8172329
https://doi.org/10.1109/AERO.2018.8396581
https://doi.org/10.1016/j.rcim.2018.07.006
https://doi.org/10.1145/1363686.1364062
https://doi.org/10.1007/s12369-013-0194-y
https://doi.org/10.1109/LRA.2017.2729666
https://doi.org/10.1109/LRA.2017.2729666
https://doi.org/10.1016/j.procir.2014.10.093
https://doi.org/10.1016/j.procir.2014.10.093
https://doi.org/10.1109/ROBOT.2007.363975
https://doi.org/10.1016/j.promfg.2017.07.210
https://doi.org/10.1016/j.ifacol.2018.08.328
https://doi.org/10.1177/1555343419869484
https://doi.org/10.1016/j.ifacol.2019.11.590
https://doi.org/10.5937/fmet1904723A
https://doi.org/10.5937/fmet1904723A
https://doi.org/10.1109/LRA.2019.2926963
https://doi.org/10.1109/TASE.2018.2789820
https://doi.org/10.1016/j.promfg.2017.04.011
https://doi.org/10.1016/j.promfg.2017.04.011
https://doi.org/10.1109/3468.844354
https://doi.org/10.5220/0005178001170124
https://doi.org/10.5220/0005178001170124
https://doi.org/10.1145/3234695.3241018
https://doi.org/10.1007/s11590-015-0890-7
https://doi.org/10.1007/s11590-015-0890-7
https://doi.org/10.1007/978-3-319-28872-7_7
https://doi.org/10.1007/978-3-319-28872-7_7
https://doi.org/10.1108/TPM-10-2015-0052
https://doi.org/10.1108/TPM-10-2015-0052
https://doi.org/10.2514/1.54993
https://doi.org/10.2514/1.54993


Journal of Manufacturing Systems 62 (2022) 28–43

43

[86] Oliff H, Liu Y, Kumar M, Williams M. Integrating intelligence and knowledge of 
human factors to facilitate collaboration in manufacturing. Proceedings of the 
ASME 2018 International Design Engineering Technical Conferences & Computers 
and Information in Engineering Conference 2018:1–10. https://doi.org/10.1115/ 
detc2018-85805. 

[87] Liu C, Hamrick JB, Fisac JF, Dragan AD, Hedrick JK, Sastry SS, et al. Goal inference 
improves objective and perceived performance in human-robot collaboration. 
Proceedings of the 2016 International Conference on Autonomous Agents & 
Multiagent Systems 2016:940–8. 

[88] Furukawa H. Usage of different levels of functional information in multiple robot 
operation. 4th International Conference on Autonomous Robots and Agents, 2009 
2009:74–8. https://doi.org/10.1109/ICARA.2000.4804020. 

[89] Sadrfaridpour B, Wang Y. Collaborative assembly in hybrid manufacturing cells: an 
integrated framework for human-robot interaction. Ieee Trans Autom Sci Eng 
2018;15(3):1178–92. https://doi.org/10.1109/TASE.2017.2748386. 

[90] Gombolay M, Bair A, Huang C, Shah J. Computational design of mixed-initiative 
human-robot teaming that considers human factors: situational awareness, 
workload, and workflow preferences. Int J Rob Res 2018;36(5–7):597–617. 
https://doi.org/10.1177/0278364916688255. 

[91] Schulz R, Kratzer P, Toussaint M. Preferred interaction styles for human-robot 
collaboration vary over tasks with different action types. Front Neurorobot 2018; 
12(36):1–13. https://doi.org/10.3389/fnbot.2018.00036. 

[92] Claes D, Tuyls K. Human robot-team interaction. In: Headleand C, Teahan W, Ap 
Cenydd L, editors. Artificial life and intelligent agents. ALIA 2014. 
Communications in computer and information science, 519. Cham: Springer; 2015. 
p. 61–72. https://doi.org/10.1007/978-3-319-18084-7_5. 

[93] Ranz F, Komenda T, Reisinger G, Hold P, Hummel V, Sihn W. A morphology of 
human-robot collaboration systems for industrial assembly. Procedia Cirp 2018;72: 
99–104. https://doi.org/10.1016/j.procir.2018.03.011. 

[94] Habib L, Pacaux-Lemoine MP, Millot P. A method for designing levels of 
automation based on a human-machine cooperation model. IFAC-PapersOnLine 
2017;50(1):1372–7. https://doi.org/10.1016/j.ifacol.2017.08.235. 

[95] Blankemeyer S, Recker T, Stuke T, Brokmann J, Geese M, Reiniger M, et al. 
A method to distinguish potential workplaces for human-robot collaboration. 
Procedia CIRP 2018;76:171–6. https://doi.org/10.1016/j.procir.2018.02.008. 

[96] Zanella A, Cisi A, Costantino M, Di Pardo M, Pasquettaz G, Vivo G. Criteria 
definition for the identification of HRC use cases in automotive manufacturing. 
Procedia Manuf 2017;11:372–9. https://doi.org/10.1016/j.promfg.2017.07.120. 

[97] Faber M, Kuz S, Mertens A, Schlick CM. Model-based evaluation of cooperative 
assembly processes in human-robot collaboration. In: Schlick C, Trzcieliński S, 
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