Thermal Simulation Studies for the Characterization of a Cyclotron Liquid Target with Thick Niobium Target Windows
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Abstract: This work presents a simulation model developed with the aim to represent and study the thermal behavior of cyclotron liquid targets. Understanding and improving the thermal behavior of the target system is fundamental to improving the target overall performance, especially when using thick target windows, for which a larger amount of heat generated can be limiting. ANSYS CFX and SRIM software were used to develop a simulation model representing the IBA Nirta® Ga-68 liquid target system, to study the use of thick niobium target windows. The model was validated by comparing the results with experimental data obtained for the same liquid target system. In the present study, simulation results and temperature distributions of the main target components were obtained by studying the main parameters of interests, such as the initial temperature and mass flow rate of the coolants, and also distinct target windows with different thicknesses.

Keywords: cyclotron; liquid target; target window; ANSYS; thermal simulations

1. Introduction

Recent years have witnessed growing interest in radiopharmaceuticals labeled with several radionuclides of clinical interest, such as 68Ga and 64Cu [1,2]. With the aim of improving routine supply of these relevant radionuclides with enhanced ease, efforts have been made by several authors of the field in last few years to develop processes for the production of radiometals from the irradiation of liquid targets in biomedical cyclotrons [3]. Production of radiometals in liquid targets has proven to be a cost-effective, reliable technique with several practical advantages, presenting itself as a complementary alternative to the more conventional irradiation of solid targets. For instance, the technique has been successfully implemented for GMP-production of 68Ga-based radiopharmaceuticals [4].

However, as the optimal impinging energy to minimize or even prevent the co-production of undesired radionuclidic impurities depends on each production route, the fixed energy of biomedical cyclotrons is usually inadequately too high, since it was originally intended for the routine production of 18F. Therefore, in order to decrease the beam energy down to the optimal energy characteristic of each production route, there is sometimes a necessity to degrade the initial energy of the beam (e.g., the production of 68 Ga or 89Zr [5,6]), by implementing thicker target windows with respect to the conventional case of the 18F liquid target [5,7]. For instance, the IBA Nirta® Ga-68 liquid target (IBA, Louvain-La-Neuve, Belgium), developed for the production of 68Ga from the proton irradiation of a 68Zn-based liquid target solution, uses thick niobium target windows instead of the conventional thin havar window used for the production of 18F. Niobium was used since its chemical inertness avoids the introduction of additional metallic impurities in the target
solution [5]. The irradiation of such thicker target windows also comes, unfortunately, at the expense of significantly higher heat generated in the window, due to an increased loss of beam energy, with the potential to lead to fast material degradation or even rupture [3]. Besides, niobium is also mechanically less resistant than havar [8]. As a result, when increasing the target current, the overall target system performance can potentially be limited by the beam current withstood by these more sensitive thick target windows, rather than by high pressure generated inside the liquid target cavity. It is thus crucial to study and understand the thermal performance of the liquid target system in order to improve its capacity to remove heat, which will allow for the increase in the beam current reaching the target, and therefore will improve the overall target performance.

However, available data on the subject is scarce, due to the difficulty to experimentally measure the temperatures of the target components during irradiation. One way to overcome this problem is to develop simulations representing the thermodynamic performance of the target system by coupling the heat generated by the beam energy deposition to the temperature volumetric distributions. With the purpose of studying solid/liquid targets in cyclotrons, several works developed thermal models relying on computational fluid dynamics (CFD) software, coupled with the energy deposited by incident particle calculated through Monte Carlo simulations [9–15]. The main thermal and physical properties of the target components are determined, and, in some cases, the influence of the coolant mass flow rate is studied.

In the present work, a simulation platform representing the thermal performance of the IBA Nirta® Ga-68 liquid target system was developed to study the influence of the use of thick Niobium target windows when compared to the standard use of thin havar. Validation of the model developed was achieved by comparing the results obtained to temperatures experimentally measured in the same liquid target system by do Carmo et al. [16]. Multiple simulation runs were also carried out, aiming to study the influence of the main relevant parameters on the output results.

2. Materials and Methods

The thermodynamic behavior of the IBA Nirta® Ga-68 liquid target system was implemented on the ANSYS-CFX (v. 19.2, ANSYS, Inc., Canonsburg, PA, USA) software based on the governing equations and finite element method (FEM). This software proves to be a reliable tool to simulate transient states of thermal and flow physics, and it is often used in the nuclear, mechanical, and aeronautical industries [17–19]. The components composing the liquid target system were designed as represented in Figure 1, and their discretization was performed using a mesh consisting of tetrahedron elements the properties listed in Table 1.

Table 1. Parameters for the evaluation of the mesh quality and correspondent standard deviation, as used in the less demanding mesh.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Elements</td>
<td>290,293</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>589,535</td>
</tr>
<tr>
<td>Average Skewness</td>
<td>0.287 ± 0.213</td>
</tr>
<tr>
<td>Average Orthogonal Quality</td>
<td>0.705 ± 0.216</td>
</tr>
<tr>
<td>Average Aspect Ratio</td>
<td>9155 ± 16</td>
</tr>
</tbody>
</table>

As represented in Figure 1, the 18 MeV proton beam reaches the titanium window, passes through a 9.5 mm diameter collimator containing the cooling helium domain, then through the target window, before finally reaching the liquid target. For a routine irradiation, the proton current is approximately 60 µA, resulting in a total deployed power of approximately 1000 W. The mechanisms responsible for removing the generated heat in the target system are gaseous helium (with a typical flow of about 1–3 L/s) flowing between the two windows and directed to impinge on the inner target window, and also
the cooling water (with a typical flow known to be about 2 L/min), which enters at the back of the target, flows between the conical insert and the diffuser, and finally, between the diffuser and the support, until leaving the target system (Figure 1). The heat generated by the beam is transferred to the cooling helium and refrigerated water by convection.

Figure 1. Schematic of the liquid target system composed by the niobium conical target (red), the target window (dark green), the aluminum diffuser (yellow), the aluminum target support (light green), the aluminum window spacer (orange), the titanium entrance window (blue), the fluid domains, water cooling channels (purple), the helium cooling domain (dark grey), and the liquid target cavity (light grey). The inlet and outlet of both the coolants domains are represented by the black arrows (cooling water) and red arrows (cooling helium).

The distribution of energy deposited by the proton beam was calculated by relying on the stopping-powers calculated using the Stopping and Range of Ions in Matter (SRIM-2013) software, in which the density of the liquid target was selected so that the Bragg peak of the proton beam matched, and was located at the very end of the liquid target cavity geometry. The shape of the distribution of stopping-power, i.e., the heat generated by the proton beam, was implemented on the simulation platform by defining several distinct energy sources on the ANSYS model developed. Due to the nearly constant stopping power at the windows, a cylindrical energy source was defined in the target window with a diameter of 9.5 mm, corresponding to the diameter of the beam, due to the collimator located before the titanium window. The energy lost in the target window was uniformly distributed on this energy source. For the liquid target, considering the variable energy deposition of the incident beam characterized by the shape of the Bragg peak, the local mean deposited energy was distributed in eight cylinders (i.e., eight energy sources) distributed along the liquid target in order to approximate the Bragg Curve, as represented in Figure 2. The diameter of the first two cylinders correspond to the beam 9.5 mm diameter, whereas the size of the remaining cylinders was reduced and defined so that the heat generated by the beam was still located inside the liquid target (as the diameter of the cavity decreases at the end).
9.5 mm diameter, whereas the size of the remaining cylinders was reduced and defined so that the heat generated by the beam was still located inside the liquid target (as the diameter of the cavity decreases at the end).

Figure 2. Stopping power of the proton beam along its trajectory (grey curve) and simulated matching power distribution used in the simulations (black curve).

The developed method does not include gas phase transitions and boiling/condensation of the water inside the target, in order to keep computational requirements within standard specifications (a commercial PC). The target cavity was considered to be full of liquid water at constant atmospheric pressure with density 997 kg/m$^3$ and specific heat capacity at constant pressure of 4181.7 J/(kg·K). Gravity and density differences were considered through buoyance, and turbulence was modeled by the $k$-$\epsilon$ model. Both helium and the cooling water were implemented as a fluid domain, with inlets and outlets defined as shown in Figure 1. The external surface of the target components in contact with the surrounding air was defined with a boundary condition with a constant temperature. On the other hand, the titanium window surface located on the vacuum side was defined as an adiabatic wall.

Standard initial conditions for the simulations were established as a reference to provide means of comparison for further simulation results. This latter corresponds to the liquid target system equipped with 35 $\mu$m thin havar foil as an entrance window in order to match the experimental system used by do Carmo et al. [16], whose results are further used for validation. These standard initial conditions are presented in Table 2.

Table 2. Standards initial conditions of the simulations.

<table>
<thead>
<tr>
<th>Beam Power</th>
<th>Target Window</th>
<th>Cooling Water</th>
<th>Cooling Helium</th>
<th>Initial Temperature of the Solid Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Temperature</td>
<td>Flux</td>
<td>Temperature</td>
</tr>
<tr>
<td>1000 W</td>
<td>35 $\mu$m thick Havar</td>
<td>23</td>
<td>3</td>
<td>23</td>
</tr>
</tbody>
</table>

Furthermore, several simulations were performed with distinct initial conditions for the main cooling characteristics of the target system in order to evaluate their influence and to validate the model developed. The parameters with impact on the thermodynamic behavior of the target chosen for these studies were:
• the mass flow rates of the helium and the cooling water;
• the initial temperatures of the helium and the cooling water;
• the current of the proton beam (i.e., the energy deposited).

Considering that both the target window and the conical insert are expected to reach significantly high temperatures, it is important to take into account the temperature dependence of the thermodynamic properties of the material involved, such as the specific heat, \( C_p \), and thermal conductivity, \( k \). Since the temperature dependence of \( C_p \) and \( k \) were not available in the literature for the specific case of havar, both of these properties were estimated based on data for similar cobalt-based alloys \([20,21]\). These characteristics were defined for havar and niobium by the following expressions (represented in Figure 3), as in \([20,22]\):

\[
C_p^H = 0.189 T + 374.595 \tag{1}
\]

\[
C_p^{Nb} = (23.7 + 0.004019 T) \times 10.7635 \tag{2}
\]

\[
k^H = 0.0198 T + 7.1956 \tag{3}
\]

\[
k^{Nb} = 0.000002 T^2 + 0.0131 T + 45.784 \tag{4}
\]

where the superscripts \( H \) and \( Nb \) stand for havar and niobium, respectively, \( T \) is the temperature in Kelvin, the specific heat comes in \([\text{J kg}^{-1} \text{K}^{-1}]\), and the thermal conductivity in \([\text{W m}^{-1} \text{K}^{-1}]\).

![Figure 3. Specific heat (full lines) and thermal conductivity (dash lines) of havar (black lines) and niobium (grey lines) as a function of the temperature.](image)

Considering that CFD simulations are time step- or mesh-dependent, the influence of these parameters was studied by using finer meshes and reduced time steps. Simulations of 90 iterations with a time step of 2 s (enabling to reach equilibrium) and the mesh specified in Table 1 were found to present consistent results, while requiring less demanding computational efforts. More details can be found in \([23]\).

### 3. Results

#### 3.1. Standard Target Window

The ANSYS CFX software allows the 3D graphical representation of the several variables of interest that can be retrieved, in any of the components and at any time, as represented in Figures 4–9.
Figure 3. Specific heat (full lines) and thermal conductivity (dash lines) of havar (black lines) and niobium (grey lines) as a function of the temperature.

Considering that CFD simulations are time step- or mesh-dependent, the influence of these parameters was studied by using finer meshes and reduced time steps. Simulations of 90 iterations with a time step of 2 s (enabling to reach equilibrium) and the mesh specified in Table 1 were found to present consistent results, while requiring less demanding computational efforts. More details can be found in [23].

3. Results

3.1. Standard Target Window

The ANSYS CFX software allows the graphical representation of the several variables of interest that can be retrieved, in any of the components and at any time, as represented in Figures 4–9.

Figure 4. Velocity of helium inside its domain between the two windows, with standard initial conditions.

Figure 5. Velocity of the liquid target inside the target cavity with standard initial conditions.

Figure 6 shows that the temperatures in the liquid target are higher in the very end of the liquid target, precisely at the location of the Bragg peak. This result shows that the energy deposited by the beam is implemented as intended. Moreover, Figure 6 shows that, for a given depth inside the liquid target, temperatures are higher in the upper part of the liquid target because of the effect of gravity. This is also observed in Figures 7 and 8, where the temperatures of the conical insert and cooling water are higher in the upper location of both domains. However, the maximum temperature in these domains is closer to the target window than to the end of the cavity where the Bragg peak occurs, due to the contribution of the heating of the target window.

Figure 9 shows that increasing the helium mass flow rate impinging on the target window results in a significant reduction of the temperatures of the liquid target on the location at the window surface. It is also possible to visualize that the helium flow has, as expected, no effect on the remaining locations of the liquid target, i.e., away from the window surface.

Figure 6. Temperature of the liquid target in horizontal (top) and vertical (bottom) cuts.
Figure 7. Temperature of the surface of the niobium insert in contact with the cooling water.

Figure 8. Temperature of the surface of the cooling water in contact with the niobium insert.

Figure 9. Cont.
Figure 9. Temperature of the liquid target for helium mass flow rates of 0.1, 0.3, 1, 3 and 8 L/s (from top to bottom).

Figure 6 shows that the temperatures in the liquid target are higher in the very end of the liquid target, precisely at the location of the Bragg peak. This result shows that the energy deposited by the beam is implemented as intended. Moreover, Figure 6 shows that, for a given depth inside the liquid target, temperatures are higher in the upper part of the liquid target because of the effect of gravity. This is also observed in Figures 7 and 8, where the temperatures of the conical insert and cooling water are higher in the upper location of both domains. However, the maximum temperature in these domains is closer to the target window than to the end of the cavity where the Bragg peak occurs, due to the contribution of the heating of the target window.

Figure 9 shows that increasing the helium mass flow rate impinging on the target window results in a significant reduction of the temperatures of the liquid target on the location at the window surface. It is also possible to visualize that the helium flow has, as expected, no effect on the remaining locations of the liquid target, i.e., away from the window surface.

Quantitative study of the thermodynamics behavior of the simulated system is also possible, as any variable of interest can be retrieved in any of the components at any time. For instance, Figure 10 illustrates the fact that the temperature of the liquid target increases along the beam patch inside the liquid target, reaching its maximum close to the end of the liquid target cavity, i.e., where the Bragg peak occurs. The temperature of the liquid target decreases significantly at its extremities: (i) first, in the vicinity of the target window, as the liquid target is in contact with the target window cooled by the helium flux; and also (ii) at the very end of the cavity as the liquid target then contacts with the niobium cooled by the refrigerated water. Figure 11 shows the cross section of the temperature of the target window in the direction of gravity, i.e., in a direction perpendicular to the
beam patch. Figure 11 illustrates that the temperature of the target window is considerably lower outside the beam spot, and also confirms that reducing the helium mass flow rate from 3 down to 0.1 L/s significantly reduces the heat removal, as the temperature of the window then increases considerably. Another possible observation is that the cross section of the temperature is asymmetric for the standard helium mass flow rate, with higher temperatures in the upper half of the window. This is a consequence of the gravity effect, where the heat transferred to liquid target and conical insert leads to higher temperatures in this location (as illustrated for other domains in Figures 6–8). However, this effect of gravity becomes negligible for the lower flow rate of 0.1 L/s, i.e., when higher temperatures are achieved in the window due to the reduction of heat removal, leading then to a symmetric distribution of the temperature along the window’s height.

![Figure 10. Temperature of the liquid target at the axis of the cavity, along the beam patch.](image)

![Figure 11. Temperature of the target window on its surface in contact with the liquid target for helium cooling fluxes of 0.1 and 3 L/s.](image)

Multiple simulations runs were realized with different values of power, namely 250, 500, 750, and 1000 W, to simulate distinct target currents. These runs were made for two different values of the mass flow rate of the cooling water, of 1 and 3 L/min. Figure 12 shows that the maximum temperatures reached in the liquid target, target window, and niobium insert increase linearly with the target current for both mass flow rates. As expected, the temperature increments in the niobium insert are small, when compared to
the increments verified in the target window and liquid target. This fact is explained as the beam deposits its energy on the target window and the liquid target. Concerning the mass flow rate, it is possible to conclude that it has relevant influence on the temperatures of the niobium insert and liquid target. On the other hand, it has almost no influence on the maximum temperature achieved in the target window, as expected, considering that the cooling water flows at a greater distance from the window. As shown in Figure 13, the temperature of the cooling water at the outlet also increases linearly with the target current/deposited power, due to the increasing heat transferred to the cooling water. Figure 13 also indicates that the increment in temperature of the cooling water at the outlet is quantitatively dependent on the water mass flow rates. Such results are in agreement with experimental data collected by do Carmo et al. [16], not only because a linear temperature increment in the cooling water of about 1 °C per 10 µA was experimentally measured, but also because such empirical value (achieved with a mass flow rate known to be around 1–2 L/min) is quantitatively in agreement with the results presented in Figure 13 for the simulated flows of 1 and 3 L/min (corresponding to increments of about 1.5 and 0.5 °C per 10 µA respectively).

![Figure 12](image12.png)

**Figure 12.** Maximum temperature of the target window, liquid target, and niobium insert, as a function of the beam power (and corresponding target current), for two flow rates of the cooling water of 1 (open symbols) and 3 L/min (full symbols).

Simulations runs were also conducted with different mass flow rates of the cooling water, to test the influence of the cooling water on the temperatures of the several components of the liquid target system. Figure 14 shows that decreasing the mass flow rate of the cooling water below about 3 L/s results in a significant increase of the maximum temperatures of the liquid target, the niobium insert, and, even further away, the target window. This result confirms the importance of the cooling water in removing heat from the target system. Figure 14 also shows that increasing the mass flow rate beyond the standard established of 3 L/s only allows a slight reduction in the maximum temperatures in the niobium insert and liquid target temperatures, whereas almost no improvement is then observed in the maximum temperature reached in the target window. This result is expected, since the cooling water flows in contact with the external surface of the niobium insert, which, in turn, is in contact with the liquid target, but away from the window. These simulations also enable to confirm that the outlet temperature of the cooling water increases significantly as its mass flow rate decreases, as illustrated in Figure 15.
measured, but also because such empirical value (achieved with a mass flow rate known to be around 1–2 L/min) is quantitatively in agreement with the results presented in Figure 13 for the simulated flows of 1 and 3 L/min (corresponding to increments of about 1.5 and 0.5 °C per 10 µA respectively).

Simulations runs were also conducted with different mass flow rates of the cooling water, to test the influence of the cooling water on the temperatures of the several components of the liquid target system. Figure 14 shows that decreasing the mass flow rate of the cooling water below about 3 L/s results in a significant increase of the maximum temperatures of the liquid target, the niobium insert, and, even further away, the target window. This result confirms the importance of the cooling water in removing heat from the target system. Figure 14 also shows that increasing the mass flow rate beyond the standard established of 3 L/s only allows a slight reduction in the maximum temperatures in the niobium insert and liquid target temperatures, whereas almost no improvement is then observed in the maximum temperature reached in the target window. This result is expected, since the cooling water flows in contact with the external surface of the niobium insert, which, in turn, is in contact with the liquid target, but away from the window. These simulations also enable to confirm that the outlet temperature of the cooling water increases significantly as its mass flow rate decreases, as illustrated in Figure 15.

Simulations runs were also conducted to study the influence of the initial temperature of the cooling water in removing the heat from the target system. As shown in Figure 16, the initial temperature of the cooling water presents almost no influence in the maximum temperatures of the target components. The behavior is identical for the two mass flow rates simulated. As expected, Figure 17 shows that the temperature of the cooling water at the outlet increases accordingly with its initial temperature, showing identical behavior for the two mass flow rates simulated. It is also worst notice that Figure 17 confirms that the temperature increment is naturally higher for smaller values of mass flow rate. Figure 17 also indicates that the higher the initial temperature, the smaller the increment in the temperature of the cooling water. This result can be explained by the fact that the higher the initial temperature of the cooling water, the closer its temperature is to the temperature of the niobium insert, resulting in a decrease of the heat transferred to the water. Such a result is also in agreement with experimental observations obtained by do Carmo et al. [16] (p. 6) for distinct initial temperatures of the cooling water and with fixed mass flow rate, as
a higher initial temperature of the cooling water also led to smaller temperature increments (although the narrower 23–32 °C range of initial temperatures in this latter led to smaller variations in the temperature increments).

Figure 15. Absolute temperature at outlet (full symbols) and temperature increment (open symbols) of the cooling water as a function of the flow rate of the cooling water.

In analogy to the studies conducted to analyze the influence of the cooling water on the target system, simulations were carried out to verify the influence of the helium responsible for removing the heat from the target windows by using different values for its initial temperature and its mass flow rate. Figure 18 confirms that the maximum temperatures of the niobium insert and liquid target are not influenced by the initial temperature of the helium. On the other hand, the temperature of the target window is slightly influenced by the helium initial temperature, although the differences are almost negligible. These results allowed us to conclude that reducing the temperature of the cooling helium does not improve the capacity to remove heat from the target system, not even on the target foil where this latter impinges.
identical behavior for the two mass flow rates simulated. It is also worst notice that Figure 17 confirms that the temperature increment is naturally higher for smaller values of mass flow rate. Figure 17 also indicates that the higher the initial temperature, the smaller the increment in the temperature of the cooling water. This result can be explained by the fact that the higher the initial temperature of the cooling water, the closer its temperature is to the temperature of the niobium insert, resulting in a decrease of the heat transferred to the water. Such a result is also in agreement with experimental observations obtained by do Carmo et al. [16] (p. 6) for distinct initial temperatures of the cooling water and with fixed mass flow rate, as a higher initial temperature of the cooling water also led to smaller temperature increments (although the narrower 23–32 °C range of initial temperatures in this latter led to smaller variations in the temperature increments).

Figure 16. Maximum temperatures of the target window, liquid target and niobium insert as a function of the initial temperature of the cooling water, for two flow rates of the cooling water of 1 (open symbols) and 3 L/min (full symbols).

Figure 17. Absolute temperature at outlet (full symbols) and temperature increment (open symbols) of the cooling water as a function of the initial temperature of the cooling water, for two different flow rates.

Concerning the influence of the helium mass flow rate, Figure 19 shows that the maximum temperatures of the niobium insert and liquid target are both almost non-influenced. On the contrary, the latter presents significant influence on the maximum temperature achieved in the target window, as expected. For instance, improving the mass flow rate of helium from 1 to 3 L/s allows for the reduction of the maximum temperature in the window from 800 to approximately 600 °C. It is also possible to observe that a smaller values of the mass flow rate result in a much larger increase of the temperature of the window, emphasizing that the helium flow plays a crucial role in removing the capacity to remove heat from the target window. Finally, the helium temperature at the outlet follows the trend of the maximum temperature of the target window.

Figure 18. Maximum temperatures of the target window, liquid target, and niobium insert as a function of the initial temperature of the cooling helium.

Figure 19. Maximum temperatures achieved in the target window, liquid target and niobium insert as a function of the initial temperature of the cooling helium.
Figure 19. Maximum temperatures of the target window, liquid target, niobium insert (full lines) and temperature of the cooling helium at outlet (dashed line) as a function of the flow rate of the cooling helium.

Since the heat generated at the window is proportional to the energy deposited, a distinct simulation, with 250 W of deployed power instead of the standard 1000 W, was realized, with the purpose to study the importance of the helium cooling, depending on the target current simulated. As shown in Figure 20, the larger the energy deployed and, consequently, the heat generated at the window, the more influent the mass flow rate of the cooling helium is in reducing the temperature of the target window. This result proves the growing importance of the helium mass flow rate to effectively remove the heat from the target system as larger target currents are used.

Figure 20. Maximum temperatures of the target window as a function of the flow rate of the cooling helium, for two distinct powers of 250 and 1000 W.

3.2. Thick Niobium Target Windows

As previously mentioned, thick niobium windows were implemented on the IBA Nirta® Ga-68 liquid target system, therefore bringing performance challenges associated with larger amounts of heat generated at the target windows. Hence, with the aim to
study the thermodynamic behavior of the target system in such conditions, various simulations with multiple target windows of niobium of distinct thickness were performed. Table 3 shows the significantly increasing energy loss (heat generated) in the windows considered as its thickness increases. On the other hand, the energy lost in the liquid target consequently decreases, leading, therefore, to lower temperatures of the liquid targets, as illustrated in Figures 21 and 22. For thicker windows, the heat generated by the beam in the target window is increasingly significant, leading, therefore, to larger temperatures, as shown in Figure 23. Such behavior is highlighted in Figures 21 and 22, where it is possible to observe that the temperature of liquid target in the vicinity of the target window also increases as the thickness of this latter increases, especially when compared with the standard case of the havar window. Figure 23 shows that the temperature slightly increases in the windows depth towards the window surface contacting with the liquid target. This behavior is a consequence of the larger temperatures on this side on the windows, since the heat generated on the opposite side is transferred to the cooling helium flowing and to the window spacer surface.

Table 3. Beam energy loss in the target window and the liquid target for the different target windows used.

<table>
<thead>
<tr>
<th>Target Window</th>
<th>Energy Loss in the Target Window (MeV)</th>
<th>Energy Loss in the Liquid Target (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35 µm thick havar</td>
<td>0.51</td>
<td>17.49</td>
</tr>
<tr>
<td>75 µm thick niobium</td>
<td>1.04</td>
<td>16.96</td>
</tr>
<tr>
<td>125 µm thick niobium</td>
<td>1.77</td>
<td>16.23</td>
</tr>
<tr>
<td>250 µm thick niobium</td>
<td>3.70</td>
<td>14.30</td>
</tr>
<tr>
<td>325 µm thick niobium</td>
<td>4.95</td>
<td>13.05</td>
</tr>
<tr>
<td>375 µm thick niobium</td>
<td>5.85</td>
<td>12.15</td>
</tr>
</tbody>
</table>

Figure 21. Cont.
Figure 21. Temperature of the liquid target for niobium target windows of 75, 125, 250, 325, and 375 µm (from top to bottom).

Figure 22. Temperature of the liquid target at the axis of the cavity, along the beam patch, for the different target windows considered.
Figure 23. Temperature of the distinct niobium target windows along their depth axis.

For all windows, the maximum temperature inside the horizontal plane of the liquid target is still always located at the end of the niobium conical insert (Bragg peak location). Figure 22 also shows that the greater the thickness, the closer the temperature of the liquid target in the vicinity of the target window is to the maximum temperature obtained.

As illustrated in Figure 24, the temperature profiles of the different windows along the vertical axis and on the surface in contact with the liquid target are very different. Figure 24 shows that the asymmetric profile of temperature observed in the havar foil due to gravity no longer occurs for thicker niobium windows. This result can be explained by the much larger heat generated that overlaps the effect of gravity, thus exhibiting a behavior similar to that observed for lower mass flow rates of He (Figure 11). Figure 24 also shows that, contrary to the case of the havar window for which the temperature drops rapidly outside the area of the window intersected by the beam, the temperature decreases more gradually in the case of thick niobium windows. Such behavior is not only due to the larger temperatures achieved with thicker niobium windows, but also to the fact that larger heat transfer by conduction from the window to the window spacer then occurs, since niobium presents larger thermal conductivity than havar, as discussed below.

Figure 25 presents the average and maximum temperatures of the target window and the liquid target for the distinct niobium windows considered. It is possible to verify that both the average and maximum temperatures of the liquid target decrease as the thickness of the window increases. Regarding the temperatures of the niobium windows, although both the average and maximum values increase with the window thickness, only the maximum temperature is strongly influenced. This confirms the fact that the heat generated in the window leads to a local increase of the temperature of target window, in the beam patch, whereas the rest of the window remains almost unaffected. Such effect is also evidenced in Figure 21, since the surface of the liquid target in contact with the target window also shows such radial temperature gradient. Figure 25 also shows that the maximum temperature of the window increases with the thickness to a point that it even surpasses the temperature average of the liquid target, and almost reaches the maximum temperature of this latter, showing that the target foil becomes a more and more critical component for the performance of the target system for thicker target windows.

Additionally, simulations with multiple mass flow rates of cooling helium were conducted for all niobium windows, considered with the purpose of studying the influence of the cooling helium system as the thickness of the niobium window increased. As expected, decreasing the mass flow rate of the cooling helium leads to a significant increase in the maximum temperature for all the windows. Figure 26 shows, although the behavior for the thinner 75 μm niobium window is almost identical to the case of the havar window, that
thicker niobium windows present systematically much larger maximum temperatures than the havar window. Nevertheless, comparing the case of havar with the data collected for the niobium windows for lower flow rates, it can be seen that the maximum temperatures reached in the havar window increase considerably more, to a point that these even surpass the maximum temperatures obtained in the thicker niobium windows. This result is a consequence of the smaller thermal conductivity of havar when compared with niobium (Figure 3), an effect which is dominant when helium cooling becomes almost inexistent.

![Figure 24](image_url)

**Figure 24.** Temperature of the 35 µm thick havar and 375 µm thick niobium target windows, on its surface in contact with the liquid target.

![Figure 25](image_url)

**Figure 25.** Average (dashed filling) and maximum (full filling) temperatures of the target window (grey symbols) and liquid target (black symbols) for different target windows.

Such behavior is also pointed out in Figure 27, where it is possible to confirm that the temperature of the window spacer increases more significantly with the niobium windows than in the case of havar. Indeed, Figure 27 shows that the temperature of the window spacer (initially of 31 °C for 1000 W considered, as shown in Table 2) not only almost stay unaltered with the beam, but also that it is almost independent of the helium mass flux rate. On the contrary, for the cases of the niobium windows, the maximum temperature of the window spacer increases significantly, an effect more pronounced as the mass flow rate of helium decreases, confirming thus that a part of the heat generated in the window is then transferred to this component.
window spacer (initially of 31 °C for 1000 W considered, as shown in Table 2) not only almost stay unaltered with the beam, but also that it is almost independent of the helium mass flux rate. On the contrary, for the cases of the niobium windows, the maximum temperature of the window spacer increases significantly, an effect more pronounced as the mass flow rate of helium decreases, confirming thus that a part of the heat generated in the window is then transferred to this component.

Figure 26. Maximum temperatures of the target window as a function of the flow rate of the cooling helium, for different target windows.

Figure 27. Maximum temperatures of the window spacer as a function of the flow rate of the cooling helium, for different target windows.

4. Conclusions

This work presents the development of a simulation model representing the thermal behavior of the IBA Nirta® Ga-68 liquid target, by coupling the energy deposited by the beam and the thermal physics involved in the irradiation of a cyclotron liquid target. The results were compared with experimental data, allowing validation of the model. The developed model allows to obtain the temperature distributions for the main components of the liquid target system and to study the influence of the main parameters on the thermal performance of the target.

The simulation results showed that although the initial temperature of both the coolants, i.e., gaseous helium and cooling water, present almost no influence on the temperature of the target components, their mass flow rate is extremely relevant for the capacity
to remove heat from the system. Increasing the mass flow rate of the cooling water results in decreasing temperatures of the niobium insert and the liquid target. On the other hand, increasing the mass flow rate of the gaseous helium significantly decreases the temperature of the target window, especially for thicker windows. Moreover, as the heat generated in the target window increases with its thickness, the effect of the cooling helium becomes more significant as the target current increases for thicker windows.

The present simulation model allowed to obtain important results related to the thermal performance of cyclotron liquid target systems. These results are particularly relevant as not possible to measure or to acquire experimentally.
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