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#### Abstract

We present a quantum mechanical, three-dimensional, infinite-orden-sudden-approximation study of the $\mathrm{H}+$ $\mathrm{O}_{3}$ atmospheric reaction using a recently reported double many-body expansion potential energy surface for ground-state $\mathrm{HO}_{3}$. The results are compared with existing experimental data and previously reported quasiclassical trajectory calculations which employed the same interaction potential. Agreement with the recommended experimental data is moderate, but encouraging when compared with the data of Clyne and Monkhouse, which extends over the range of temperatures $300 \leq T / K \leq 650$, and with the recent measurement of Greenblatt and Wiesenfeld for $T=300 \mathrm{~K}$. In comparison with the classical trajectory results, the agreement is also moderate, the differences being attributed to both methodological approximations in the quantum formalism and the problem of zero-point energy leakage in classical dynamics.


## 1. Introduction

The $\mathrm{H}+\mathrm{O}_{3}$ chain-branching reaction has been much studied experimentally ${ }^{1-13}$ due to its key role in atmospheric chemistry. It is responsible for nascent hydroxyl radicals in vibrationally excited states and for the hydroxyl spectra ${ }^{14-17}$ in night-sky airglow. Thus, it is not surprising that there have been many experimental measurements of the $\mathrm{H}+\mathrm{O}_{3} \rightarrow \mathrm{HO}+\mathrm{O}_{2}$ thermal rate coefficient. Several experimental studies of the energy partitioning in the products have also been reported for the title reaction. ${ }^{1,3,18,19}$ They suggest that the majority of the available energy (the exothermicity of the reaction $\mathrm{H}+\mathrm{O}_{3} \rightarrow \mathrm{HO}+\mathrm{O}_{2}$ is $c a .81 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) is released as vibrational excitation of the HO product, with the upper vibrational levels ( $v=7-9$ ) being the most populated ones.

Theoretically, only one study of the $\mathrm{H}+\mathrm{O}_{3}$ reaction has been reported which used a fully six-dimensional interaction potential. In this study, Varandas and $\mathrm{Yu}^{20,21}$ have employed the quasiclassical trajectory (QCT) technique to carry out the dynamics, while for the potential energy surface they have adopted their own analytical form ${ }^{20}$ based on the double manybody expansion ${ }^{22}$ (DMBE) method. This single-valued function for ground-state $\mathrm{HO}_{3}$ has been modeled at short distances from a fit to newly reported ${ }^{20}$ accurate ab initio energies based on unrestricted configuration-interaction calculations including singles and doubles excitations (UCISD), while a realistic description of the long-range forces has been warranted by accommodating other theoretical/empirical information in the calibration procedure. The agreement between the QCT results and the experimental rate constant measurements was considered to be fairly good ${ }^{20,21}$ (see also section 5), although less satisfactory ${ }^{21}$ in what refers to the energy distribution in the products. Despite these encouraging results, a counterverification of the accuracy of the $\mathrm{HO}_{3}$ DMBE potential energy surface and the subsequent QCT dynamics study by using an alternative method of investigation, such as one based on quantum dynamics, was judged to be valuable. This is

[^0]especially true since a light hydrogen atom is involved, and hence quantum effects are likely to play a significant role; this point is discussed further in the next paragraph.

For this purpose, we present an approximate quantum dynamical study of the rate constant for the title reaction using a slightly modified version (see ref 23) of a method reported previously ${ }^{24-26}$ in a study of the reactions $\mathrm{O}+\mathrm{O}_{3} \rightarrow 2 \mathrm{O}_{2}$ and $\mathrm{H}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}_{2}+\mathrm{OH}$ (for a related method of the infinite-orden-sudden-approximation (IOSA) type, see ref 27). Thus we implicitly consider two well-known difficulties of the classical dynamics approach (for a review, see ref 28). One refers to the inclusion of tunneling of the light hydrogen atom; the other refers to the shortcoming of classical dynamics which is due to leakage of the quantum zero-point vibrational energy. While tunneling is a purely quantum effect that enhances reactivity near threshold in comparison to a classical treatment, zero-point energy leakage is known to have an opposite effect by converting the quantum zero-point vibrational energy into translational energy which then becomes available classically to promote reaction. In fact, this is a well-known problem of classical dynamics that has attracted considerable attention in recent years, ${ }^{29-46}$ being responsible in classical bimolecular dynamics for the formation of products with less than zeropoint value. Thus, the above shortcomings of classical dynamics make it extremely difficult to obtain an accurate estimate of reactivity near threshold.

The paper is organized as follows. In section 3, we provide a brief review of the theory, while the numerical details are given in section 4. Section 5 presents the results and the discussion. The conclusions are in section 6.

## 2. Potential Energy Surface

The potential energy surface of $\mathrm{HO}_{3}$ has been described in detail elsewhere, ${ }^{20}$ and hence we focus here on its major topographical features. These are shown in Figure 1, which presents a perspective view for a H atom moving coplanarly around an equilibrium $\mathrm{O}_{3}$ molecule. Note that the middle oxygen atom of ozone is fixed at the origin and that the three distinct stationary points (which appear as minima for a relaxed planar $\mathrm{HO}_{3}$ ) correspond to the cis $\mathrm{HO}_{3}$, trans $\mathrm{HO}_{3}$, and $C_{2 v} \mathrm{HO}_{3}$ transition states. Clearly, there are significant orientational


Figure 1. Perspective view for a hydrogen atom moving coplanarly around an equilibrium ozone molecule, the central atom of which is at the origin. The high plateaus may be used as reference to locate the positions of the three oxygen atoms. In the base plot, the lowest contour (in gray) corresponds to $-0.314 E_{\mathrm{h}}$ and the spacing between contours is $0.021 E_{\mathrm{h}}$.
effects in the $\mathrm{H}-\mathrm{O}_{3}$ interaction; in particular we observe that a very high barrier must be overcome for the $\mathrm{H}+\mathrm{O}_{3}$ reaction to take place when the hydrogen atom attacks the central oxygen atom of ozone. Such a barrier is considerably reduced for angles of attack close to that corresponding to $\mathrm{H}-\mathrm{O}$ bond breaking in $\mathrm{HO}_{3}$ (at equilibrium, this species has $C_{1}$ geometry). We further note that the barrier for H attacking a terminal O atom is lowest for an out of plane approach, and hence the $\mathrm{HO}_{3}$ DMBE potential energy surface used in the present work predicts a nonlinear HOO structure at the saddle point for reaction; the reader is referred to ref 20 for further details. It should also be pointed out that there is no barrier along the minimum energy reaction path (except for a small one lying above the $\mathrm{H} \cdots \mathrm{O}_{3}$ van der Waals species but below $\mathrm{H}+\mathrm{O}_{3}$ ), although as it will be shown in section 5 , this by no means implies that there is no activation energy in the kinetics of the title reaction.

## 3. Quantum Dynamics Approach

As described elsewhere, ${ }^{23-26}$ our method is based on the calculation of all nonreactive probabilities, i.e., $P\left(t \leftharpoondown t_{0}\right)$, and subtracting their sum from unity to obtain in this way the total reactive probability. Thus, we may write

$$
\begin{equation*}
P_{\text {react }}=1-\sum_{t}\left|S\left(t \leftarrow t_{0}\right)\right|^{2} \tag{1}
\end{equation*}
$$

where $S\left(t \leftarrow t_{0}\right)$ is an inelastic state-to-state $\mathbf{S}$ matrix element, and $t$ (and $t_{0}$ ) stands for a set of quantum numbers that label a state of the four-atom system.

The matrix element $S\left(t \leftharpoondown t_{0}\right)$ can be written as

$$
\begin{equation*}
S\left(t \leftharpoondown t_{0}\right)=\left[\delta_{t t_{0}}+\mathrm{i} Q\left(t, t_{0}\right)\right] \exp \left(\mathrm{i} \phi_{t}\right) \tag{2}
\end{equation*}
$$

where $\delta_{t t_{0}}$ is the Kronecker delta function, $\phi_{t}$ is the (elastic) $t$ th phase shift, and $Q\left(t, t_{0}\right)$ is given in the form

$$
\begin{equation*}
Q\left(t, t_{0}\right)=\left\langle\psi_{t}\right| V\left|\left(\chi_{t_{0}}+\psi_{t_{0}}\right)\right\rangle \tag{3}
\end{equation*}
$$

In eq 3, $\psi_{t}$ represents the $t$ th quantum mechanical ( QM ) solution of an unperturbed (elastic) Schrödinger equation, namely

$$
\begin{equation*}
\left(E-H_{0}\right) \psi_{t}=0 \tag{4}
\end{equation*}
$$

In turn, $\chi_{t_{0}}$ can be obtained by solving the following inhomogenuous Schrödinger equation in the close-interaction region:

$$
\begin{equation*}
\left(E-H_{I}\right) \chi_{t_{0}}=V \psi_{t_{0}} \tag{5}
\end{equation*}
$$



Figure 2. Coordinates used for the quantum dynamics calculations on the title reaction. For simplicity, the diagram assumes a coplanar attack.
where $V$ is an interaction (perturbation) potential defined by

$$
\begin{equation*}
V=H-H_{0} \tag{6}
\end{equation*}
$$

Thus, $H$ is the full Hamiltonian and $H_{\mathrm{I}}$ is ad hoc obtained, by adding to $H$ negative imaginary potentials (NIPs) defined along the boundaries of the arrangement channel in which $\psi_{t}$ is calculated. The function of these NIPs is to decouple one arrangement channel from all others and provide bound-statelike boundary conditions. ${ }^{47}$

Finally, development of eq 2 allows us to find two types of expressions for the nonreactive state-to-state scattering probabilities, according to whether the transition is elastic (i.e., the initial and final internal quantum numbers are identical) or inelastic:

$$
P\left(t \longleftarrow t_{0}\right)=\left\{\begin{array}{l}
\left.\left|1-\mathrm{i}\left\langle\psi_{t}\right| V\right|\left(\chi_{t_{0}}+\psi_{t_{0}}\right)\right\rangle\left.\right|^{2} ; \quad t=t_{0}  \tag{7}\\
\left.\left|\left\langle\psi_{t}\right| V\right|\left(\chi_{t_{0}}+\psi_{t_{0}}\right)\right\rangle\left.\right|^{2} ; \quad t \neq t_{0}
\end{array}\right.
$$

3.1. Derivation of the Unperturbed Wave Functions in the Asymptotic Region. A Jacobi coordinate system is used here to describe both arrangement channels of the four-atom system (see Figure 2). Thus, the atom-triatom (reagent) channel is described by three radial distances and three Jacobi angles. The former consist of the vibrational coordinate for the unbroken bond $r$, the corresponding "translational" coordinate of the triatom $\rho$ connecting the third atom with the center of mass of the unbroken bond, and the translational coordinate $R$ which connects the fourth atom to the center of mass of the triatomic system. Three Jacobi angles then complete the description of the system: $\theta$ (the angle between $r$ and $\rho$ ); $\gamma$ (the angle between $\rho$ and $R$ ); and $\beta$ (polar angle between the triatom plane and $R$ ). The difference from ref 48 is that $\beta$ is treated here as a quantum mechanical continuous variable. In fact, the main feature in this new treatment is that the following 5D polar angle averaged potential energy surface is used for the reactant arrangement channel,

$$
\begin{equation*}
\bar{U}(r \rho R \theta \gamma)=\frac{1}{\pi} \int_{0}^{\pi} U(r \rho R \theta \gamma \beta) \mathrm{d} \beta \tag{8}
\end{equation*}
$$

while $\beta$ has been fixed in the previous studies. ${ }^{23-26}$

To calculate $\psi_{t}$ (and similarly for $\chi_{t 0}$ ), the following Hamiltonian should be considered. ${ }^{48}$

$$
\begin{align*}
& H_{0}=-\frac{\hbar^{2}}{2 m r} \frac{\partial^{2}}{\partial r^{2}} r-\frac{\hbar^{2}}{2 \mu \rho} \frac{\partial^{2}}{\partial \rho^{2}} \rho-\frac{\hbar^{2}}{2 M R} \frac{\partial^{2}}{\partial R^{2}} R+\frac{\vec{J}^{2}}{2 m r^{2}}+ \\
& \frac{(\vec{K}-\vec{J})^{2}}{2 \mu \rho^{2}}+\frac{(\vec{J}-\vec{K})^{2}}{2 M R^{2}}+\bar{U}_{0}(r \rho R \theta \gamma) \tag{9}
\end{align*}
$$

where the averaged potential energy surface has been used, and $m, \mu$, and $M$ are respectively the reduced masses of the unbroken bond, the triatomic molecule, and the whole atom+triatom system. On the other hand, $\vec{\jmath}$ and $\vec{K}$ represent the bend and rotational angular momenta of the triatomic molecule, and $\vec{J}$ is the total angular momentum.

In general we distinguish between the asymptotic region and the short interaction region. The Schrödinger equation that follows by employing the Hamiltonian defined in eq 9 is treated twice: once to calculate the asymptotic (unperturbed) elastic wave function $\psi_{t}$ and once to calculate $\chi_{t 0}$. In this paragraph we start by considering the expression of the (unperturbed) potential energy surface to be used for the solution of $\psi_{t}$ (see eq 4), and which is given by

$$
\begin{equation*}
\bar{U}_{0}(r \rho R \theta \gamma)=v(r \rho \theta)+w(R) \tag{10}
\end{equation*}
$$

where the potential of the $\mathrm{O}_{3}$ molecule $v(r \rho \theta)$ follows from

$$
\begin{equation*}
v(r \rho \theta)=\lim _{R \rightarrow \infty} U(r \rho R \theta \gamma \beta) \tag{11}
\end{equation*}
$$

and the distortion potential $w(R)$ is defined as

$$
\begin{equation*}
w(R)=\bar{U}\left(R \rho_{\mathrm{e}} r_{\mathrm{e}} \theta_{\mathrm{e}} \gamma\right) \tag{12}
\end{equation*}
$$

Note that $\rho_{\mathrm{e}}, r_{\mathrm{e}}$, and $\theta_{\mathrm{e}}$ are obtained from the equilibrium properties of the ozone system, ${ }^{49}$ while $\gamma$ is the IOSA angle, ${ }^{24-26}$ which is treated as a parameter, not as a variable.

In solving eq 4 the $j_{z}$ approximation ${ }^{50,51}$ has been also applied; namely the operators $(\vec{K}-\vec{\jmath})^{2}$ and $(\vec{J}-\vec{K})^{2}$ have been replaced by

$$
\begin{gather*}
(\vec{K}-\vec{J})^{2} \equiv \hbar^{2}\left[K(K+1)-2 \Omega_{K}^{2}\right]+\vec{j}^{2}  \tag{13}\\
(\vec{J}-\vec{K})^{2} \equiv \hbar^{2}\left[J(J+1)+K(K+1)-2 \Omega^{2}\right] \tag{14}
\end{gather*}
$$

where $\Omega_{K}$ and $\Omega$ may take the following allowed values:

$$
\begin{gather*}
\left|\Omega_{K}\right| \leq M \operatorname{in}(K, j)  \tag{15}\\
|\Omega| \leq \operatorname{Min}(K, J) \tag{16}
\end{gather*}
$$

For more details, the reader is referred to ref 48.
3.2. The Derivation of the Perturbed Function $\chi_{t 0}$. The function $\chi_{t 0}$ is derived by solving eq 5 in the reagent arrangement channel. For that purpose the range of the reagents vibrational coordinate(s) are enlarged so as to comprise the relevant reactive regions and include the necessary decoupling NIPs. In our particular case, namely the $\mathrm{HO}_{3}$ system, the ozone molecule is characterized to have a triangular structure with one nonequivalent $O$ atom serving as vertex, while the two remaining terminal oxygen atoms may interchange positions between them. The attacking hydrogen may then react alternatively with both terminal oxygens, which from our computational point of view is equivalent to having two open reactive channels, although the products are indistinguishable. In fact, there is another possible reaction channel that gives rise to the products $\mathrm{HO}_{2}+$ O , but up to a translational energy of 0.4 eV its occurrence is
considered to be negligible. ${ }^{20}$ To account for all such possibilities, three negative imaginary terms (of the linear BaerNeuhauser ramp potential type ${ }^{47}$ ) are added to the real Hamiltonian: two vibrational terms $\mathrm{i} v_{I r}$ and $\mathrm{i} v_{I_{\rho}}$ and a translational term $\mathrm{i} v_{I R}$, namely

$$
\begin{equation*}
V_{I}(r, \rho, R) \equiv-\mathrm{i}\left[v_{I r}(r)+v_{I \rho}(\rho)+v_{I R}(R)\right] \tag{17}
\end{equation*}
$$

The full-dimensional solution of eq 5 requires nevertheless a large computational effort even for much simpler systems like HHOH. ${ }^{52,53}$ As shown in ref 52 for the former case, the IOSA method proposed here may be more efficient than other methods because freezing the angular coordinates saves us from treating explicitly the angular operators, thus reducing significantly both the programming efforts and the consumption of computer time. In addition, due to the potential energy surface polar-averaging, we can avoid randomizing the angle $\beta$ as required by the standard IOSA method and hence reduce further the computational labor.

Returning to the derivation of the inhomogeneity function $\chi_{t_{0}}$, the addition of the NIPs to the real averaged potential $\bar{U}$ converts the scattering problem into a bound system problem and hence makes $\chi_{t_{0}}$ expandable in terms of square integrable $L^{2}$ functions. ${ }^{54,55}$ These functions are chosen here as localized functions for the translational components and adiabatic basis sets for the vibrational ones. Thus,

$$
\begin{equation*}
\chi_{t_{0}}^{J}(r \rho R \theta \gamma \mid j K)=\frac{1}{r \rho R} \sum_{n t} a_{n t}^{J} g(R \mid n) f(r \rho \theta \gamma|j K| n t) \tag{18}
\end{equation*}
$$

where $g(R \mid n)$ represents the translational component which is chosen to be a standard Gaussian function of the form

$$
\begin{equation*}
g(R \mid n)=\left(\frac{\alpha}{\sigma \sqrt{\pi}}\right)^{1 / 2} \exp \left[-\frac{\alpha^{2}}{2}\left(\frac{R-R_{n}}{\sigma}\right)^{2}\right] \tag{19}
\end{equation*}
$$

where $\sigma$ is the translational step size,

$$
\begin{equation*}
\sigma=R_{n}-R_{n-1} \tag{20}
\end{equation*}
$$

Regarding $f(r \rho \theta \gamma|j K| n t)$, it is an eigenfunction of the 3D Schrödinger equation

$$
\begin{array}{r}
{\left[-\frac{\hbar^{2}}{2 m r} \frac{\partial^{2}}{\partial r^{2}} r-\frac{\hbar^{2}}{2 \mu \rho} \frac{\partial^{2}}{\partial \rho^{2}} \rho+\hbar^{2}\left(\frac{1}{2 m r^{2}}+\frac{1}{2 \mu \rho^{2}}\right) j(j+1)+\right.} \\
\frac{\hbar^{2}}{2 \mu \rho^{2}} K(K+1)+\bar{U}\left(r \rho R_{n} \theta \gamma\right)- \\
\left.\epsilon\left(t|\theta \gamma j K| R_{n}\right)\right] f(r \rho \theta \gamma|j K| n t)=0 \tag{21}
\end{array}
$$

Once eq 21 has been solved, it is then possible, starting from eq 3, to obtain the $\gamma$-dependent $\boldsymbol{S}$ matrix element. Finally, to obtain the reactive probabilities, the following average is required:

$$
\begin{equation*}
\left.\left.\langle | S^{J}\left(t \leftharpoondown t_{0}\right)\right|^{2}\right\rangle=\left.\frac{1}{2} \int_{-1}^{1}\left|S^{J}\left(t \leftharpoondown t_{0}\right)\right|_{\gamma}\right|^{2} \mathrm{~d} \cos \gamma \tag{22}
\end{equation*}
$$

## 4. Numerical Details

In this work, we have carried out quantum dynamical computations of nonreactive probabilities for the $\mathrm{H}+\mathrm{O}_{3}$ process over the range of translational energies $0.05-0.35 \mathrm{eV}$ using the $\mathrm{DMBE} \mathrm{HO}_{3}$ potential energy surface of Varandas and Yu. ${ }^{20}$ The consecutive reactive probabilities have then been computed


Figure 3. Opacity functions calculated as a function of the total angular momentum. Curves have been computed for values of $E_{t r}$ ranging from 0.05 to 0.35 eV at steps of 0.05 eV , which can be identified in ascending order by going from bottom to top at $J=0$.


Figure 4. Angular distribution of total cross sections as a function of the angle $\gamma$ (see Figure 2). Curves are shown for the same translational energies as in Figure 3 and can be identified for increasing values of $E_{t r}$ by going from bottom to top at $\cos (\gamma) \approx-0.25$.
by means of eq 1 and wholly attributed to the reaction leading to $\mathrm{HO}+\mathrm{O}_{2}$ products.

The calculations have generally been carried out within the $j_{z}$ approximation using a polar-averaged expression of the potential energy surface. However, to derive $\chi_{t_{0}}$ (the perturbed part of the total wave function in the reagents' arrangement channel), the parameter $\gamma$ (the angle between the translational coordinate $R$ and the ozone "translational" coordinate $\rho$ ) has been treated as an IOSA parameter. The probabilities thus obtained have then been numerically averaged as indicated in eq 22 by dividing the integration region of $\cos \gamma$ into 10 equidistant grids.

To solve eq 5 (for a given $\psi_{t_{0}}$ ), the $R$ translational axis has been divided into 50 equidistant sectors. In each of them one Gaussian, standing as a translational basis function, and a set of 2-fold adiabatic vibrational basis functions are used (see eq 18). The number of such functions varies from one sector to another, but at each sector their number is constrained by a simple energy value of $10 \mathrm{eV} .{ }^{48,55}$ This implies solving about 5000 complex equations in order to obtain the coefficients mentioned.

## 5. Results

Figure 3 shows the calculated reactivion probabilities for the title reaction as a function of the total angular momentum. The results are presented for values of $E_{t r}$ which range from 0.05 to 0.35 eV at intervals of 0.05 eV . In all cases the calculated opacity function shows a maximum at $J=0$ and decreases to zero at a cutoff $J$ value which increases with increasing energy.

In Figure 4 are presented the $\gamma$-dependent cross sections. It is seen that the reaction is most favorable for $\gamma=30^{\circ}$ and $120^{\circ}$,


Figure 5. Cross section as a function of translational energy for the process $\mathrm{H}+\mathrm{O}_{3} \rightarrow \mathrm{HO}+\mathrm{O}_{2}$. A comparison between QM and QCT is shown. The full line indicates the fit to the actual QCT results, which are indicated by the open squares; also shown are the corresponding error bars. The QM results are indicated by the solid dots.
which correspond ${ }^{20}$ approximately to the most favorable orientations for H to attack one of the terminal atoms of ozone. Conversely, the reactivity is seen to attain a minimum value for $\gamma \simeq 0^{\circ}$ and $180^{\circ}$, which correspond to nearly linear $\mathrm{H}-\mathrm{O}_{a}-$ $\mathrm{O}_{b}$ and $\mathrm{H}-\mathrm{O}_{c}-\mathrm{O}_{b}$ arrangements; the indices $a, b$, and $c$ label the oxygen atoms, with $b$ denoting the middle atom in $\mathrm{O}_{3}$.

The calculated cross sections for the $\mathrm{H}+\mathrm{O}_{3} \rightarrow \mathrm{HO}+\mathrm{O}_{2}$ reaction as a function of translational energy are shown in Figure 5. Also shown are the QCT results ${ }^{20,21}$ using the same $\mathrm{HO}_{3}$ DMBE potential energy surface. As seen, the QCT results clearly overestimate the quantum dynamical ones, particularly near threshold. This general trend has also been observed for atom+triatom reactions on other occasions ${ }^{23,52}$ (for atom+diatom reactions, see, for example, ref 56 and references therein), and it is partly attributed to zero-point energy leakage. While the zero-point vibrational energy is kept constant in quantum dynamics, it becomes available to promote reaction in QCT calculations. Such a feature is therefore expected to be particularly effective at the threshold region. Other reasons for the discrepancy can be due to the fact that the quantum mechanical treatment is done with reduced dimensionality.

Figure 5 shows the calculated thermal rate coefficients as a function of temperature over the range $100 \leq T / \mathrm{K} \leq 700$. Also included for comparison are the available experimental estimates and the results of QCT calculations ${ }^{20}$ based on the same $\mathrm{HO}_{3}$ DMBE potential energy surface. Regarding the agreement with the experimental data, the general trend is satisfactory, with the experimental data falling in between the classical and quantum mechanical results. Note that the agreement of the latter is best with the data of Clyne and Monkhouse, ${ }^{5}$ which cover the range of temperatures $300 \leq T / \mathrm{K} \leq 650$, and the recent measurement of Greenblatt and Wiesenfeld ${ }^{8}$ for $T=300 \mathrm{~K}$. However, it is a factor of 5 or so too small when compared with the recommended value ${ }^{57}$ for $T=300 \mathrm{~K}$. The activation energy predicted from the present work ( $\sim 0.63 \mathrm{kcal} \mathrm{mol}^{-1}$ ) is also found to be in satisfactory agreement with the estimate from the experimental data ${ }^{57}\left(0.9-1.5 \mathrm{kcal} \mathrm{mol}^{-1}\right)$ and the QCT value ${ }^{20,21}\left(0.75 \mathrm{kcal} \mathrm{mol}^{-1}\right)$. A final comment is made for the classical versus quantum comparison. As seen from Figure 6, the quantum rate constants underestimate the classical ones by a factor of 5 or so over the entire range of temperatures. This may be rationalized from the behavior of the excitation function at low energies since these dominate the calculation of the thermal rate coefficient for the temperatures considered in the present work.


Figure 6. Linear plot of the rate constant as a function of $T$ : full line, QM results; dashed line, QCT results. Experimental results: open diamond, ref 8 ; open circles, ref 5 ; down triangles, ref 7 ; bowtie, ref 6 , open squares, ref 4 . Shown by the solid dot is the recommended value of ref 57 .

## 6. Conclusions

We have carried out three-dimensional quantum dynamics calculations of the reaction $\mathrm{H}+\mathrm{O}_{3} \rightarrow \mathrm{HO}+\mathrm{O}_{2}$ using a recently reported ${ }^{20}$ DMBE potential energy surface for the ground electronic state of $\mathrm{HO}_{3}$. The calculated rate coefficient and activation energy have been found to be in reasonable agreement with the experimental results, especially with the data of Clyne and Monkhouse ${ }^{5}$ and Greenblatt and Wiesenfeld. ${ }^{8}$ The present quantum dynamics calculations have also been compared with the results of QCT calculations based on the same $\mathrm{HO}_{3}$ DMBE potential energy surface. The agreement observed between the quantum and classical results is also moderate, with the largest discrepancies occurring near threshold. Such discrepancies have been tentatively attributed both to the approximations involved in the quantum approach of the present work and to zero-point energy leakage near threshold in classical dynamics. Needless to say, some of the discrepancies between theory and experiment can also be due to inaccuracies of the potential energy surface. Unfortunately, the scatter of the experimental results is sufficiently large to invalidate a definite conclusion about which theory performs best for the title reaction or to suggest defficiencies of the potential energy surface. Thus, it also prevents any serious attempt to improve the potential energy surface from the rate constant results. Of course, the scatter of experimental data does not invalidate the quantum versus classical comparison reported in the present work since both calculations have employed the same potential energy surface.
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