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Abstract

Self-driving cars are placed in an environment with many different objects, where
for each of these objects, the intelligent agent driving the car has to receive many
example images. Having someone constantly labeling each object is an expensive
and time-consuming process, and even in the unlikely event that all objects are
labeled, there are some for which it is difficult to get examples, such as goods
lost by a truck. In order to adjust to this environment and be able to perform the
safest action for a set of conditions, causing the least damage, an agent of this
type must be able to detect and learn these objects/classes that it has never seen,
thus becoming an open-world learning model. It should be noted that sometimes
the agent may be in contact with different unknown classes, and it then has to be
able to identify that many classes. It should be noted that sometimes the agent
may be exposed to different unknown classes at once, therefore it has to be able
to identify that many classes.

In this project, we implemented a model capable of not only detecting samples
belonging to unknown classes, but also identifying the number of classes hidden
in these samples. This model consists in training four Convolutional Neural Net-
work (CNN), in order to create a network capable of correctly classifying most
samples, and then use them together with the OpenMax algorithm to detect sam-
ples belonging to unknown classes. Finally, the samples detected by OpenMax
are used in the Density-based Spatial Clustering of Applications with Noise (DB-
SCAN) algorithm to obtain the number of unknown classes.

To measure the quality of the model, we calculated the percentage of each class
per group created by the DBSCAN algorithm. This way, we can see whether each
detected unknown class is well represented and if its samples can be used for
training.

Our results show that, although we can get the number of groups equal to the
true number of unknown classes, the samples from each group do not represent
exactly one class, i.e. each group may contain more than one of the true unknown
classes. For example, for one of the test data sets with 8 unknown classes, one of
the groups contains 5 of these. Nevertheless, this method proved to be capable
of solving, since in some situations it was able to distinguish some classes and
group similar classes together.

Keywords

Open-World Artificial Intelligence, Active Learning, Unknown Classes Distinc-
tion
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Resumo

Os carros auténomos estdo inseridos num ambiente com muitos objetos difer-
entes, sendo que, para cada um destes objetos, o agente inteligente capaz de
conduzir o carro tem de receber muitas imagens exemplo. Ter alguém constan-
temente a etiquetar cada objeto é um processo caro e demorado e mesmo na
eventualidade de se conseguir etiquetar todos os objetos, existem alguns para
os quais é dificil de conseguir exemplos, como é o caso de mercadoria perdida
por um camido. Um agente deste tipo, para se ajustar a este ambiente e ser
capaz de executar a agdo mais segura para um conjunto de condi¢des, provo-
cando o menor dano possivel, tem de ser capaz de detetar e aprender estes obje-
tos/classes que nunca viu, tornando-se assim num modelo de aprendizagem em
mundo aberto. E de notar que por vezes o agente pode estar em contacto com
diferentes classes desconhecidas, tendo este entdo de conseguir identificar essa
quantidade de classes.

Neste projeto, implementamos um modelo capaz de ndo s6 detetar amostras per-
tencentes a classes desconhecidas como também detetar o niimero de classes es-
condidas nestas amostras. Este modelo consiste em treinar quatro Redes Neural
Convolucional (RNCs), de modo a se conseguir criar uma rede capaz de clas-
sificar corretamente a maioria das amostras, e, posteriormente, usa-las em con-
junto com o algoritmo OpenMax para se conseguir detetar amostras pertencentes
a classes desconhecidas. Finalmente, as amostras detetadas pelo OpenMax sao
utilizadas no algoritmo Agrupamento Espacial Baseado em Densidade de Apli-
cagdes com Ruido (AEBDAR) para se obter o ntiimero de classes desconhecidas.

Para medir a qualidade do modelo, calculamos a percentagem de cada classe
por grupo criado pelo algoritmo AEBDAR. Desta forma, conseguimos perceber
se cada classe desconhecida detetada estd bem representada e as suas amostras
podem ser utilizadas para treino.

Os nossos resultados mostram que, embora se consiga obter o ndmero de gru-
pos igual ao verdadeiro nimero de classes desconhecidas, as amostras de cada
grupo ndo representam exatamente uma classe apenas, isto é, cada grupo pode
conter mais do que uma das verdadeiras classes desconhecidas. Por exemplos,
para um dos conjuntos de dados de teste com 8 classes desconhecidas, um dos
grupos contém 5 destas. De qualquer das formas, este método provou ser capaz
de resolver, uma vez que, em algumas situag¢des, conseguiu distinguir algumas
classes e agrupou classes semelhantes.

Palavras-Chave

Inteligéncia Artificial em Mundo Aberto, Aprendizagem Activa, Distin¢gdo de
Classes Desconhecidas
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Chapter 1

Introduction

In this chapter, we introduce the subject of this dissertation. Firstly, we present
an initial motivation, followed by the research question and how will it be ad-
dressed. Afterwards, we describe the main contributions of our thesis and close
with the organisation of this document.

1.1 Motivation

Artificial Intelligence (Al) can either be a field of study or capacity. As a field of
study, it can be described as the field concerned with understanding and build-
ing machines with some form of intelligence (it may or may not be human in-
telligence). As a capacity, it may be portrayed as the machines ability to exhibit
intelligence in problem solution and performing tasks. Russel and Norvig [1] as-
sume one category to define the intelligence exhibited by a machine, being this
the success in terms of human performance versus the ideal concept of intelli-
gence, to which they call rationality. The first one, success in terms of human
performance , is an "empirical science, involving hypothesis and experimental"
while the second, success in terms of rationality, is combining mathematics and
engineering. The authors make this distinction because humans make mistakes
and their reasoning takes into account their emotions.

The constant research and improvement of this subject throughout the years al-
lows it to be applied today in all industries, from healthcare to marketing and
from cars to surveillance and security, improving the efficiency of a task, automat-
ing repetitive work, and assisting in decision-making situations.

One of the main areas of Al is Pattern Recognition, which is the ability to recog-
nize patterns in data, and potentially detect multiple classes, where patterns is
defined as similarity between instances for a particular characteristic and a class
is the group of instances similar in all characteristics. The example of two fruits,
red apples and cherries, can be used to simulate the process done by a machine
during pattern recognition. When only taking into consideration the color and
shape of the fruits, it is possible to state that all instances are similar, existing
just one big class, but when a third feature, size, is added, two different classes

1



Chapter 1

emerge, big red apples and small red apples (cherries).

There are two main approaches to teach an artificially intelligent agent to per-
form this recognition. One is unsupervised learning [1], in which the agent re-
ceives data without any labels, unaware of the number of different classes in the
environment. Therefore, it detects patterns by grouping instances according to
their similarity with each other. The closer an instance is to a group, the higher
chance it has to be a part of it. In opposition to the previous approach, the super-
vised learning approach considers that the learner receives a data set comprising
labeled instances. Thus, the learner knows how many and which classes exist in
the environment.

The latter approach has been quite effective in the scenarios in which it has been
applied [2; 3], but a model trained with typical supervised learning lives in a
closed world. Returning to the example of fruit with two classes, red apples and
cherries, and three features, color, size and shape, with closed-world learning,
the model perceives which feature values are inherent to apples and which to
cherries. After its training, whichever of the fruit pieces it is, the model is able, to
some extent, to distinguish between the two.

However, when the model is applied to the real world, some problems can arise
with this learning when there is a lack of control. If a new unknown class is
provided to the model, it is unable to perceive that it is facing an instance of that
new class. Should this be a fruit similar to those provided during training, such
as a green apple or a peach, where the greatest variation occurs in one or two of
the features, although it can only state whether it is a red apple or a cherry, it may
be able to state the most similar piece of fruit yet not by association. Otherwise,
if that is a completely different fruit, such as a banana or a fig, the response given
by the model seems random, being that it outputs one of the two trained classes
with lots of uncertainty.

For a fruit classification problem, it is feasible to keep the learning and classifi-
cation processes under control so that the model never receives instances of un-
known classes. Nonetheless, there are real-world situations where assuming that
models with closed-world learning will perform well is unrealistic since they are
mostly exposed to dynamic systems with various uncertainties and need constant
updating of their knowledge. Such models applied in dynamical systems can be
commonly found in healthcare or automobiles.

Open-world artificial intelligence [4-6] can solve the problem that supervised
learning models face in systems that are constantly changing or full of uncer-
tainty. It allows the model the ability to introduce new classes into its knowl-
edge, classes that were unseen during the training phase, without the need for
retraining. In this way, the model learns incrementally.

A great example of open-world learning application is the classification of the el-
ements that an autonomous car [7; 8] detects in its surroundings. This car is an
intelligent vehicle capable of autonomously moving on the roads, and for that,
it needs to recognize the various elements around it as the ones that can ever be
in its field of view. To understand why open-world learning is applied in au-
tonomous cars, it is necessary to attempt to name all the elements that it might
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see. The two mandatory elements the agent has to recognize are the other cars
and people outside so that the journey is safe and smooth, and no one is harmed.
It also has to recognize buildings and trees so that, in a road without white lines
(the guidelines for autonomous cars), the car is to see that it has to act when one
of these is near. As traffic signs dictate the behavior that the driver should follow
in a given region or street, it is crucial to make the agent know them too. Here
the difficulty increases due to the variety of traffic signs. These might be about
directions, warnings, information, and others, where each one comprises multi-
ple symbols, for instance, in danger signs, there are symbols such as falling or
fallen rocks, slippery road, or road narrows on both sides, and many others. In
addition to all these noted elements and the more that can still be added, there
are elements such as a lost tire or goods and even animals that can appear in front
of the vehicle. This latter ones corresponds to the majority of situations with un-
certainty in the environment. Since there is so much diversity in the elements
needed for annotation and so many others that are rare, possibly discarded for
model training, an open-world learning approach allows for simplification both
in structure and in knowledge aggregation. Thus the model is able to detect ele-
ments it has never seen before and, if in an iterative learning phase, add them to
its knowledge base or, if in an implementation phase (e.g., when it detects a lost
box in the middle of the road), act accordingly by steering away or stopping.

1.2 Research Question

From the above considerations, open-world Al provides several advantages when
it comes to the implementation of an agent in an environment full of uncertain-
ties. Such an agent can adopt two types of behavior. One behavior rejects all
instances corresponding to the unknown class while the other learns these in-
stances by expanding its knowledge so that, at a later stage, when it is provided
with more instances of this new class, the agent can already identify them as
known.

Formalizing this idea, we obtain the following. Let X = {x1, x, x3, ..., X, } be the
training data instances and Y = {y1,y2, y3, ..., yn } be the labels of the instances X/,
where 7 is the total number of training instances in the data set. In this case, the
element x; from X at position i is represented by the label y; from ) at the same
position i. The ) labels belong to the known classes set C = {cy,¢2,¢3, ...,k },
where k is the number of known classes.

The aim of open-world recognition is to create a model able to detect the elements
of a test data set 7 = {fy,t,t3,...,tm}, in which the set of labels is defined by
L = {l3,Ip,13,..., 1}, that do not belong to the set C of known classes, should
there be any, adding them to the rejected R set, while still correctly identifying
the others based on its training with X'.

As described above, open-world learning goes a step further and learns the in-
stances in R. In other words, being r; an instance of R, where r; € C, a new class
Cki1 is created and added to the known classes C set. The model is then trained
with R and its labels {ck.1, Cki1, Cki1s s Cki1 }-
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In the literature [4; 5; 9], it is usually assumed that the instances in R belong all to
the same unknown class. However, there might be a set I/ = {uq, up, us, ..., u]-} of
unknown classes to which the labels of R belong to, i.e., R might have instances
corresponding to more than one unknown class.

1.3 Approach

To accomplish the steps formalized in the previous section, it is necessary to di-
vide the work into two main stages which are the detection of instances belong-
ing to an unknown class and the division of those instances into smaller sample
classes, to later be included in the known set.

1.3.1 Implement a machine learning model

In order for a model to detect instances that do not belong to any of its known
classes, it firstly needs to be trained with that known set of classes, so, as this
work is targeted at self-driving cars that use images, it is required to implement
a CNN capable of performing image classification on a custom data set.

Being this step the base for the two previously mentioned stages, where its perfor-
mance affects their outcome, and as there are no restrictions or mandatory rules
to follow while building a CNN for a given problem, it is important to consider
multiple different networks, detailed in Subsection 4.4.1, in order to attain a good
one.

1.3.2 Detection of instances belonging to an unknown class

To expand the CNNs to an open-world classification, their outcome must be
treated in a way to acknowledge an extra (unknown) class. To accomplish this,
due to reasons presented in Subsection 4.4.2, we chose to implement the method
developed by Bendale and Boult [9] called OpenMax.

Although we can measure the performance of the CNNs individually and apply
afterwards the best performing one to OpenMax, we ignore the influence that
they have on each other. Thus, we apply the open-world method on each neural
network and the ensemble with the best results advances onto the next stage. The
quality measure of the ensemble is both the f-score and the number of correctly
classified instances belonging to the unknown class.

1.3.3 Division of the unknown class into smaller classes

The last stage is about receiving the instances belonging to an unknown class and
trying to find as many different classes as possible within those instances. To ac-
complish this, we opted for the DBSCAN algorithm since it creates the classes by
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clustering the instances without requiring a prior knowledge about the number
of classes in the data set provided.

To evaluate the quality of this stage, it is taken into account both the number of
clusters found as well as the percentage of instances of each true class in every
cluster.

1.4 Contribution

This work aims to investigate techniques capable of identifying multiple hidden
classes in samples belonging to an unknown class. To this end, we built the hy-
brid model described in the previous subsection with two main purposes: finding
as many clusters as there are hidden classes within the samples classified as be-
longing to an unknown class, with each cluster being associated mostly one class.
This way, we explore deeper the goal of the work [10], looking for a model with
better performance in identifying the amount of unknown classes discovered,
based on another quality control variable (percentage of each class per cluster).

To do this, the model was tested with several parameters. With this, we con-
cluded that, for a given combination of these, it is possible to find the true number
of classes present in the set of samples belonging to the unknown class. However,
it cannot fully isolate one class per cluster, clustering sometimes similar classes
and even pairs of classes that have nothing to do with each other. Nonetheless,
through this method, it is possible to understand that only identifying the num-
ber of unknown classes does not imply that the instances of each cluster can be
used for active learning.

1.5 Structure

The structure of the document starts with Chapter 1 introducing the subject of
this work, the motivation, research question and approach followed by the con-
tributions. Subsequently, in Chapter 2, we provide the theoretical knowledge
necessary to understand the concepts presented throughout the paper. Follow-
ing this is Chapter 3, where we describe some of the State-of-the-Art approaches
in open-world Al Afterwards, in Chapter 4, we establish both the environment in
which the work is developed as well as the chosen data set and its treatment, and
the model architecture. Then, in Chapter 5, we describe the experimental process
in detail, from the machine and environment specifications to class selection and
model training and testing, continuing with Chapter 6.1, where we present the
experimental results, analyse and compare them. Finally, in Chapter 7, is given a
summary of the work developed along with a future work.






Chapter 2

Background

This chapter aims to clarify some concepts of artificial intelligence, some broader
than others, discussed throughout the paper. To this end, the necessary theoreti-
cal knowledge is explored.

2.1 Artificial Intelligence

Since the topic is concerned with intelligent systems, an introduction to artificial
intelligence is necessary. The term “artificial intelligence” was first officially used
by John McCarthy in his workshop at Dartmouth in the summer of 1956 [11]. The
workshop was based on the idea that all the characteristics of learning and intelli-
gence could be described in such detail that it would be possible to simulate such
behaviour in machines. In the workshop proposal, the authors stated the goal as
“An attempt will be made to find how to make machines use language, form ab-
stractions and concepts, solve kinds of problems now reserved for humans, and
improve themselves”.

But, before looking into the aim of this area, it is imperative to formally define
the term “artificial intelligence”, a task that is not easily done. Over the years,
several authors have developed their definitions, among which we find Kurzweil
[12], who defines it as “The art of creating machines that perform functions that
require intelligence when performed by people”, Bellman [13], who states “[The
automation of] activities that we associate with human thinking, activities such
as decision-making, problem solving, learning...”, Winston [14], who claims “The
study of the computations that make it possible to perceive, reason, and act.”,
Poole et al. [15] with “Computational Intelligence is the study of the design of
intelligent agents”, Nilsson [16] who wrote “Al ... is concerned with intelligent
behavior in artifacts”.

Russel and Norvig [17], based on various definitions to that time, built their idea
of “artificial intelligence” by dividing the concept according to two main criteria.
One criterion involves the process of representing the outcome, dividing it into
either thought process or behaviour and the second criterion covers performance
regarding whether the final result is close to the result obtained by the human
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or the ideal/rational result. The rationality referred to is due to the reasons that
explain why not all people get the same best marks in exams or are good at chess.
Thus we have the four definitions, “thinking humanly”, where Bellman’s thought
tits in, “thinking rationally”, framing Winston, “acting humanly”, corresponding
to Kurzweil's idea, and finally Poole and Nilsson represented by the last defini-
tion “acting rationally”. Taking this into account, Russel and Norvig argue that
the concept of artificial intelligence should be mostly focused on the last defini-
tion, “acting rationally”, since, ideally, an intelligent agent should always opt for
the best action when faced with a problem.

With the term “artificial intelligence” introduced, we return to the goal of this
tield. As McCarthy indicated, this area seeks to make machines capable of demon-
strating intelligence to solve problems and evolve. However, there are two types
of Al: weak and strong. Weak Al is limited by functionality, giving the impres-
sion of intelligence. Using sophisticated algorithms, agents of this type manage
to handle important problems, but are nevertheless limited to the problem for
which they were developed. The current state of Al is of this type, with examples
such as voice assistants [18] and recommendation systems [19]. Strong artificial
intelligence, on the other hand, is the idea of agents capable of possessing their
own intelligence by showing traces of consciousness and feelings. These agents
are, for now, hypothetical, with one example of their existence being an agent that
manages to fool the interrogator in the Turing test [20].

The objectives of this topic reveal that Al is a very broad area of study. An arti-
ficial intelligent agent may have as target the detection of an object in an image
or the sentiment analysis of a sentence or dialogue. From this emerge the several
tields that this area employs, from computer vision to natural language process-
ing. In this chapter, there is a section dedicated to one of those fields, that be-
ing machine learning, since it is necessary that the machine learns to distinguish
known objects and detect unknown objects through given data.

2.2 Machine Learning

The concept of Machine Learning (ML) was firstly introduced in the work of
Arthur Samuel, where his idea was “A computer can be programmed so that
it will learn to play a better game of checkers than can be played by the person
who wrote the program” [21]. His approach was based on algorithms that mea-
sured the value of every move, at any time, to make the best move. A few years
later, the author published a second paper where he generalized his idea by stat-
ing that “Programming computers to learn from experience should eventually
eliminate the need for much of this detailed programming effort” [22]. Another
researcher, Tom Mitchell, shares, to some extent, Arthur Samuel's ideas stating
that ML is about finding the answer to “how to construct computer programs
that automatically improve with experience?” [23].

With this in mind, it can be said that ML is the autonomous construction of a
knowledge representation by an algorithm, giving the idea of human-like self-
organised learning. The construction of the knowledge representation comes
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from training the algorithm with a set of initial data, called training data set.
Once trained, this representation must be as general as possible so that it may
accurately classify or make predictions on a new batch of data never seen before
while still being able to identify instances from the training data.

However, there are cases where the training performs well, but because it is
trained on examples that do not fully represent the population, the model is
unable to generalize and underperforms for unseen instances. Such an event is
known as overfitting, which can be prevented in different ways, but as these are
not the focus of this study, they will not be discussed.

As ML consists in the self-learning of a machine, how is it done? Well, there are
many types of learning, but this section will only focus on the ones used in this
work, such as supervised, unsupervised and active learning, or related to it, as it
is the case of reinforcement and online learning.

2.2.1 Supervised learning

The term “supervised learning” comes from the idea of providing the agent some
form of feedback during its learning process.This translates into providing both
the input data and the corresponding labels for each instance in that data [24].
With this learning method, the model analyses the characteristics of the input
instances and tries to correlate it with the desire output, this being the target
labels. Anillustrative example of supervised learning is a data set comprising 100
images, where one-half of these represent dogs and the remaining half represent
cats. For each image provided to the model, a correspondence is made between
the image content and the image label, which represents the animal included in
the image.

As the papers that comprise the state-of-art of this topic, mentioned in Section
3, and as this thesis use supervised learning algorithms, they are going to be
explored in this subsection. The algorithms are Support Vector Machines (SVM)
and Deep Neural Network (DNN), particularly CNN.

Support Vector Machines

SVM [25] training technique consists in positioning all the instances of a data
set in a k-dimension space, where k is the number of features in the data set,
and finding the function (there may be more than one) that better separates the
existing classes.

To explore this algorithm further, it will be applied to a simple example of apples.
The example consists in separating green apples from red apples through the
characteristics/features: ratio between green and red pigmentation and width.
Displaying 15 randomly generated instances of apples on a two-dimensional plane,
we obtain the Figure 2.1.

Note that it is possible to separate the two classes by a threshold, as long as it
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Apple data representation

B Red apples
Green apples

Width
1

Ratio between red and green pigments
Figure 2.1: Apple data representation in two-dimensional plane

is between the instances at the extremity of each class, also known as support
vectors. Thus, when a new point emerges on the left side of the threshold, it is
classified as a red apple, otherwise it is classified as a green apple.
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Figure 2.2: Apple data representation in two-dimensional plane with three possi-
ble thresholds that divide the two classes

Nevertheless, the choice of the threshold location requires attention. Assuming a
new point near the red apple group, as shown in the Figure 2.3, it is more likely
that this new instance belongs to the red apple class. However, using only the
three thresholds displayed in the figure, if the threshold on the left is chosen, the
instance is declared to belong to the green apple class.

To tackle this problem, we define the threshold where the distance between the
support vectors is maximum. This distance is called the margin. Yet, this ap-
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Apple data representation
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Figure 2.3: Apple data representation in two-dimensional plane with three possi-
ble thresholds that divide the two classes and a new instance

proach is sensible to outliers. Adding an instance of green apple near the group
of red apples, as it can be seen in Figure 2.4, in addition to forming a threshold
too close to the support vectors, it does not represent well the space of each of the
classes, leading to misclassifications.
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Figure 2.4: Apple data representation in two-dimensional plane with a threshold
and misclassified instances

To decrease the large amount of unwanted outliers coming from threshold mis-
placement, instead of using the maximum margin strategy, one implements a soft
margin, which allows misclassification during training.

To find a threshold with the desired soft margin, we first look for the pair of in-
stances from different classes with the smallest distance, marking these two as
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extremes of the respective classes. Then, for each of these extremes, we look for
the neighbouring instance belonging to the same class and calculate the distance
between them. The extreme-neighbour pair with the smallest distance is selected
and the neighbour is considered the new extreme. Finally, the threshold is cal-
culated using the maximum margin between the two extremes. These steps of
extremes and threshold calculation are repeated until the desired ratio of misclas-
sified instances is within the margins. An example of a final result is provided by
Figure 2.5.

Apple data representation
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Figure 2.5: Apple data representation in two-dimensional plane with a threshold
and soft margins

The threshold is, in this particular problem, a line but, when it comes to larger
dimensions, it is a hyperplane described by a function called a kernel.

An SVM may also encounter problems that are not linearly separable. For that,
the kernel trick is used. This trick consists in increasing the number of dimen-
sions of the problem so that it can be linearly separable. Increasing the number
of dimensions occurs by performing pairwise similarity comparisons on the orig-
inal data, instead of transforming the data since it would be very costly to find
the most appropriate transformation function. On the new data, the previous
concepts are applied to obtain the kernel function.

Deep Neural Networks

To understand the architecture of CNNSs, it is required an introduction to DNNSs,
which is a network of neurons arranged in layers, as shown in Figure 2.6.

Each neuron in a layer is connected to all neurons in the previous and following
layers. The importance of these comes from the weights and biases associated
with it. A neuron in a given layer has a specific weight and bias for their link
with each neuron in the previous layer. It is through the expression 2.1, where n
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Figure 2.6: Deep Neural Network with four layers (red section is the input layer,
blue sections are the hidden layers and green section is the output layer). Each
circle represents a neuron

is the number of neurons in the previous layer, X = x1, x, ..., x; the value sent
by each neuron in the previous layer, W = w1, wy,...,w, and b = by, by, ..., by, the
weights and biases associated with each neuron in the previous layer, that one
obtains the intrinsic value of the neuron for a given input instance.

FX)=WxXT+b 2.1)

Since the expression above represents a linear function, the data undergoes only
linear transformations throughout the DNN, preventing the detection of com-
plex patterns as most data cannot be modeled by a linear function. To this end,
an activation function is applied to the intrinsic value of the neuron. As its name
suggests, this function aims to activate (outputting 1) or deactivate (outputting 0)
the neuron. An example of such a function is the sigmoid function, which maps
into real values within the interval [0,1]. The value derived by each neuron is for-
warded to all neurons in the next layer, giving the name of forward propagation
to this movement.

As stated earlier, weights and biases are important. This is because they are the
core of improving knowledge representation by being adjusted during training
to minimize the error between the final result and the true value (label).

Having covered the smallest particular of DNNs, we expand to the concept of
layers. Even though the layers are composed of neurons, they do not necessarily
have to be of the same size. The amount of neurons may vary between layers
due to its position in the structure, which can be divided in three sections: input,
hidden and output layers.

The input layer, corresponding to the first layer of the network, receives the in-
put instances and, traditionally, feeds this data directly to the next layer without
transforming it. This layer has two main constraints on the data: all instances
must have the same number of features and must be encoded in real or integer
numbers. Its number of neurons in depends on the number of features of the
instances. For example, remembering the apples illustration, given in the SVM
algorithm in Section 2.2.1, the number of neurons in the first layer would be two,
and adding other features, such size and height, would increase it to 4 neurons.

All layers between the second and penultimate one refer to the midsection - hid-
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den layers. Given the fixed number of input and output layers, the concept of
“deep” neural networks derives from the great number of layers found in this
section. However, both the number of layers, otherwise referred to as depth of
the network, and the number of neurons in each layer, which may vary between
layers, is arbitrary. An important note to be aware is that while increasing the
depth and number of neurons generally yields good results, such as discovering
more abstract patterns, it comes at the cost of increasing the complexity of the
network.

The last section of the network is the output layer, which receives the outputs
of the last hidden layer and, through an activation function, obtains the value of
each class, with each class being represented by a neuron. The final result of the
DNN is the class which neuron outputs the highest value. Using Figure 2.6 as an
example and assuming that the neuron with the highest value in the last layer is
the second from the top, the decision produced by the DNN is class 1, since the
classification starts at 0.

Convolution Neural Networks

Having introduced the main concepts, it is now possible to delve deeper into
concepts inherent to CNNSs. This structure is a type of DNN designed to process
data in a grid structure, such as images [26]. However, since images are only
different arrangements of real/integer values, the following question arises: what
is the need to create a specific network for processing this type of data?

As seen earlier, the value of each feature of an instance is sent to all neurons of the
following layer, i.e. each neuron in the first hidden layer receives all the instance
information. With an image as input, this process translates into each neuron
of the hidden layer receiving all the pixels of the image to find the patterns in
it. Yet, patterns in images are in regions so, the DNN should not be required to
receive the whole image and evaluate its pixels equally. Thus, it was necessary to
create a new method that could analyze an image by regions, leading to CNNSs.
To understand the functionalities of these neural networks, a 16x16 pixel image
(256 pixels in total) will be used.

The analysis in CNN regions consists in connecting each neuron of the first hid-
den layer to a small region of the input image, which can be of size 5x5 as shown
in Figure 2.7. Starting by assigning the first neuron of the region that is in the
upper left corner of the image, the window is slid to the right a certain number of
columns, usually 1, where this sliding value is given by the stride. When the re-
gion reaches the upper right corner, it moves down one or more lines, depending
on the stride value, and begins to slide the region again from left to right. This
whole process ends when the region reaches the bottom right corner.

Since the region in this example consists of 25 pixels, it is necessary to perform
some kind of operation to transform it to just one value. This operation is depen-
dent on the type of layer implemented. CNN offers two different types of layers:
convolutional and pooling.
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Figure 2.7: Mapping of a 5x5 region from the input layer to a neuron in the fol-
lowing layer

The convolution layer first creates a matrix with random values, the size of which
is the same as the region, and then performs the convolution operation on each
region obtained from the image. Expression 2.2 represents the convolution op-
eration, where region is the region obtained from the image and kernel is the ran-
domly generated matrix.

convolution = Zregioni X kernel; (2.2)
n

The result of the layer is a feature map. Usually, several different matrices are
used so that it is possible to detect a feature in all regions, as can be seen in image
2.8.

Input layer

First hidden layer

Figure 2.8: Feature maps resulting from 3 different kernels with size 5x5
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When training the CNN, the kernels are adjusted to improve the accuracy of the
model.

The pooling layer usually follows the convolutional layers in order to summarize
each feature map. The operation performed by these layers consists in choos-
ing the highest value of the region (max-pooling) or the average of the region
(average-pooling). Note that the region for this layer is smaller than the region
used to create the feature map.

An example of a complete CNN is shown in Figure 2.9.

Input layer

Convolutional layer

Pooling layer

Figure 2.9: Example of a CNN

2.2.2 Unsupervised learning

In contrast to the previous learning method, an unsupervised learning model op-
erates upon data without its labels. Therefore, the model has to discover patterns
and relationships between instances of data without any sort of guidance [26].
Since there is an absence of a teacher, the output of this type of learning is not
necessarily wrong, is just depends on what we are looking for.

Despite the various techniques used in unsupervised learning, only clustering
will be discussed in this subsection since the work described in this report incor-
porates an algorithm of this nature.

Clustering aims at dividing the data into groups, where similar instances are in
the same group and therefore closer together in space, while dissimilar instances
are in different groups and further away from each other. As previously stated,
this task is subjective, and therefore different forms of reasoning can be applied
when building a clustering algorithm. However, due to the clustering algorithm
implemented in our work, only density-based models are worth mentioning.
These models search for areas of high density of data points and assigns them
to the same cluster [27]. By doing so, it isolates the clusters with sparse areas and
is even able to find some outliers.
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Density-based Spatial Clustering of Applications with Noise

DBSCAN is the clustering algorithm used in this work and, as such, it is necessary
to give an introduction to how it works. For this, the same example of apples used
in the SVM algorithm in Section 2.2.1 will be employed, but with a larger number
of samples.

The process starts by iterating over each instance and counting the number of
neighbours. An instance is considered a neighbour of another if it is within a
predetermined problem dependent distance e. Taking the following Figure 2.10
as an example, the red point has 6 neighbours since the red point is neighbour to
itself.
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Figure 2.10: Apple data representation for DBSCAN with a selected data point
and its neighbours

Then, each instance is marked as a core point in case it has at least a certain num-
ber of neighbours. The minimum number of neighbours necessary that makes an
instance become a core point is also predetermined and problem dependent.

As soon as all core points are defined, a random core point and all of its core
point neighbours are selected and marked as belonging to a cluster. This cluster
continues to grow by iteratively adding neighbouring core points. Next, once all
core points are added, the neighbouring non-core points are added to the cluster.
It must be noted that a non-core point can only join the cluster and not extend
further. A complete cluster is shown in Figure 2.11.

This algorithm creates clusters sequentially, i.e. when a non-core point is between
two clusters, as exemplified in Figure 2.12, this instance belongs to the first cluster
created of those two, and then cannot be considered for any other cluster.

Figure 2.13 is the final result of the DBSCAN for the apple problem, where the
green cluster may represent the green apples and the red cluster the red apples.
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Apple data representation
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Figure 2.11: Apple data representation for DBSCAN with the cluster for red ap-
ples complete
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Figure 2.12: Apple data representation for DBSCAN with a point that could be-
long to two clusters (second cluster yet to be created)

2.2.3 Reinforcement learning

Although reinforcement learning is not used in this work, some researchers use
it in an open-world context [28][29], hence being addressed in this chapter.

An agent that learns by reinforcement operates in an environment with a specific
set of actions and must discover which one to perform in a certain situation ac-
cording to a reward function. Just as for unsupervised learning, the agent is not
told what to do, meaning there is not a guide that maps environment conditions
to actions, but instead the agent has to figure out which action generates the high-
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Figure 2.13: Final result of DBSCAN for the apple problem

est reward by trying them [30]. And since the agent is in an environment, it is not
limited to just one event, i.e. a fixed data set. Its learning comes from constant in-
teraction with this environment, where its experiences are loops between actions
and feedbacks (result from the reward function) [26].

An example of this type of learning is the AWS DeepRacer [31]. This project is
about virtually training a car to drive, with only the steering angle and throttle
power as actions, and then applying the agent’s knowledge to a real car and track.

2.24 Online learning

Like the previous learning method, online learning is featured because of multi-
ple articles made on this topic that implement it [32] [33] [34].

Traditionally training an agent consists of using a fixed amount of data to opti-
mize an equation. This can be called offline training since there is no new infor-
mation coming into the system [35]. However, there are situations where new
observations are provided over time or a data set too large to store in memory
that needs to be split up and provided to the agent in parts as a stream of data
[17].

Online learning is suited for this latter situations.The objective of this type of
learning is to minimize regret, which is given by the difference between the achieved
outcome and the best achievable result. A simple example of online learning is

a shopping website that is constantly receiving and learning real-time user be-
haviour in order to provide personalised shopping recommendations.
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2.2.5 Active learning

Considering again the supervised learning method, this is about collecting sub-
stantial amounts of data to train a model to perform predictions. The machine
simply receives it with no free will in deciding what to learn, and thus this pro-
cess is called passive learning. However, there are situations where either there
is not much data to begin with or, from the vast collected data, there is only a few
labels and increasing it would be expensive.

Active learning algorithms were created to deal with these scenarios. They are
able to perform on a low amounts of training data or labels but, to do so, the
model has to query a human during the learning process in order to clarify some
“doubts” it might find along the way. This learning method seeks to achieve the
same or better results than supervised learning with less data [36].

This is related to our work because the data set is comprised of many unlabeled
data (treated as unknown) and when these unknown instances are divided into
classes, there is a need to analyze and label each created class.

2.3 Open-World Artificial Intelligence

We now introduce the central topic of our work: open-world artificial intelli-
gence.

A famous example that describes an open-world situation well is the Black Swan
problem. This example dates back to the beginning of the 17! century. Until then,
in Europe, only white swans had been seen and a logical assumption to make
at that time would be that all swans are white. Meanwhile, upon discovering
and exploring an island, known today as Australia, a seemingly impossible event
occurred as a black swan was spotted. With only one observation, the general
knowledge collapsed and revealed the fragility of our knowledge.

This can be seen when introducing, for example, supervised learning agents to
open-world environments. Since they only know what they have seen during
training (white swans), they are unable to understand that a sample belonging to
anew never seen class (black swans) is in fact unknown and try match the sample
to the known class whose examples are most similar. To add the new class, the
whole knowledge has to be deconstructed and a new one has to be built from
scratch. This leads to a new field of research: anomaly/novelty/outlier detection
[371[38][39][40].

However, these unexpected events can also be seen differently. Despite knowing
that these events exist and are bound to happen, they could be treated as if we did
not knew. This is the case of the Long Tail problem. It occurs when the data set is
not well balanced and the frequency of elements per class decreases substantially.

Considering, the 2 classes 17 and 9 from Figure 2.14, it is possible to see that
the difference in samples between the two classes is high. This is detrimental
when training a deep neural network model, since it gets biased towards cars
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Figure 2.14: Number of samples for each class following a Long Tail distribution

[41]. Note that the problem necessarily stems from missing observations, but
rather labeled observations. Often, labeling them is a costly and time-consuming
process, especially in a data set with 10,000 or more samples per class, as happens
in the current example.

From the many already implemented solutions [42][43][44][45], a classical one is
the re-sampling method which is about randomly repeating instances from low
sampling level classes and randomly discarding instances from high sampling
level classes.

Yet, open-world artificial intelligence differs from the above mentioned situations
once this approach learns the unknown samples, adding them to its knowledge.
This is a continuous process, similar to active learning.
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Literature review on open-world
learning

Numerous methods integrate the open-world component into a model requir-
ing supervised learning, so in this chapter, it will be conducted a comprehensive
review of some of the current literature on this topic. Both the problems and so-
lutions are described. Other works related to open-world learning may be found
in Parmar and Chouhan [46].

3.1 One versus Set Machines

In the early days of open-world learning exploration, SVM for just one class (1-
class SVM) were able, albeit in a rather rudimentary way, to deal with outliers or
anomalies in the data. As it is a problem of multiple classes, this approach con-
sists in having n SVMs, where, as suggested by the name, each SVM is trained
with only one class, referred to as the positive class. Since there is no negative
class to help find the plane, the origin of the space is used as only instance from
the negative class. On this basis, its training process involves finding the plane,
in a k-dimensional space, being k the number of features of the dataset, that sepa-
rates the positive class from the negative one. Given that the solution is an SVM,
the plane, in a simple solution, must intersect the support vectors, which are the
data instances from the positive class closest to the origin of the space, keeping
the remaining instances of the positive class in the positive region of the space
opposite to the one where the negative instance is included.

However, 1-class SVMs have severe shortcomings in terms of generalization and
specialization, as the space is infinite. The reason is that if an instance is located
far away from the positive class, as long as it is on the positive side of the plane,
it is considered as an instance of a known class (overgeneralization). Since the
changes on the plane have to be minor, so that most positive instances are on the
right side and not many negative instances are accepted, there is a specialization
problem (it can never be specific enough).

In order to minimize this open-space risk, [47] improved the 1-class SVM to what
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they called 1-vs-Set Machines (OvS), by adding a new () plane parallel to the
plane created by the 1-class SVM, refered to as base near plane, limiting the pos-
itive class. Hence a serious reduction of the volume is obtained since the space
referring to the positive class ceased to be half-space, but only the space between
the two margins. It is possible to notice that this improved approach allows man-
aging the generalization and specialization by moving the two planes further
(generalize) or closer (specialize) from each other.

Once the far plane is set to include all instances of the positive class, support-
ing generalisation means distancing the margins, which results in a negligible
impact as these instances are still accepted and only the volume of the positive
class space increases. Nevertheless, this notion is necessary to tackle the prob-
lem of overspecialisation. The overspecialisation comes from trying to decrease
the number of false positives. By doing so, it approximates the two straight lines
in such a way that only a small percentage of instances of the positive class are
accepted. By generalising the first margin (approximating it to the closest nega-
tive instance contained in the negative region), it allows the second margin to be
brought closer without losing volume. To also mitigate overgeneralisation and
overspecialization, a v value that trades-off accuracy for smoothness is set.

To evaluate the performance of their work, the authors used two data sets, Cal-
tech 256 [48] and Labeled Faces in the Wild (LFW) [49]. For the first data set, the
authors established 7.2% of the classes as known, achieving 33.33% of accuracy
for the positive classes, correctly labeling 10 instances out of 30, and 79.86% of
accuracy for the negative classes, matching in 2300 instances out of 2880. As for
the second data set, Scheirer et al. compared their model with one of the best
performing algorithms on LFW [50], using ROC curves, attaining the results in
Figure 3.1.
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Figure 3.1: ROC curves comparing the accuracy of the 1-vs-Set Machine approach
to a multiclass SVM approach using V1-like features [50]. Each point represents
mean accuracy and the error bars reflect standard error

As the multi-class SVM approach using V1-like features is one of the best for this
specific data set, its closed-world nature (purple line in Figure 3.1) outperforms
the OvS. Meanwhile, its open-world aspect falls significantly short.
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3.2 Weibull-calibrated SVM

Despite OvS machines being able to significantly reduce the space of the posi-
tive class, the space is still infinite between the two parallel planes. To overcome
this issue, the same authors developed a Compacting Abating Probability Model
(CAP) [4] which is capable of isolating the positive class in a finite manner and
ensure the probability that a test data instance falls into a certain class decreases
the further away it is from the sample of this class.

The CAP model is composed of two parts. The first part consists of a finite abat-
ing bound. According to the authors, an abating bound is "a non-negative finite
square integrable continuous decreasing function", where its decreasing charac-
teristic allows the value of the function to be lower the further two points are from
each other, these being a test instance and a class training sample. As this func-
tion is used to isolate the positive class, it is used as the kernel function of a SVM.
The second part is the calibration of the kernel in order to obtain probabilities. To
this end, the authors use the training data to define a "monotonically decreasing
probability distribution"”, such as an exponential or Weibull distribution, and use
the probabilistic distribution on the outputs of kernel. Meanwhile, most of the
probabilities are non-zero even though they are very small. By applying a min-
imum threshold to accept a test instance, this issue is dissolved, where rising it
lowers the open-space risk.

However, the probability achieved by applying the CAP model only takes into
account the probability of belonging to an unknown class. To overcome this
problem, Scheirer et al. implemented a complementary method only when the in-
stance is accepted as a known class, i.e. when the probability of a given instance x;
belonging to a class c is higher than the threshold established in the CAP model.
The complementary method is a binary SVM, from which are attained both the
probability of x; belonging to the known class ¢ (P*) and the probability of not
belonging to that class (P~). These probabilities are transformed into scores using
two Weibull cumulative distribution functions, one for each type of probability
(P* and P7), in the attempt to minimize the impact of the overall distribution of
the data on the final result. Thus, two different sets of values are obtained, which
are Py, representing the scores of being accepted as instances of a known classes,
and Py, the scores of being unknown instances.

The authors complete their method with the application of the equation 3.1, which
retrieves the most likely known class for the instance x;.

¢ = argmax Py c(xi) X Pyc(x;) (3.1)
ce

In order to prove that their new approach is better than their previous OvS [47],
they tested with four data sets, such as Caltech-265 [48], ImageNet [51], LET-
TER [52], MNIST [53], and compared the F-scores between other open-world
approaches and multi-class algorithms. Scheirer et al. took a step further in
their evaluation of the different approaches by comparing their performance in
worlds widely and poorly opened. The expression 3.2 describes the openness of
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the world.

openess = \/2 X Te/(Re + E¢) (3.2)

For the Caltech-265 and ImageNet data sets, the Weibull-calibrated SVM (W-
SVM) has shown a 20% to 26% improvement in F-measure, in relation to the
previous OvS approach. For the remaining LETTER and MNIST data sets, it is
clear in Figure 3.2 that W-SVM outperforms the others in unknown instances de-
tection.
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Figure 3.2: F-scores of the several approaches tested for LETTER (left plot) and
MNIST (right plot) [4]

3.3 OpenMax

DNN are not prepared to embrace the open-world Al since they require the labels
of the training data set. Even though a solution such as thresholding the values of
its last layer is possible, some researchers showed that certain images are able to
mislead [54] [55]. With this in mind, Bendale and Boult proposed a new method
to be appended as the last layer of a DNN, obtaining the class of an instance in
an open-world scenario called OpenMax [9].

In the first stage, the DNN is trained normally. Then, the training images are sent
to DNN again, but this time for classification, and the output of the penultimate
layer, to which the authors gave the name activation vector, is used to calculate
the mean of each class for each neuron. Next, the test data set is used in the DNN
where the OpenMax method is applied.

The new method starts by receiving the activation vector and calculating its dis-
tance to the mean of each class. As there is no need to compare all classes, since
only the closest classes are the most likely to correspond to a given instance, the
authors decided to limit the comparisons. The cumulative Weibull distribution
function is then applied to the top classes of an instance, and the new class "un-
known" is added, which corresponds to the remaining of the subtraction between
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one and the sum of the scores of the top classes. Finally, test instances are de-
clared as unknown whenever the highest scoring class is the "unknown" class or
the highest scoring class is known but its score does not meet a certain threshold.

To verify that their new proposed method enables open-world Al in DNN, the
authors compared the performance of OpenMax against a SoftMax function with
threshold, so it is able to detect unknown instances, and a Softmax without thresh-
olds. All these three layers were appended to the AlexNet DNN provided by the
Caffe software package [56]. The data set used for the tests was ImageNet Large
Scale Visual Recognition Competition 2012 (ILSVRC) [57].

As itisillustrated in the following Figure 3.3, the OpenMax outperforms the Soft-
max with threshold method, with an improvement in accuracy of 4.3%. OpenMax
also revealed an improvement of 12.3% over a SoftMax without threshold.
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Figure 3.3: F-scores of OpenMax and SoftMax with threshold on ILSVRC 2012
data set [9]

3.4 Open-set Nearest Neighbor

Open-Set Nearest Neighbor (OSNN) [5] is an extension of the existing closed-
world Nearest Neighbor classifier, adapted to identify unknown class instances
from test samples. Instead of calculating the similarity scores for all classes and
applying a threshold on the highest similarity score (score of the most similar
class), as the traditional method does, this new method gets the two closest neigh-
bors, through the Euclidean distance measure, from distinct classes, calculates
the ratio of similarity between them and applies a threshold on it. This new ap-
proach is characterized by the disregard for the "open" scenario, for the regions
of space where unknown classes may appear as well as for the number of un-
known classes that may appear in the test samples. It also has the ability to create
a boundary around the positive region, limiting the open space risk. This ability
is what allows the method to find and reject unknown classes.

Unlike the previous open-world approaches described, OSNN is inherently a
multi-class solution, meaning that while other solutions have intersections be-
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tween the positive and the negative classes, where the more classes the problem
has, the worse they perform, the OSNN is not affected by it, needing at least two
known classes.

The authors built two different methods of the OSNN approach. These are the
Class Verification (CV) and Nearest Neighbor Distance Ratio (NNDR) and, even
though they differ in the methodoly, the major difference is in the ability to find
unknowns, where the first one is not able to declare a test instance far from the
two closest training instances as unknown, while the latter succeeds.

The first method, CV, is rather simple. It selects the two nearest neighbors of the
test instance, and if they have the same class, that class is assigned to the test
instance, otherwise the test instance is declared as unknown and discarded.

The second NNDR method is more elaborated with a problem-dependent vari-
able. This one also selects the two closest neighbors but these have to belong to
distinct classes. Being s the test sample, and t and u its neighbors (where t will
always be closer to s, or at the same distance, than u), the NNDR obtains the
distance between the test instance and each of the neighbors and calculates the
distance ratio according to the following expression:

(3.3)

From this, the label of the test sample can only be the same as the label of the
neighbor ¢, or be unknown. The decision is made by a positive threshold value
less than 1. If R is smaller than the threshold, then the test sample belongs to the
same class as f, otherwise its class unknown.

The threshold is the boundary characteristic, being the problem-dependent vari-
able due to its decision component. As such, the authors developed a mechanism
to find the best threshold automatically, avoiding its manual discovery, keeping
the solution simple. To accomplish this, from the data that would be for training
T, they divide the number of known classes into two. One part remains known
and is split into two, where the first half is the reduced training data F and the
second half is inserted into the validation data V. The remaining part becomes
unknown and is also inserted into V. With F and V defined, the threshold is
calculated in the following way. First, they assign the interval from 0.5 to 1.0
to the threshold, partitioning it into ten equal parts. Then, all threshold values
are tested against V and the threshold i, where i is the i-th threshold from the
interval, that achieves the highest accuracy is selected. As the threshold can be
more specific, they take the thresholds (i — 1)-th and (i 4 1)-th and calculate the
following average values.

threshold;_q + threshold,;

2
threshold;q + threshold, (3.4)

2

mean 4 =

meang =
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The two values mean 4 and meang are taken as the extremes of the new threshold
interval and the whole procedure is repeated. This cyclical process is performed
four times and the final threshold is set as the best one for the given problem.
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Figure 3.4: Results of the several approaches tested for one of the best data sets
of OSNN (LETTER) and one of the worst data sets of OSNN (15-Scenes) on all
measure methods [5]

To identify the potential of OSNN, six data sets were used such as 15-Scenes [58],
LETTER [52], Auslan [59], Caltech-256 [48], ALOI [60] and Ukbench [61]. Its per-
formance was compared with other works, including the OvS and W-SVM. The
authors took into consideration different measures, for instance, the normalized
accuracy (NA), the macro (OSFM)) and micro-averaging (OSFM,,) open-set f-
measures, and the accuracies of the known (AKS) and unknown samples (AUS).

For all the measure methods, excluding the accuracy of the known samples, OSNN
outperformed all the other approaches except for the 15-Scenes and Caltech-256.
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If a more detailed analysis is required, the full results can be found in [5].

3.5 Neural-Network-Based Representations

Hassen and Chan [6] try a different approach on the open-world problem. In-
stead of trying to develop a model or a set of them, they go for data representa-
tion, transforming it in order to find outliers in an easier way. To this end, they
use a DNN to learn the training data representation and adjust it. The data repre-
sentation must have two properties. The first property is to have all instances of a
class close together and the second property is to have different classes far apart
from each other. Converting the training data to respect these properties allows
you to isolate a class by having all its instances close to the mean/center, and to
have the means of two different classes as far apart as possible.

The learning and transformation of the data is done in the layers of the neural
network. The layers can be either convolutional or fully connected ending with
a loss function, named by the authors as "ii_loss", given by the following expres-
sion.

ii_loss = intra_spread — inter_separation (3.5)

By minimizing this loss function, the intra-class distance is minimized while the
inter-class distance is maximized.

With all this set, even though the aim of the work is to have a low classification
error, it is not stated in the properties of the solution. For this, the authors set a
third property declaring a low classification error in training. To this end, they
combined the "ii_loss" function with a cross entropy loss function and trained
with the intention to minimize both loss functions.

As the models finish the train, the model is stored in order to transform the test
data. The averages of each of the known classes are also stored since these are be
used to detect outliers.

Their solution classifies the test instances as one of the known classes if it is suf-
ticiently near the class mean, or as unknown if it too far from any of the known
classes means. To be declared as an unknown, there are two steps needed. First,
an outlier score is calculated, which corresponds to the distance of the test in-
stance to the center of the closest class. Next, a threshold is applied to check
whether the instance should be accepted or not. The threshold is, like many other
solutions, problem dependent. The authors train the models as if 1% of the train-
ing data is outliers and so, the minimum distance is to closest considered outlier
is set as the threshold. This is set global to all the classes instead of being class
dependent since, according to the authors, it holds the best results.

In order to test their approach, the authors compared their multiple versions with
the state-of-art OpenMax [9]. To this end, Hassen and Chan used three data sets,
such as the Microsoft Malware Challenge data set [62], the Android Genome
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Project data set [63] and MNIST data set [53]. As measure methods, they used
the precision, recall and F-score.
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Figure 3.5: Results of the several approaches tested for the MNIST data set (ce is

the use of the cross entropy only, ii is the use of the ii loss function only, and ii+ce
is the use of both) [6]
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Figure 3.6: Results of the several approaches tested for the Microsoft Malware
Challenge data set (ce is the use of the cross entropy only, ii is the use of the ii loss
function only, and ii+ce is the use of both) [6]
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Figure 3.7: Results of the several approaches tested for the Android Genome
Project data set (ce is the use of the cross entropy only, ii is the use of the ii loss
function only, and ii+ce is the use of both) [6]

As it can be seen by the Figures 3.5, 3.6 and 3.7, the neural-network-based repre-
sentations allow better results in all data sets, particularly in the Android Genome
Project data set. Even though the variant that combines the ii loss function with
cross entropy is not always the best one, it outperforms OpenMax in every situa-
tion.

3.6 Unseen Class Distinction

Diverting from the search for unknown class instances in the test data, some re-
searchers set out to analyze all the rejected instances, the ones that do not belong

31



Chapter 3

to any known class, and find how many unknown distinct classes are there [10].
To do so, they divided the problem in four parts.

The first part is the acceptance and rejection of test instances. For this, the authors
build an Open Classification Network (OCN) which consists of a CNN followed
by a fully-connected layer and a 1-vs-rest layer of sigmoid activation functions.
The latter layer is able to reject instances by applying a threshold on its output,
where an instance that does not have a probability output value higher than 50%
is rejected.

The second part is the comparison of the classes of two test instances. Here,
the authors focused on training a model, Pairwise Classification Network (PCN),
that takes two data instances and learns their intra-class or inter-class relation.
The model is equivalent to the one used to reject instances, where each instance
requires a CNN and a fully-connected layer. The outputs of the two-fully con-
nected layers are used to predict whether the instances are from the same class
or not, based on the distance between them, through one last activation sigmoid
function.

As training both the OCN and PCN with nothing but data from known classes is
highly prone to overfit, their third part consists of an auto-encoder trained with
some unlabeled data instances. This is trained simultaneously with the two other
previous models where the aim of the training is to decrease the joint loss of the
three parts described.

The last part is the main objective of their work. For this fourth part, the authors
use an hierarchical clustering, where, from the rejected data instances, it is used
the distances obtained from the PCN to form the clusters. The hierarchical clus-
tering used is agglomerative, i.e., it starts with several different clusters and it
will merge the closest pair iteratively until one big cluster of clusters is formed.
The distance between clusters is the maximum distance between two instances of
each cluster. On this basis, a dendrogram is created and the number of cluster is
obtained through it. Since some clusters may originate from mislabelling of OCN,
the authors assigned a threshold, where only the clusters with a distance lower
than the threshold are recognized as unknown classes. The threshold is problem
dependent and so, Shu et al. added an extra validation step, which consists of
four classes that are fed to the hierarchical cluster and the threshold value that
holds four final unknown classes is set to be the best value to that given problem.

Towards the end of their work, the authors Shu et al. assessed the capabilities of
their model. This was organised in two parts. Firstly, they evaluated the rejection
capability of unknown instances by comparing it to the OpenMax [9] approach
with different Weibull tail sizes (20 and 1000), through the values of precision
and recall, macro F-score of all classes, and F-score of the rejection class. These
approaches were applied on the MNIST [53] and EMNIST [64] data sets. As it
can be seen in Tables 3.1 and 3.2, the OCN has a better performance on detecting
unknown instances on both data sets.

Secondly, they assessed the ability to find the number of unknown classes among
the rejected instances. By using the same data sets as for the first assessment, the
results obtained are presented in the following Table 3.3, where it is shown that

32



Literature review on open-world learning

Algorithms (m + 1) classes Rejection class
Macro F-score | Precision Recall F-score
OCN 0.914 0.920 0.824  0.869
OpenMax (w = 20) 0.678 0.955 0.026  0.051
OpenMax (w = 1000) 0.684 0.956 0.043  0.083

Table 3.1: Results of the OCN and OpenMax for MNIST data set

Algorithms (m + 1) classes Rejection class
Macro F-score | Precision Recall F-score
OCN 0.832 0.664 0.47 0.554
OpenMax (w = 20) 0.789 0.786 0.07 0.13
OpenMax (w = 1000) 0.803 0.725 0.239  0.359

Table 3.2: Results of the OCN and OpenMax for EMNIST data set

the number of classes/clusters found by the OCN is close to the ground truth

number of unknown classes.

Algorithms | Ground truth OCN

# of Clusters | # of Clusters NMI
MNIST 4 6 0.320
EMNIST 10 14 0.500

Table 3.3: Results of the clustering of the rejected instances (# of C is the number
of clusters and NMI is the Normalized Mutual Information)

3.7 Summary

After an extensive review of the various works on open-world Al, we summarize
them in a table that provides for each of the works the data sets used, the goal of
each one (tasks), the main methods used and some notes. This is all compressed

in Table 3.4.
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Methods and materials

Before tackling the problem there are some points to be defined. In this chap-
ter we lay out all the aspects and conditions to start implementing the solu-
tion. Therefore, we describe, in a first moment, the programming environment
in which the work is performed, followed by the data set used and its treatment
and ending with the model architecture.

4.1 Programming Environment

Firstly, we decide the conditions under which the work is carried out, from pro-
gramming language to additional libraries.

4.1.1 Programming Language

One important step before developing the solution is the choice of the program-
ming language where the work is developed, posing the following question:
What is the best programming language for machine learning?

Despite being an easy question to make, it is not that simple to answer. There are
many frameworks and libraries across all multiple languages, such as Python,
C/C++, Java, among others, making it hard to single out any, and depending on
what we want to build or what tools may already be employed, some languages
are more favourable than others.

The choice could also be made based upon popularity [65], however it does not
represent well since it does not takes into account professional background and,
as stated previously, the aim of the project. Nevertheless, it can help choosing the
programming language.

As this work is mostly being developed from scratch, there is not a restriction nor
a promotion of any available language. However, the language should have a
great and active support community of users [66] [67] [68]. It should also high-
level as these are easier to use. For these reasons, the chosen language was Python
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[69].

4.1.2 Machine Learning Framework

Once we have chosen the programming language, a more specific component
has to be decided, which is the ML structure. This framework is a set of tools
and libraries that allows us to quickly and easily build a machine learning model
without having to fully understand its workings. It also facilitates the manipula-
tion of already implemented models due to its low restrictions.

Following the same idea of the programming language, we opt for an high-level
neural network framework. Tensorflow [70], and more specifically its high-level
neural network API Keras [71], meets the criteria and is the second most used in
academia [72]. Another possible framework would be PyTorch [73] since it is the
most used in the academia.

4.1.3 Relevant Libraries

Some additional libraries were necessary to develop this work. One crucial li-
brary is NumPy [74], essential for manipulating arrays of multiple dimensions
and for enabling the data to be used in neural networks. A second vital library is
libMR [75], which provides MetaRecognition and Weibull fitting functionalities.
Another library is Matplotlib [76], responsible for creating graphical represen-
tations of the data both used and obtained. SciPy [77] is another library used,
which allows to compute different types of distances between two instances of
data. Finally OpenCV [78], used for image processing, either for reading, cutting
or re-shapping images.

4.2 Data set

Cityscapes [79] is a large-scale data set made for approaches for pixel and instance-
level semantic labeling, providing a visual understanding of the urban scenes.
The data set consists of images from the front viewpoint of the car (Figure 4.1),
taken from a moving vehicle, mostly in areas with a lot of traffic, over several
months in 50 cities in Germany, mainly, and neighbouring countries, during spring,
summer, and fall.

For this data set, two different types of annotation methods were applied to the
2048x1024 dimension images: instance and pixel-level annotations. The first an-
notation type focuses on making a distinction between elements of the same class
while the second is not concerned with this. As one of the objectives of this work
is to detect people, cars, and other things, instead of determining who exactly is
crossing the road or the model of the car in front, the pixel-level annotation was
the one selected to develop this work. The pixel-level annotation data set com-
prises 5000 images and consists of key points around the marked objects, forming
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Figure 4.1: Example of an image from the data set

polygons as it can be seen in Figure 4.2.

Figure 4.2: Example of a pixel-level annotated image from the data set

There are, however, background objects that are in the middle of others, such as
buildings in between the tree leaves, or objects that are seen through transparent
elements, as people behind car windows. In order to avoid holes in the closest
ones, everything is considered as the single closest element. That is, in the first
example, part of the building is considered a tree while in the second example
part of the building is considered a car.

As it can be seen in Figure 4.2, various colors are available, where each color is
associated to a class, obtained from another file. The auxiliary file contains the
coordinates of the key pixels and the class of the respective object. Divided into
eight categories, the data set contains 30 distinct classes illustrated by the Table
4.1 followed by the classes distribution Figure 4.3.

In this field of research, there are other data sets such as KITTI Vision Benchmark
Suite [80], CamVid [81] and Daimler Urban Segmentation (DUS) [82]. When com-
paring the KITTI and Cityscapes data sets, the first exhibits more nature, less flat
elements, and fewer humans due to Cityscapes exploring more inner-city traffic.
CamVid has a large number of pixels of the sky, being this the most uninteresting
class for self-driving cars, and DUS does not have any information about nature
or objects categories. For these reasons, we chose the Cityscape data set.
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Categories Classes

Flat Road Sidewalk Parking Rail track

Construction  Building Wall Fence Guard rail ~ Bridge
Tunnel

Nature Vegetation  Terrain

Vehicle Car Truck Bus On rails Motorcycle
Bicycle Caravan Trailer

Sky Sky

Object Pole Pole group Trafficsign  Traffic light

Human Person Rider

Void Ground Dynamic Static

Table 4.1: Categories and classes of the dataset
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Figure 4.3: Number of finely annotated pixels per class and their associated cate-
gories
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Figure 4.4: Proportion of finely annotated pixels per category for Cityscapes,
KITTI, CamVid and DUS

4.3 Data Set Treatment

As one of the points of this work is to classify all the objects found in the street
by a self-driving agent, being these objects known or unknown, each object has
to be extracted from the images to either train or test the agent. The auxiliary file
that contains the pixel coordinates of each object for a specific image mentioned
in the previous section plays an important role in the extraction of the objects.

The coordinate system of the auxiliary file corresponds to the Cartesian plane of
two dimensions on the image, whose origin is the upper left corner, the x-axis
refers to the image width and the y-axis refers to the image height. Taking this
into account, all the coordinates corresponding to a certain object were searched
to find those that correspond to the smallest or largest value of either x or y. The
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resulting four values define the corners of the rectangle that frames the object. Let
us consider Figure 4.5 as representing the driver's point of view.

Figure 4.5: Point of view of the driver

In this image, only one person, marked red near the left margin, is in the driver's
field of view. From the several coordinates that constrain the image object, the
values of x are within the interval [74, 100] while the values of y are between
[406, 479]. This produces the white rectangle shown in the following Figure 4.6.

ke, (100, 406)

(100, 479)

Figure 4.6: Person framed in a white rectangle

However, with just the information inside the rectangle in question, it is difficult
to understand what the object in question is, should one not know the meaning
of the colour. To this end, the rectangle was expanded on all sides by a value of
10 pixels, as illustrated in Figure 4.7. This increment makes a small object more
noticeable due to the clear shape of the object. Large objects, on the other hand,
are not affected due to their specific size and shape.

After cropping the object, since convolutional neural networks only accepts im-
ages of the same size, all images of objects have to be resized to a size that has
to meet two requirements. The first requirement is that it has to be small due to
the time availability to train the neural network. Therefore, we considered three

39



Chapter 4

(64, 396)

(110, 396)

(110, 489)

Figure 4.7: Person framed in a white rectangle with a margin of 10 pixels

small dimensions: 32x32, 64x64 and 128x128 pixels. The second requirement at-
tempts to answer the question “How much information are we willing to lose?”.
Most of the time, changing the object dimension does not deform or cut the ob-
ject. However, when it comes to objects whose size will be considerably reduced,
the final dimensions play an important role on what is observable, beyond the
intended object. In order to help us understand this, let us take as an example the
building in Figure 4.5. This building extends the entire length of the image with
various elements in front of it, from traffic signs to cars and people and its final
size, as it is evidenced in Figure 4.8, can partially or totally destroy the remaining
objects, as is the case of the traffic light and signs on the left side of the 32x32 pixel
resolution image or in the middle of the 64x64 pixel resolution image.

(a) (b)

Figure 4.8: Results of applying different resolutions: (a) 32x32 pixels; (b) 64x64
pixels; (c) 128x128 pixels;

To successfully train a model capable of detecting objects with noise (other over-
lapping objects), it is necessary to include it in several locations of an object, i.e.
lose as little information as possible. For this reason, and according to the previ-
ous picture, the size set for all of images of objects is 128x128 pixels.
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Once all objects have been cropped and resized, the distribution per class is given
by Figure 4.9.

Amount of images for each class
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Building
Terrain
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Tunnel
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Figure 4.9: Number of images for each object/class

4.4 Model Architectures

In this section, we introduce the model architecture used as a solution for this
work. Since the data set is composed of images, we need to firstly build a CNN
to be able to classify them, hence addressing the CNN5s architectures in the first
place. Next, to identify instances belonging to unknown classes, we use the
OpenMax method, presented in Section 3, due to its application in multiple ap-
proaches on open-world scenarios [10; 83] and the implementation support being
in Python. Therefore, we also address this method. As the last stage, we use the
algorithm DBSCAN to find as many hidden classes as possible within the in-
stances identified as belonging to an unknown class by OpenMax. However, as
it has already been introduced in Section 2.2.2, and only different values of € and
minimum number of neighbors needed to turn a instance into a core point will
be tuned when applying this algorithm, this algorithm is not mentioned in this
section.

4.4.1 Convolutional Neural Networks Architectures

Building a CNN is a challenging task since, despite general rules or ideas, there
are no restrictions on the architecture and it is problem dependent. Usually the
data set is referred to as the problem that CNN tries to solve. However, in this
case, in addition to the data set, the problem is also the ability to find instances
belonging to unknown classes while maintaining a good classification in known
classes (performed by the OpenMax model described in the next subsection).
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Therefore, we developed and tunned four CNNs to get a wider range of results
and use the one with the highest accuracy.

As it is expected, since they are included in the same problem, the input layer size
of all CNNSs is 128x128x3, due to the data set being comprised of 128x128 pixel
images with three channels for colors, and their output layer size is 4, whose
reason for this value is given in the next section of this chapter.

It should be noted that all convolutional and max-pooling layers in each CNN
model have one parameter in common, which is the stride value for each layer.
The value set for it is 1 as we want to cover as many areas of the image as possible.
In addition, all convolutional and fully-connected layers apply the same activa-
tion function, this being the “ReLu” function, except for the last fully-connected
layers which applies the “Softmax” function.

The first CNN built, represented in the Figure 4.10, starts with a convolutional
layer with 64 kernels, where each kernel has size 5x5, followed by a max-pooling
layer with a kernel size of 4x4 and a dropout layer with probability of 20%. On
top of this is applied yet another convolutional layer with the same number and
size of kernels as the first convolutional layer, and a max-pooling layer with a 4x4
kernel size. The structure ends with two fully-connected layers intertwined with
a dropout layer with a rate of 20%.

1k 1x100 Ix1x4

Convolutional + Rel U

122 %122 564 () Wax pooling

[ oropout

125x125x 64 [ {) Fully connected + ReLU
Softmax

128x128x 64

Figure 4.10: First CNN architecture

Figure 4.11 illustrates the architecture of the second CNN implemented. This has
a convolutional layer with 32 3x3 kernels, followed by max-pooling layer with a
kernel size of 2x2. A convolutional layer with 32 5x5 kernels follows it with an-
other 2x2 kernel size max-pooling layer. One last 64 5x5 kernels convolution layer
is applied before the final string of layers. This string is composed of two fully-
connected layers interleaved with two dropout layers, where the first dropout
layer has a 10% rate and the second has a 5% rate, ending with another two fully-
connected layers.

As displayed in Figure 4.12, the third structure starts with a convolutional layer
with 32 3x3 kernels followed by a 4x4 kernel size max-pooling layer and a dropout
layer with a 20% rate. The structure continues with a 64 5x5 kernels convolutional
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Figure 4.11: Second CNN architecture

layer and a max-pooling layer with a 4x4 kernel, ending with a fully connected
layer followed by a dropout layer with 20% rate and another fully connected
layer.

=
1x1x100 1x1x4
BxB8x64
Convolutional + ReLU
32%32x64 () wmaxpooiing
1 oropout
32_)( 32_x 2 = | Fully connected + ReLU

Softmax
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Figure 4.12: Third CNN architecture

The fourth and final structure, shown in Figure 4.13, begins with a 32 3x3 kernels
convolutional layer ensued with a max-pooling layer with a kernel size of 4 and
a dropout layer with 20% drop rate. The middle section has a convolution layer
with 32 5x5 kernels, a max-pooling layer with a 4x4 kernel and two convolutional
layer with 64 5x5 kernels each. The last three layers of this structure are a fully
connected layer followed by a dropout layer with 20% rate and another fully
connected layer.

4.4.2 OpenMax Model

As mentioned in Chapter 3, OpenMax was created with the purpose of adapting
a DNN to an open-world situation by replacing the activation function of the last
layer by an algorithm that integrates a Weibull continuous probabilistic distribu-
tion model. Since OpenMax is external to the DNN, being in this case a CNN, it
is necessary to first train the neural network and then use the same training set to
build the probabilistic model, so that they are in harmony. This process starts by
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Figure 4.13: Fourth CNN architecture

providing the data to the CNN again, this time for classification, extracting from
the correctly classified instances the values resulting from the last hidden layer,
which the authors call activation vector. Note that, since it is about the last layer,
recalling Subsection 2.2.1, the size of this vector is equal to the number of known
classes.

Once all the data is provided, the vectors are arranged by classes, where for each
one is calculated the mean and the distances between the vectors of that class to its
mean. Then, from each group of distances, a predetermined number of the largest
ones is selected, which number is given the name tail, and fed to the “fit_high”
function from the library mentioned in Section 4.1.3. With this, the OpenMax
model is considered trained, having as many Weibull continuous probabilistic
distribution models as there are known classes.

At this point, it is possible to use the model for detection. Starting by feeding
a new image to the CNN, both the activation vector and the probability vector,
given, in this case, by the Softmax activation function, are extracted.

In a first moment, the probability vector is sorted and a predetermined number
of the highest probability classes are selected as relevant for the given sample. To
these classes is assigned a rank of importance that is related to its probabilistic
value, i.e. the greater the probability of the sample belonging to the class, the
greater is its rank. The predetermined number is referred to as alpha, which must
be greater than 1 and can be as large as the number of known classes.

In a second moment, the distance from the activation vector to the mean of each
class is calculated, with each distance being used by the function "w_score", also
belonging to the libMR library, returning the Weibull score.

Then, for a given class, the new probability is calculated according to equation
4.1, where score. is the Weibull score of class ¢ and rank, is the importance rank
of the same class.

new_probability. = old_probability. = (1 — score. * rank,) (4.1)
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Since the new probabilities cannot be higher than those provided by the Softmax
activation function, the sum of these may not add up to 100%. Therefore, the
probability that no known class is chosen is calculated through the Equation 4.2,
where c corresponds to the number of known classes.

C
probability,,inown = Z old_probability, — new_probability, (4.2)

n=1

Combining the output of the two previous equations, a vector with size equal
to the number of classes plus one is produced, where the first class is labeled
as unknown. To eliminate possible residuals, the Softmax activation function is
applied to this vector.
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Experimental Setup

Having establishing the methods and materials in general, it is necessary to de-
fine the training and testing process performed in this work, including the spec-
ifications of the machine and tools used and the class selection, as well as the
specific methods related with the evaluation of the solution. All these topics are
covered in this chapter.

5.1 Machine and Environment Specifications

All the work, more specifically training and testing, was developed on the same
machine and environment so that the results obtained would be stable and unbi-
ased. Their specifications are provided in this section so that others can to repro-
duce similar results.

The machine specifications are:

¢ Operating system: Microsoft Windows 10 Education 10.0.19042

¢ Processor: Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz, 22021 MHz, 6 Cores,
12 Logical Processors

Random-access memory: 8GB DDR4

Graphics card: NVIDIA GeForce GTX 1050

CUDA: Version 11.2
The environment specifications are:

¢ Python: Version 3.7.11
¢ Tensorflow: Version 2.8.0

e Keras: Version 2.6.0
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¢ NumPy: Version 1.20.3
* Matplotlib: Version 3.5.1
® Scipy: Version 1.7.3

* OpenCV: Version 4.5.5

The CUDA version is made available as it was used to speed up the training and
testing process.

5.2 Classes Selection

Despite the relatively large number of classes available in the data set (30 classes
as mentioned in Section 4.2), not all are possible to use. In this subsection, with
the support of Figure 5.1, we indicate the excluded classes (highlighted in red)
along with the reason for exclusion, and the separation of the remaining ones
into known and unknown classes (highlighted in green and blue) necessary for
the development of the work.

Amount of images for each class

Vegetation
Traffic light
Sidewalk
Building
License plate
Terrain

Out of roi
Ego vehicle
ki

0 10000 20000 30000 40000 50000
Number of images

Figure 5.1: Number of images for each class

5.2.1 Excluded Classes

We start by listing the excluded classes, as choosing these is easier than selecting
which ones to use.

We firstly dismiss the classes Rail track, Trailer, Guard rail, Caravan, Tunnel and
Pole group due to their low volume of samples to either train a CNN or to use as
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unknown classes in the DBSCAN algorithm, where they are most likely identified
as outliers.

Secondly, even though it has a higher volume than the previous ones (around 3
times more samples), the class Bridge is an extra because it would not affect the
drive if it were not for its pillars, which could be treated as another class (Wall).
Thus, we also exclude it.

Then, we disregard the classes Sidewalk, Terrain, Road, Ground and Parking since
they have similar colors, locations, and purpose (a space where cars and people
travel). Otherwise, for this work, these classes could be combined into a single
one.

We also find Static and Dynamic classes inadmissible as they are comprised of
more than one object, i.e. in just these two classes, elements such as dogs, birds,
street lights, garbage containers, traffic signs seen from behind, among others,
may be found.

Having discarded all these classes, we are left with some futile ones such as Sky,
given that it is not something that a driver has to pay attention or even consider
while driving, and Pole, since they are complemented by either a lighting compo-
nent, whether it is traffic or street light, or a signaling component (other classes).
Therefore, these classes are also disregarded.

One last excluded class is Traffic light as they are similar to Traffic signs but with a
lower volume of samples. However, this class could also be considered.

5.2.2 Accepted Classes

With the remaining 12 classes, we split them up into known, used in training the
CNN, and unknown classes, used by the OpenMax and DBSCAN algorithms. As
this report's focus is on the distinction between the multiple classes within the un-
known samples detected by the OpenMax algorithm, only 4 of the 12 classes are
used as known to achieve both the widest possible range of classes for distinction
as well as having a healthy number of annotated classes.

Given that cars (Car) and people (Person) are the most important elements that
drivers must be aware of while driving, these hold two of the known class slots.
This assignment has benefits since, among the remaining 10 classes, there are
variances of these two, such as Truck, Bus, Rider, among others, useful to under-
stand the behavior of OpenMax when facing two similar classes, one of which is
unknown, and DBSCAN when facing two similar unknown classes.

Two additional interesting classes to consider for known classes are Traffic sign
and Vegetation because of their constant appearance in front of other classes like
Car and Building.

Having filled the four available slots for known classes, we have the remaining
eight as a single unknown class. These are arranged into groups of 2, with each
group including the classes from the previous group. The goal of each is to study
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the architecture's behavior towards similar known and unknown classes, for ex-
ample Car versus Bus and Truck, the behavior towards similar unknown classes,
as is the case of Bus versus Truck and Fence versus Wall, and the behaviour to-
wards the increasing number of classes in the unknown component. The formed
groups are displayed in the following list.

¢ Group 1: Bus and Truck
* Group 2: Fence and Wall
¢ Group 3: Building and Bicycle

¢ Group 4: Rider and Motorcycle

5.3 Training Convolutional Neural Networks

Having, in the previous section, selected which classes to be used in this work,
including the separation between known and unknown classes, we can now start
thinking about the process of training the neural networks, for which are used
the images belonging to one of the 4 known classes.

However, as it is possible to notice in Figure 5.1, the difference between the class
with highest and lowest volumes is almost the double so, to prevent the data
set from being skewed, the number of instances of each class was reduced to the
same amount as Vegetation (class with lowest volume). This means that we must
select which instances to use from the classes with the higher volume, thus, in
an attempt to prevent another problem, this time being a biased data set, these
instances are chosen randomly.

To measure the training success of both CNNs and OpenMax it is important to
reserve a portion of the data set for testing. Therefore, we randomly divide it,
with 85% of it being used for training and the remaining 15% for testing. Still, the
CNN is subject to biased training since its values are tuned based on the same
images over and over again. Hence, we divide the training data set even more,
so that it comprises of only 60% of the original data set, and the extra 25% is used
for validation. This way, when the CNN is trained, at each tuning cycle, there is
a validation of the new adjusted values, decreasing the model bias.

It is important to note that, as we use 4 different CNN architectures in our work,
in order to compare their results, we used the same training, validation and test
sets. These are also applied in the OpenMax model.

5.4 Training and Testing OpenMax

As stated in Subsection 4.4.2, OpenMax needs to be trained with the same images
provided to CNNs, in order to get the means of each class as well as the sample
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distances to those means. As such, the training and validation set were provided
to the neural network, corresponding to 85% of the data set.

Having trained the OpenMax, we feed it 5 different test sets. The first test set
is the one created in the previous subsection, corresponding to 15% of the total
data set, which only contains the known classes (Car, Person, Traffic sign and Veg-
etation). The remaining 4 test sets, in addition to including the first test set, also
include instances from unknown classes corresponding to their group, presented
in Subsection 5.2.2. In other words, the second test set, besides the four known
classes, contains classes Truck and Bus (Group 1) considered as unknown, the third
test set has the four known classes and classes Truck, Bus, Fence and Wall (Group 1)
considered as unknown, and so forth. The combination of known and unknown
classes mixed in the test set has two purposes, the first of which is to test the qual-
ity of the neural network on the known classes, and the second is to simulate an
environment where known and unknown elements co-exist.

It should be noted that we have to balance the test sets just as was necessary for
the known classes. We attempt to ensure that every set of 2 unknown classes takes
up 12.5% of the original test set, with each of this pair occupying half. There are
two reasons for this, the first reason being that it is a reasonable fraction to not
overshadow the number of instances of known classes while still being able to
use a significant amount of unknown instances, and the second reason being that
Group 1 does not have enough instances to satisfy higher percentages. As it has
been done so far, the instances for each unknown class are randomly selected.

As it is a dependent solution of the problem, the parameters addressed in Sub-
section 4.4.2, alpha and tail, play an important role on detecting instances form
unknown classes and so, they must assume multiple possible values to have the
possibility of achieving good results. For that, we define the following: alpha can
assume the possible values, which are all integer numbers from 1 to 4, and, in
order to understand the impact of low and high values, the parameter tail can
assume [50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 1000].

Once trained and tested, the combination (CNN + OpenMax + alpha + tail) with
the best results for a given test set moves on to the next stage. The quality is
measured not only the number of instances belonging to the unknown class but
also the F-score value.

5.5 Experimenting with DBSCAN

This is the last yet most important stage of our solution because it is here that
we receive the instances classified by the OpenMax method as belonging to one
major unknown class and identify multiple smaller classes within it.

It is worth mentioning that OpenMax's model not only detects instances belong-
ing to unknown classes, but also processes them, as they are fed one more time to
the CNN in order to extract the activation vectors. This way, instead of supply-
ing the DBSCAN algorithm with data of size 128x128, only vectors of size 4 are
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provided, given that there are 4 known classes.

Since DBSCAN is also a problem-dependent solution, there are two parameters,
€ and minimum number of neighbors, mentioned in section 2.2.2, that have to
assume multiple values until we find a combination that approximates the num-
ber of clusters to the number of real unknown classes, with each cluster having
mostly instances corresponding to the same class. The choice for the values of the
minimum number of neighbors is based on the following reasons. Since a given
point is taken into account as its neighbour, we excluded the possibility that the
minimum number of neighbors is 1. As we do not want two close outliers to form
a class, we also excluded the possibility that the minimum number of neighbors
is 2. Finally, to understand the impact that a high values have on the solution,
we set as upper limit 18. Thus, the values that this parameter can assume are
all integer numbers between 3 and 18 inclusive. As for ¢, it is more difficult to
narrow it because it requires a knowledge of the distances between the different
instances. Therefore, we choose all values from 0.1 to 1000.0 in intervals of 0.1.

Having defines the DBSCAN experimentation process, it is necessary to establish
the desired outcomes. Given that the purpose of this algorithm is to find as many
clusters as there are unknown classes in the test set, we should have this as a
quality measure. However, using only this variable alone, we cannot claim that
this algorithm solves the problem at hands. For this, we also take into account
the percentage of samples of each class per cluster.
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Results and Discussion

In this chapter we display the experimental results and analyze the performance
of the models.

6.1 Experimental Results

In this section we present the experimental results obtained from OpenMax, both
F-score and the number of correctly classified unknowns, for all combinations of
alpha and tail in each CNN, grouped by test sets. Following this, we also present
the results obtained from the DBSCAN algorithm for all combinations of the pa-
rameters € and minimum number of neighbors. Recalling Section 5.4, this algo-
rithm is applied on the best CNN/OpenMax architecture for each test set only.

At first, we provide the results for a test set which only contains instances belong-
ing only to the known classes. Therefore, for this case, only display the F-score
for all combinations of alpha and tail for the four CNNs, Figure 6.1.

Then, since all the remaining test sets include instances belonging to unknown
classes, we present, for each test set, the F-score obtained for all combinations of
alpha and tail for the four CNNSs, displayed in Figures 6.2, 6.4, 6.6 and 6.8, and the
number of instances belonging to unknown classes correctly classified, shown in
Figures 6.3, 6.5, 6.7 and 6.9.

It should be noted that throughout the images, the id of the CNN is indicated
in the title (“CNN 1”7, “CNN 2”7, “CNN 3” and “CNN 4”), and this id represents
which of the CNNs presented in Subsection 5.3 is used. In other words, “CNN
1” corresponds to the first presented architecture, “CNN 2” corresponds to the
second architecture, and so on.

Finally, we present the results of the DBSCAN algorithm for each of the test sets
containing instances of unknown classes (Tables 6.1, 6.2, 6.3 and 6.4). These re-
sults are merely the most interesting ones since there are numerous combinations,
with the majority of them producing repeated results.

It should be noted that the percentage represents the portion of instances of a
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Figure 6.1: OpenMax's F-score across all combinations of tail, alpha and CNNs
given the test set with no instances belonging to unknown classes

given class within each cluster, i.e. the sum of the rows in a column for a given
combination can exceed 100%, however, the sum of the columns in a row can
only add up that value and, when it is not able to achieve it, that is because the
algorithm deemed the remaining as outliers.

6.2 Discussion

In this section we analyze and compare the data presented in the previous section,
dividing it by the algorithms OpenMax and DBSCAN. During the discussion of
the results provided by each of these algorithms, we divide them further by test
set.

6.2.1 OpenMax

First Test Set

Our goal in using a test set with only instances belonging to known classes is to
evaluate the quality of the implemented CNN + OpenMax model and understand
the impact of the parameters alpha and tail.
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Figure 6.2: OpenMax's F-score across all combinations of tail, alpha and CNNs
given the test set with instances belonging to classes in Group 1
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Table 6.1: Percentage of samples of each unknown class in Group 1 found per
cluster given an € and minimum number of neighbors

According to the obtained results, for the CNNs with architectures 1, 2 and 3,
varying alpha and tail has no significant impact on the F-score. That is, changing
these, with some exceptions, causes a variation in the F-score in the range of 0.03
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Figure 6.3: Amount of instances that belong to unknown classes correctly classi-
tied by OpenMax across all combinations of tail, alpha and CNNs given the test
set with instances belonging to classes in Group 1

in architecture 1, 0.05 in architecture 2, and 0.015 in architecture 3. This occurs
due to the fact that the most distant instances are close to the means. Thus, the
new probabilities of the known classes are not sufficiently smaller to allow the
probability of the new class (unknown) to be greater than them.

It is important to note that, although peaks occur for the values of tail = 1000 and
alpha = 4 in architecture 1 and tail = 1000 and alpha = 1 in architecture 3, due to its
small magnitude (only about 0.05 for the former and 0.10 for the latter), it is not
necessary to consider them as abnormal behavior. It is, however, worth consider-
ing the difference in F-score between the combination of values of alpha = 1 and
tail = [50, 100, 150, 200] with the remaining ones since this peak has a magnitude
of about 0.150. The reason for this occurrence is that, for these combinations, the
model classifies half of the instances as belonging to the Traffic light class instead
of only 25%, correctly classifying most of them.

Unlike the other CNNs, the F-score value decreases with increasing tail for the
fourth architecture. However, changing the alpha does not significantly impact it,
with the variation being about 0.02.

Overall, although all the F-score values are low, the architecture capable of pro-
ducing the best results for this test set is the first one because while achieving an
F-score as good as the second and fourth architectures, the F-values are constant
and is not confined to classify all the instances as a single class.
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Figure 6.4: OpenMax's F-score across all combinations of tail, alpha and CNNs
given the test set with instances belonging to classes in Group 2

Second Test Set

The second test set is similar to the previous test set with the addition of classes
belonging to Group 1 (Truck and Bus). With this set, we already intend to analyze
the model’s detection ability on instances not belonging to any of the four known
classes.

For this test set it is possible to notice a different behavior when comparing it
with the previous one. While the alpha does not have a significant impact, with
some exceptions, the increase of the tail has, in general, a positive influence on
the F-score. The reason for this is that now we have instances belonging to an
unknown class, these being the furthest from any class mean, and the more we
take them into account on the Weibull model, the better the model fits the test
data.

Continuing to take into account the results of the previous test set, we find a re-
peated problem. The second CNN architecture, for the values of alpha = 1 and tail
=[50, 100, 150, 200], produces significantly high F-score values when compared
to the other combinations. Since the problem and reason persist (biased results),
this architecture is disregarded for this test set.

Although it is new, another problem is found in this test set, this being with the
third CNN architecture. Comparing the results of this one with the remaining
two, both the F-score values and the amount of instances belonging to unknown
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tied by OpenMax across all combinations of tail, alpha and CNNs given the test
set with instances belonging to classes in Group 2

classes found are significantly lower, and so this architecture is also discarded for
this test set.

As a consequence of these exclusions, we are left with two architectures, 1 and
4. Starting with the latter, we may observe a strange behavior for alpha value =
1. That is, when raising the tail value, the F-score decreases while the number of
instances belonging to well classified unknown classes increases. This is due to
the fact that the Weibull model classifies more instances as belonging to unknown
classes as the value of the parameter tail becomes bigger. This way, the amount of
true positives is reduced (decreasing F-score) while the amount of the unknown
class instances correctly classified grows. Therefore, from this architecture, we
can only consider the other results of the remaining alpha values but, as these are
lower than the ones produced by the first architecture, we deem this architecture
as not suitable for this test.

Thus, we remain only with the first architecture. As it does not pose any major
issues, besides the low F-score values, it is the one to proceed on to the next
stage, more specifically with the parameter tail = 1000 since this produces the
highest F-score values for any alpha parameter. There is, however, an indecision
in the choice of alpha value, where for alpha = 3 the F-score value is greater while
for alpha = 4 the number of instances belonging to the unknown class is higher.
Due to the fact that the F-score better describes the classification quality of the
CNN, thus having more importance in this tie, and the difference in the number
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Figure 6.6: OpenMax's F-score across all combinations of tail, alpha and CNNs
given the test set with instances belonging to classes in Group 3

of instances belonging to the unknown class between the two values of alpha is
minimal, we proceed to select alpha = 3. The rate of correctly classified unknown
class instances for this combination is 32.8%.

Third Test Set

As mentioned in Subsection 5.2.2, the third set includes instances from the set of
known classes as well as instances from the unknown classes in Group 1 (set used
in the previous test set), and Group 2 (Fence and Wall) (set to be used in this test
set).

Most of the behaviors detected in the second test set are still present in this one.
The first similarity is found in the impact of the alpha and tail parameters, where
alpha, with some exceptions, does not significantly impact the two dependent
variables, i.e. the F-score and the number of samples belonging to the unknown
class correctly classified, while the tail parameter has a positive influence on them.
The second similarity is the sharp increase in the both dependent variables for the
second architecture given alpha = 1 and tail = 250. Therefore, as was decided for
the previous test set, we disregard this architecture for the third test set. The third
and last similarity lies in the low values of the dependent variables obtained with
the third architecture. In terms of F-score, seemingly not, the remaining, still
considered, architectures have an improvement of about 20% to 30%. In terms of
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Figure 6.7: Amount of instances that belong to unknown classes correctly classi-
tied by OpenMax across all combinations of tail, alpha and CNNs given the test
set with instances belonging to classes in Group 3

the number of samples correctly classified as belonging to the unknown class, the
other architectures have an improvement from 50% to 75%. For these reasons, we
also exclude this architecture.

This narrows it down again to the first and fourth architectures. Comparing these
two architectures, we can observe that the first one achieves higher F-score values
(about 8% increase) while the other one achieves a higher number of samples cor-
rectly classified as belonging to an unknown class (around 14% gain). It should
also be noticed that for the parameter alpha = 1, the fourth architecture has an
unusual behavior, where the F-score does not increase with values higher of tail
(tail > 350), and since we focus more on this dependent variable, as the activation
vectors are used in the next phase, we prefer the first architecture.

This then simply requires us to choose the best combination of parameters. Since
the two dependent variables achieve their highest values when tail = 1000, all
that is left is to define the value of alpha. For the same reason when choosing the
value of the parameter alpha for the previous test set, we opt for alpha = 3. The
rate of correctly classified unknown class instances for this combination is 24.3%.
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Figure 6.8: OpenMax's F-score across all combination of tail, alpha and CNNs
given the test set with instances belonging to classes in Group 4

Fourth Test Set

Similar to the previous test set, this fourth one consists of instances belonging
the set of four known classes, instances from the previous groups 1 and 2, and
instances from the Group 3 (Building and Bicycle), destined to be used in this test
set.

For this test set, we continue to observe behaviors seen so far. One of these is the
impact of the alpha and tail parameters on the dependent variables. A second re-
peated behaviour is the sharp increase of the dependent variables for the second
architecture given the values of the parameters alpha = 1 and tail = 250, leading us,
as it was done for the previous test sets, to disregard this architecture. Another
behaviour is the low values, even if just by a small amount, for both dependent
variables on the third architecture, when comparing with it the other two, forcing
us to also exclude it for this test set.

Yet again, we are left with only the first and fourth architectures but, this time,
apart from the difference of the dependent variables between alpha = 1 and the
others for initial values of tail, the latter architecture does not exhibit significant
issues to be discarded. In fact, on top of yielding approximately the same F-
score as the first architecture, it has a higher amount of samples belonging to
the unknown class correctly classified. For this reason, the fourth architecture is
chosen for this test set.

61



Chapter 6

Openmax's hits

1200 4

1000

800 4

1400

1200 4

Openmax's hits on unknown class instances
across all combinations for CNN 1

—— Alpha 1
Alpha 2
Alpha 3 /
Alpha 4

T T T T T
200 400 600 800 1000
Tail values

Openmax's hits on unknown class instances
across all combinations for CNN 3

—— Alpha 1
Alpha 2
Alpha 3
Alpha 4

3500 1

3000 -

N
0
=}
=)

Openmax's hits
o
[=4
[=4
5]

1500 4

1000 4

1750

1500 1

Openmax's hits on unknown class instances
across all combinations for CNN 2

—— Alpha 1
Alpha 2
Alpha 3
Alpha 4

T T T T T
200 400 600 800 1000
Tail values

Openmax's hits on unknown class instances
across all combinations for CNN 4

—— Alpha 1
Alpha 2
Alpha 3

Alpha 4 ///’
1250 4

2
1000 - /

1000

Openmax’s hits
Openmax's hits
~
Iy
o

600

400

Figure 6.9: Amount of instances that belong to unknown classes correctly classi-
tied by OpenMax across all combinations of tail, alpha and CNNs given the test
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Thus, there remains the choice of the best set of parameters, having tail = 1000
since, regardless of the alpha, it provides the highest values of the dependent
variables. Noting that there is no difference in the F-score between alpha = 3 and
alpha = 4, the one with the highest volume of samples belonging to the unknown
class correctly classified is chosen, this being alpha = 4. The rate of correctly
classified unknown class instances for this combination is 25.7%.

Fifth Test Set

This is the last test set to be used on the OpenMax model and, similarly to the
previous ones, this set includes instances of all classes that make up the fourth
test set as well as instances belonging to the classes within Group 4 (Rider and
Motorcycle).

By comparing the results of this test set with the results of the previous ones, it
is possible to observe some repeated events. These are the impact that the alpha
and tail parameters have on the dependent variables and the abrupt change in the
values of these variables for alpha = 1 and tail = 250 on the second architecture,
discarding it for the fifth time.

However, it is possible to find a new situation. As we have been noticing, the
increase in the number of instances of unknown classes causes a decrease in the
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Classes € Min Nei Clusters
1 2 3 4
Truck 0,0% 0,0% 12,7% 0,0%
Bus 751 3 12% 52% 12% 0,0%
Fence ! 0,0% 0,0% 31,7% 2,4%
Wall 0,0% 0,0% 36,0% 0,9%
Truck 0,0% 0,0% 20,3% 0,0%
Bus 852 3 28% 1,6% 9,6% 0,0%
Fence ! 0,0% 0,0% 341% 2,4%
Wall 0,0% 0,0% 369% 1,8%
Truck 74,6% 0,0% 0,0% 0,0%
Bus 771% 1,6% 0,8% 0,0%
Fence 230,6 3 56,9% 0,0% 0,0% 1,6%
Wall 54,0% 0,0% 09% 0,9%
Truck 0,0% 66,1% 0,0% 0,0%
Bus 48% 54,6% 1,6% 1,6%
Fence 1753 3 0,0% 53,7% 0,0% 0,0%
Wall 0,0% 50,6% 0,0% 0,0%
Truck 0,0% 16,1% 0,0% 0,0%
Bus 848 4 8,0% 1,6% 1,6% 0,0%
Fence ! 0,0% 0,0% 34,1% 2,4%
Wall 0,0% 0,0% 369% 1,8%

Table 6.2: Percentage of samples of each unknown class in Group 2 found per
cluster given an € and minimum number of neighbors

Classes €  Min Nei Clusters
1 2 3 4 5 6
Truck 284% 1,1% 0,0% 0,0% 0,0% 0,0%
Bus 492% 0,0% 0,0% 0,0% 0,0% 0,0%
Fence 238 3 25% 36,3% 1,3% 0,0% 0,0% 0,0%
Wall ! 0,0% 291% 0,0% 1,2% 0,0% 0,0%
Building 64,5% 0,0% 0,0% 32% 0,0% 0,0%
Bicycle 00% 00% 03% 88% 08% 0,8%

Table 6.3: Percentage of samples of each unknown class in Group 3 found per
cluster given an € and minimum number of neighbors

results produced by the first architecture, being in this test set that architecture 1
presents the lowest results in relation to the other two. For these reason, we disre-
garded it. The opposite is true for the last architecture, where raising the number
of unknown class instances causes an increase in the results obtained, and for this
test set, despite the similar F-score values, the third architecture cannot compete
with about 300 fewer samples correctly classified as belonging to the unknown
class.

Once again, the parameter tail = 1000 produces the highest results, and the best
match is given by alpha = 3 since, although the volume of instances belonging
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Classes € Min Nei Clusters
1 2 3 4 5 6 7 8
Truck 0,0% 769% 0,0% 0,0% 00% 0,0% 0,0% 0,0%
Bus 00% 81,1% 0,0% 0,0% 0,0% 00% 0,0% 0,0%
Fence 82,6(% 0,00/0 0,00/0 0,00/0 0,00/0 0,0(Vo 0,00/0 0,00/0
Wall 1006 3 770% 0,6% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Building ’ 0,0% 89,7% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Bicycle 0,0% 05% 08% 0,0% 00% 57,6% 0,0% 0,0%
Rider 6,6% 344% 0,0% 0,6% 13% 0,6% 0,6% 0,6%
Motorcycle 05% 330% 05% 00% 00% 00% 0,0% 0,0%

Table 6.4: Percentage of samples of each unknown class in Group 4 found per
cluster given an € and minimum number of neighbors

to the unknown class correctly classified is similar to alpha = 4, it has a higher
F-score. The rate of correctly classified unknown class instances for this combi-
nation is 33.6%.

Summary

In this sub-subsection, we proceed to summarize our findings in the results ob-
tained from the OpenMax algorithm. In a first moment, we clarify the influence
that the parameters alpha and tail have on the algorithm for a given test set. Sec-
ondly, we address the interesting behaviours of the second CNN architecture, fol-
lowed by possible justifications for the low values of F-score for all architectures.
Finally, we mention the best combination for each test set.

Let us start with the impact of the parameters on the OpenMax algorithm. When
the test set has no instances belonging to the unknown class, the parameters, in
general, have little to no influence on the F-score, except for the fourth architec-
ture, where increasing the tail decreases the F-score. This low impact is due to the
fact that the farthest instances are still very close to the classes'means. Thus, the
difference between the new probabilities calculated by OpenMax for the known
classes and the probabilities calculated by CNN is not enough for the probability
of the new (unknown) class obtained from the OpenMax algorithm to be higher,
regardless of the amount of farthest instances considered. However, introducing
instances belonging to unknown classes causes an increase in the F-score. The
reason for this is that this time, the instances farthest from the means are actu-
ally far away, and the more we consider them (the bigger the tail), the better the
Weibull model is fit. This way, it is possible to decrease the new probabilities of
the known classes in such a way that the new (unknown) class starts being used
to classify instances, and more elements start to be correctly classified.

Next, we have the interesting behavior of the second architecture. The problem
starts with a bad training, making the CNN overfitted and classifying every in-
stance as belonging to the class Vegetation. As a result, the distance of every in-
stance to the mean of this class is small. Having said this, by providing the prob-
abilistic Weibull model with instances very close to the mean of a class, causes
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the model to assert that everything close it is unknown. That is why, when only
one class is considered as important (alpha = 1), for tail > 200 we find a sharp
variation in the F-score.

Considering, more specifically, each test set, as the first one only contains in-
stances belonging to known classes, the OpenMax model classifies most of them
as belonging to the unknown class, resulting in a very low F-score (around 0.16).
As more instances of unknown classes are added, the F-score increases, reaching
a value of 0.47.

Having addressed the behavior of the second architecture, let us glance at the
F-score values obtained. Since, for the best combinations, F-score values range
from 0.25 to 0.4, we may conclude that the results obtained were not the best and
there are multiple possible reasons for this. A possible reason can be found in
the construction of the data set, both in treatment and in separation and balanc-
ing. Another possible problem can be found in the structure of the CNNs, which
might not be the optimal ones for the problem at hand. A third and last one is
with the OpenMax algorithm by not exploring enough this solution or by not
being good enough for the data set used.

At last, the best combinations for each test set. For the one with instances from
the unknown classes within Group 1, the best combination is the first CNN ar-
chitecture with alpha = 3 and tail = 1000. Regarding the test set with unknown
classes from Group 2, we find the best combination for the first CNN architecture
with alpha = 3 and tail = 1000. As for the test set with class samples from Group
3, we define the best combination as the fourth CNN architecture with alpha = 4
and tail = 1000. The last test set, which includes samples of unknown classes from
Group 4, we selected again the fourth CNN architecture but with alpha = 3 and tail
= 1000.

6.2.2 DBSCAN

Second Test Set

As mentioned in the Subsection 6.2.1, the only use of the first test set is to test
evaluate the quality of the OpenMax model and understand the influence of the
parameters alpha and tail, and as it does not contain any unknown class instance,
this test set is not used in this stage. Therefore, we begin by analyzing the results
for second test set.

Recalling the process described in Subsection 5.5, we supply the OpenMax method
with a test set, where the the instances classified as belonging to an unknown
class are selected and provided to the DBSCAN algorithm, obtaining the intended
results.

Before analyzing the results, it is necessary to mention that the percentages are
obtained for 188 samples of the Truck class and 231 samples of the Bus class.

According to the results obtained, it is possible to detect two different outcomes.
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First, DBSCAN classifies most of the instances as belonging to a single class, as
it happens for the combinations € = [265.1, 306.2] and minimum neighbors = 3,
and € = 175.3 and minimum neighbors = 5. Although it is not what is intended,
this solution is understandable since the test set consists only of trucks and buses,
with these two elements being similar, as it can be seen in Figure 6.10. In the other
outcome, the algorithm is able to find two clusters with a significant amount of
instances of just one class per cluster. That is, for example, for the combination
€ = 102.3 and minimum number of neighbors = 9, the algorithm is able to isolate
12.1% of the Truck class samples in one cluster, containing no samples from the
Bus class, and is almost able to isolate 24.6% of samples of the Bus class in the
other cluster, having only 2.2% instances of Truck. Similar behavior occurs for
the remaining combinations.

Figure 6.10: Example of a bus (right image) and a truck (left image) in the data
set

Third Test Set

Similarly to the previous test set, the instances used by the DBSCAN are the ones
deemed by the OpenMax method as belonging to unknown classes, being these
unknown classes defined by Group 2.

As for the previous test set, it is necessary to mention the amount of samples
per class to understand the dimension of the solution. The Truck class holds 118
samples, the Bus class contains 231 samples, the Fence class has 123 samples, and
tinally the Wall class consists of 111 samples.

Now, comparing the results obtained for this test set with those obtained with the
previous one, it is possible to find a similar outcome. This outcome consists in the
aggregation of a large percentage of instances of each class into a single cluster,
as is the case with the combinations € = 85.2 and minimum number of neighbors
= 3 or € = 230.6 and minimum number of neighbors = 3 or even € = 175.3 and
minimum number of neighbors = 3. Due to the low amount of samples from
the class Bus clustered with the others, the combination € = 75.1 and minimum
number of neighbors = 3 do not quite represent the same outcome, forming a
cluster with 3 classes.
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Another outcome provided by this algorithm is the one with a combination of
€ = 84.8 and minimum number of neighbors = 4, where the algorithm is able to
tind a cluster with 8% of samples belonging to the class Bus, a second cluster with
mostly Truck class samples, containing 16.1% of them, a third cluster combined
of mostly Fence and Wall samples (34.1% and 36.9% of the samples, respectively),
and a fourth cluster with residues of the last two classes.

Thus, for this test set, the algorithm can distinguish between the Truck and Bus
classes, and still create a class containing samples from the Wall and Fence classes.

Fourth Test Set

This test set consists of instances belonging to the unknown classes defined in
Group 3, containing 88 samples from the Truck class, 128 samples from the Bus
class, 157 samples from the Fence class, 165 samples from the Wall class, 31 sam-
ples from the Building class, and 388 samples from the Bicycle class.

For this test set only one interesting solution was found, as the remaining ones are
just clusters consisting of a number of samples between 1 and 10. This solution
is given by the combination € = 23.8 and minimum number of neighbors = 3,
and consists of 6 clusters. The first is mostly made up of samples from the Truck
class, with 28.4% of its samples, the Bus class, with 49.2% of its samples, and the
Building class, with 64.5% of its samples. The second cluster is mostly composed
of samples belonging to the Fence class, with 36.3% of its samples, and Wall class,
with 29.1% of its classes. The fourth cluster consists of 8.8% of the samples from
the Bicycle class and 3.2% of the samples from the Building class. The other clusters
have few samples from the various classes, not enough to determine anything in
particular.

Hence, for this test set, the algorithm is able to divide samples of the Bicycle class
from the others, it can also isolate the new classes from Group 2, but it is, however,
unable to distinguish between trucks, buses and buildings, which is understand-
able since trucks and buses are similar and there may be buildings behind them,
putting them all together in one cluster.

Fifth Test Set

Finally, the last test set, which is composed of instances belonging to the classes
defined in Group 4. This set has 91 samples from the Truck class, 122 samples from
the Bus class, 161 samples from the Fence class, 157 samples from the Wall class, 29
samples from the Building class, 382 samples from the Bicycle class, 468 samples
from the Rider class and 188 samples from the Motorcycle class.

Similar to the fourth test set, only a combination of parameters is presented due
the the repetition of values. Although the algorithm found the correct number of
clusters, most of them contain a small portion of instances as it happens with the
third cluster, only having three samples of the Bicycle class and one sample of the
Motorcycle class. However, for the clusters that characterize one or more classes,
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we have the first, second and sixth. Starting with the first, it is mostly made up of
samples from the Fence class, with 82.6% of its samples, the Wall class, with 77.0%
of its samples, and the Rider class, with 6.6% of its samples. The second cluster is
mostly composed of samples from the Truck class, with 76.9% of its samples, the
Bus class, with 81.1% of its samples, the Building class, with 89.7% of its samples,
the Rider class, with 34.4% of its samples, and the Motorcycle class, with 33% of its
samples. The sixth and last cluster is mostly comprised of samples from the class
Bicycle, having 57.6% of them.

Thus, for this test set, the algorithm was able to isolate the class Bicycle again and
was also aggregate the classes Fence and Wall, with some samples from the class
Rider. It achieved a similar result on the second cluster by joining samples from
the classes Truck, Bus and Building. In this cluster it also included samples from
the classes Rider and Motorcycle.

Summary

From the obtained results, it is possible to say that, although the algorithm found
the correct number of clusters for each test set, its separation fell short. Although
there is a plausible reason why it cannot distinguish samples between the classes
truck, bus, building and motorcycle, which is samples from different classes look
similar or some elements appear behind others (such as buildings behind these
vehicles), it does not justify the association of samples from the Rider class with
these nor does it explain the inability to distinguish samples between the Fence
and Wall classes.

These problems are strongly related to the problems encountered in the results
obtained by OpenMax, since this step is dependent on the previous one and its
F-score values are low.

Despite all this, this algorithm proves to be useful for solving problems in open-
world scenarios when combined with better data processing methods, given its
ability to isolate some classes and find groups of similar classes.
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Chapter 7

Conclusion and Future Work

Self-driving cars are intelligent agents within a complex environment, and they
must learn about all the elements they may encounter in order to take action and
cause as little damage as possible. However, these environments can be con-
stantly changing having too many different elements to learn. One option for
training them is to provide a small initial amount of elements or classes, and,
over time, increase this number of classes, with the agent having to learn about
these new, unknown classes. The issue with many of the solutions implemented
for this problem is that they assume that there is only one unknown class. Nev-
ertheless, there is always the possibility that an agent will encounter instances
belonging to several unknown classes.

The main purpose of this work was to explore an open-world solutions capable of
identifying multiple unknown classes within a data set built for self-driving cars,
which data set is Cityscapes [79]. To do this, since this is a data set of images,
we created 4 different CNN architectures in order to find one able to correctly
identify as many samples of known classes as possible. This architectures were
later incorporated with the OpenMax algorithm to enable the detection of sam-
ples belonging to unknown classes. Finally, these samples were provided to the
DBSCAN algorithm to identify both the number of unknown classes as well as
the percentage of each class in each cluster. This percentage helps understand if
the clusters created are a good approximation of each class.

The results obtained by the OpenMax algorithm show difficulty in both classi-
fying known classes and identifying samples from unknown classes. This may
have to do with a poorly treated and/or balanced data set, non-optimal CNN
architectures or with OpenMax not being a good solution to handle this data
set. Regardless of the reason, since the DBSCAN algorithm is dependent on the
OpenMax outcome, these low results negatively impact the next stage. This can
be observed when its separation fell short, despite finding the correct number of
clusters for each test set. However, it still manages to isolate some instances and
is able to group similar classes together.

In conclusion, despite the poor results, this methodology proves to be useful to
solve this problem, but has much room for improvement.
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For future work, it would be interesting to use other feature extraction method to
process the data set and use its outcome as input data on DBSCAN. New CNN
architectures or deeper search on the parameters to find a more optimal combi-
nation could also be explored in order to improve the the OpenMax model. A
diferent data set or approach on the data set used could be implemented to im-
prove the results from our methodology.
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