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# Spin-forbidden heavy-atom tunneling in the ring-closure of triplet cyclopentane-1,3-diyl $\dagger$ 
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#### Abstract

In 1975, Buchwalter and Closs reported one of the first examples of heavy-atom quantum mechanical tunneling (QMT) by studying the ring closure of triplet cyclopentane-1,3-diyl to singlet bicyclo[2.1.0]pentane in cryogenic glasses. Since then, no clear theoretical evidence has been provided to elucidate how the intersystem crossing (ISC) and QMT are related in the reaction mechanism. In this work, we unequivocally show that at cryogenic temperatures, the ISC occurs solely in the quantum tunneling regime, with weak coupling non-adiabatic transition state theory rate constants predicting a spontaneous reaction in fair agreement with experimental observations. Despite its limitations, such an approach can be used to help unlock a comprehensive understanding of a variety of spin-forbidden chemical reactions in the low temperature regime.


## 1 Introduction

Quantum mechanical tunneling (QMT) has been a discussion topic in the scientific literature since the early history of quantum mechanics, ${ }^{1}$ with its relevance to chemistry initially highlighted by Bell. ${ }^{2,3}$ In his theoretical work, Bell concluded that a treatment including QMT "is necessary for any reaction involving the motion of a hydrogen atom or a proton" because of its low mass. Interestingly, QMT in chemistry is not limited to hydrogen atoms ( H -atom tunneling), but it can also be directly observed in reactions involving the motion of heavier atoms (heavy-atom tunneling) such as carbon, ${ }^{4-13}$ nitrogen ${ }^{14,15}$ and even oxygen. ${ }^{16}$ Such observations demonstrate the need to include QMT as a fundamental aspect in the understanding of chemical reactivity, ${ }^{17}$ particularly of organic reactions. ${ }^{18-24}$

As far as the total electronic spin is concerned, QMT (H- or heavy-atom) can happen in two different contexts: when tunneling takes place in the same potential energy surface (PES), thus without any change in the total electronic spin (spinallowed process) or when tunneling involves PESs of different total electronic spins ${ }^{25}$ (spin-forbidden process). In the former scenario, a hypothetical occurrence of ISC is separate from the spin-allowed tunneling process, as reported in a previous work. ${ }^{26}$ However, for the latter scenario, tunneling is responsible for the ISC itself. To the best of our knowledge, there are only two established cases ${ }^{14,16}$ (Scheme 1) of direct experimental

[^0]observation of spin-forbidden heavy-atom QMT, where the transformation from reactants to products is followed spectroscopically, both concerning reactions where the spin character of the electronic wavefunction changes once from reactants to products. One is the rearrangement of triplet trifluoroacetyl nitrene into the corresponding singlet isocyanate (Scheme 1a) in cryogenic matrices at 2.8 to 23 K reported by Abe, Zheng and coworkers. ${ }^{14}$ The other is the cyclization of triplet syn-2-formyl-3fluorophenylnitrene to singlet 4 -fluoro-2,1-benzisoxazole (Scheme 1b) in argon matrices at 10 to 20 K reported by us. ${ }^{16}$ Additionally, two ${ }^{28,29}$ of the first proposed examples of heavyatom QMT are also thought to occur through a spin-forbidden tunneling process. These concern triplet 1,3-diradicals that undergo C-C bond formation to form a singlet product as shown in Scheme 2. However, as stated by Borden ${ }^{30}$ not long ago and despite very recent efforts, ${ }^{31}$ the details concerning the ISC of the reactions shown in Scheme 2 are still unclear: does the tunneling take place in the triplet PES where it can then undergo ISC to the singlet, or is the tunneling responsible for the ISC? The objective


Scheme 1 Recent cases of spin-forbidden heavy-atom tunneling from a triplet ground-state reactant to a singlet product directly observed at cryogenic temperatures. ${ }^{14,16}$ Structures displayed with MarvinSketch. ${ }^{27}$


Scheme 2 Ring closure of (a) triplet cyclopentane-1,3-diyl to singlet bicyclo[2.1.0]pentane ${ }^{28}$ and (b) triplet cyclobutane-1,3-diyl to singlet bicyclo[1.1.0]butane, ${ }^{29} \mathrm{R}=\mathrm{CH}_{3}, \mathrm{CH}_{2} \mathrm{CH}_{3}$. Structures displayed with MarvinSketch. ${ }^{27}$
of this work is to provide a definite clarification of the 45-year-old problem regarding the reaction mechanism of Closs's diradical (Scheme 2a) by computing the respective singlet and triplet PESs and then calculating the gas-phase rate constants for the consumption of the triplet diradical by explicitly taking into account the non-adiabatic nature of this spin-forbidden process.

## 2 Theory and computational methods

### 2.1 Potential energy surfaces

The singlet and triplet PESs for the reaction of Closs's diradical (Scheme 2a) are expected to display various degrees of multireference character, ${ }^{32}$ requiring the use of multireference methods. ${ }^{32-34}$ For cost-effective purposes we opted for the $\operatorname{CASSCF}(10,10) / \mathrm{cc}-\mathrm{pVTZ}$ level of theory, ${ }^{35-39}$ which slightly improves the level of computation used on the thorough work performed by Carpenter. ${ }^{34}$ The main objective of these calculations, which were all performed with GAMESS, ${ }^{40}$ was to find minimum energy paths that included the cyclopentane-1,3-diyl reactant (triplet state) and the bicyclo[2.1.0]pentane product (singlet state). For this, we performed a series of saddle-point optimizations which were then followed by intrinsic reaction coordinate (IRC) runs and the respective minimization at the end points. Only two curves, one triplet and one singlet, fulfilled our requirements. The details of these curves are shown in Section 3. Enantiomeric pairings were numerically confirmed with a superimposing algorithm which is capable of evaluating geometrical similarity and has been extended to include enantiomer assignment. ${ }^{41}$ At each stationary point, saddle-point or minimum, dynamical correlation (dc) was included with multiconfiguration quasidegenerate perturbation theory (MC-QDPT) $)^{42,43}$ at the MC-QDPT( 10,10 )/cc-pVTZ level. For the stationary points of panel (a), imaginary frequencies of saddle-points and total MC-QDPT electronic energies are collected in Table S1 of the ESI. $\dagger$

### 2.2 Minimum energy crossing points

The importance of obtaining the minimum energy crossing point (MECP) in the context of spin-forbidden reactions is well documented. ${ }^{25,44-47}$ The search for the MECP between the triplet and the singlet PESs was performed with the algorithm ${ }^{48}$ available in GAMESS. The MECP is not a minimum in the full $3 N-6$ dimensions of either PESs, but rather a
minimum on the crossing seam surface, which is a subspace of $3 N-7$ dimensions of those full PESs. Because of this reduced dimensionality, it is not possible to perform a typical frequency analysis at the end of an MECP search in GAMESS. This leads to two problems: (1) the zero-point energy (ZPE) correction for the MECP is not readily available and (2) the true nature of the stationary point on the crossing seam (minimum or saddlepoint of any order) remains undetermined. ${ }^{49}$ To overcome this problem, we can calculate a new effective Hessian matrix, ${ }^{44,49}$ $H_{\text {eff }}$, which depends on the gradients of the two PESs at the MECP, $\mathbf{G}_{\mathbf{1}}$ and $\mathbf{G}_{\mathbf{2}}$, and also on the Hessians $\left(\mathbf{H}_{\mathbf{1}}\right.$ and $\left.\mathbf{H}_{\mathbf{2}}\right)$ of this sloped intersection $\left(\mathbf{G}_{1} \cdot \mathbf{G}_{2}>0\right)$ between the two crossing PESs:

$$
\begin{equation*}
\mathbf{H}_{\mathrm{eff}}=\frac{\left|\mathbf{G}_{1}\right| \mathbf{H}_{2}-\left|\mathbf{G}_{2}\right| \mathbf{H}_{1}}{\left|\mathbf{G}_{1}-\mathbf{G}_{2}\right|} \tag{1}
\end{equation*}
$$

To perform vibrational analysis on the seam at the MECP, the reaction coordinate (which is orthogonal to the crossing seam) must be projected out ${ }^{50}$ along with the three rotational and three translational degrees of freedom. After the projection, $\mathbf{H}_{\text {eff }}$ can be diagonalized to yield the $3 N-7$ vibrational frequencies corresponding to nuclear displacements on the seam surface. These can then be used to address points (1) and (2) above. To perform these steps, $\mathbf{H}_{\mathbf{1}}$ and $\mathbf{H}_{\mathbf{2}}$ were determined with Hessian calculations in GAMESS at the $\operatorname{CASSCF}(10,10) / c c-p V T Z$ level. Then we used gamread ${ }^{16}$ to extract the geometry, $\mathbf{G}_{\mathbf{1}}, \mathbf{G}_{\mathbf{2}}, \mathbf{H}_{\mathbf{1}}$ and $\mathbf{H}_{\mathbf{2}}$ from the GAMESS outputs and datafiles and write them in the appropriate format to be read and used by the GLOWfreq ${ }^{51}$ code. GLOWfreq performs the vibrational analysis of the MECP, yielding not only the respective vibrational frequencies and the ZPE, but also other necessary data to use in the rate constant calculations, which we will mention below.

### 2.3 Spin-orbit coupling

Spin-orbit coupling (SOC) is a relativistic effect with paramount importance ${ }^{52,53}$ in the understanding of intersystem crossing (ISC) and its associated rate constants, since it is responsible for the mixing of electronic wavefunctions of different spin multiplicities and for determining the extent to which a specific spin-forbidden transition is actually allowed. ${ }^{54}$ Our SOC calculations were based on variational configuration interaction wavefunctions (SO-CI method in GAMESS). Here, the SOC matrix elements between the singlet and the triplet states were evaluated by preparing a model Hamiltonian ${ }^{52,53}$ containing the full Breit-Pauli spin-orbit operator in which the variational CI wavefunctions (CASCI basis ${ }^{55}$ ) were expanded in the reference $\operatorname{CASSCF}(10,10)$ wavefunction. This model Hamiltonian was then used ${ }^{56}$ to calculate $H_{\text {SO }}$, the SOC constant.

### 2.4 Rate constant calculations

The ISC canonical temperature-dependent rate constant calculated through non-adiabatic transition state theory (NA-TST) ${ }^{44,57-62}$ can be approximated ${ }^{56,63}$ by using the properties of the Laplace
transform ${ }^{64}$ and expressed as

$$
\begin{equation*}
k_{\mathrm{ISC}}(T)=\frac{Q_{\mathrm{MECP}}(T)}{h Q_{\mathrm{R}}(T)} \int_{0}^{\infty} P_{\text {trans }}\left(\varepsilon_{\perp}\right) \exp \left(-\beta \varepsilon_{\perp}\right) \mathrm{d} \varepsilon_{\perp} \tag{2}
\end{equation*}
$$

where $Q_{\text {MECP }}$ and $Q_{\mathrm{R}}$ are the partition functions at the MECP and reactant, respectively, $\beta=1 / k_{\mathrm{B}} T, P_{\text {trans }}$ is the probability of transition between two states at the MECP and $\varepsilon_{\perp}$ is the component of the internal energy accumulated in the reaction coordinate.

The probability of transition between two adiabatic (mixedspin) PESs can be calculated with the Landau-Zener (LZ) formula ${ }^{65-67}$

$$
\begin{equation*}
p^{\mathrm{LZ}}\left(\varepsilon_{\perp}\right)=\exp \left(-\frac{2 \pi H_{\mathrm{SO}}{ }^{2}}{\hbar|\Delta \mathbf{G}|} \sqrt{\frac{\mu_{\perp}}{2\left(\varepsilon_{\perp}-E_{\mathrm{MECP}}\right)}}\right) \tag{3}
\end{equation*}
$$

where $\mu_{\perp}$ is the reduced mass of the mode orthogonal to the crossing seam surface, $E_{\text {MECP }}$ is the energy (total electronic energy plus ZPE) of the MECP relative to the minimum of the (triplet) spin-diabatic state where the reaction initiates (reactant $R$, in this case ${ }^{3} 2$ ) defined as

$$
\begin{equation*}
E_{\mathrm{MECP}}=E_{\mathrm{MECP}}^{\text {total }}+E_{\mathrm{MECP}}^{\mathrm{ZPE}}-\left(E_{\mathrm{R}}^{\text {total }}+E_{\mathrm{R}}^{\mathrm{ZPE}}\right) \tag{4}
\end{equation*}
$$

$H_{\text {SO }}$ is the SOC constant and $|\Delta \mathbf{G}|$ is the norm of the difference of the gradients on the two surfaces at the MECP, $|\Delta \mathbf{G}|=\left|\mathbf{G}_{\mathbf{1}}-\mathbf{G}_{\mathbf{2}}\right|$, which is orthogonal to the seam at the MECP. Here we are interested in calculating the probability of transition between the triplet and the singlet, i.e., the two spin-diabatic PESs, which is then $1-p^{\mathrm{LZ}}$ and is often written considering the double passage version of the spin-diabatic LZ formula, introduced to describe unimolecular decomposition, ${ }^{57}$ given by $P_{\text {trans }}^{\mathrm{LZ}}\left(\varepsilon_{\perp}\right)=$ $1-\left(p^{\mathrm{LZ}}\right)^{2}$. Note that in eqn (3), $p^{\mathrm{LZ}}\left(\varepsilon_{\perp}\right)$ is defined only when the $\varepsilon_{\perp}$ internal energy is above the MECP $\left(\varepsilon_{\perp}>E_{\text {MECP }}\right)$, failing at energies in the vicinity of $E_{\text {MECP }}$ and neglecting transitions between PESs caused by quantum tunneling for energies below $E_{\text {MECP. }}$. This means that the LZ formula does not consider the fact that the system does not need to reach the crossing region to hop from one spin-diabatic PES to the other, but may instead tunnel across. Naturally, such energy regimes can be of extreme importance when performing studies at cryogenic temperatures, since a thermal over-the-barrier process will most likely be ruled out in the vast majority of cases.

The quantum effects mentioned above can be accounted for in the more robust double passage weak coupling (WC) probability expression ${ }^{57,68,69}$

$$
\begin{equation*}
P_{\text {trans }}^{\mathrm{WC}}\left(\varepsilon_{\perp}\right)=4 \pi^{2} H_{\mathrm{SO}^{2}}\left(\frac{2 \mu_{\perp}}{\hbar^{2} \bar{G}|\Delta \mathbf{G}|}\right)^{2 / 3} \mathrm{Ai}^{2}(\xi) \tag{5}
\end{equation*}
$$

where $\bar{G}=\sqrt{\left|\mathbf{G}_{\mathbf{1}}\right| \times\left|\mathbf{G}_{\mathbf{2}}\right|}$ is the geometric mean of the norms of the gradients of the two PESs and $\operatorname{Ai}(\xi)$ is the Airy function with argument $\xi$ which takes the form

$$
\begin{equation*}
\xi=-\left(\varepsilon_{\perp}-E_{\mathrm{MECP}}\right)\left(\frac{2 \mu_{\perp}|\Delta \mathbf{G}|^{2}}{\hbar^{2} \bar{G}^{4}}\right)^{1 / 3} \tag{6}
\end{equation*}
$$

The WC expression for $P_{\text {trans }}$ will then yield non-zero values for energies below $E_{\text {MECP }}$, although it decreases rapidly in this regime, allowing for tunneling from one PES to the other below
the crossing point. Note that besides the vibrational analysis of the MECP, the GLOWfreq ${ }^{51}$ code also yields $\mu_{\perp},|\Delta \mathbf{G}|$ and $\bar{G}$, which are necessary quantities for the LZ and WC probability expressions. This information is presented in Table S3 of the ESI. $\dagger$

In summary, two rate constants were calculated in this work. The LZ rate constant

$$
\begin{equation*}
k_{\mathrm{ISC}}^{\mathrm{LZ}}(T)=\frac{Q_{\mathrm{MECP}}(T)}{h Q_{\mathrm{R}}(T)} \int_{E_{\mathrm{MECP}}}^{\infty} P_{\mathrm{trans}}^{\mathrm{LZ}}\left(\varepsilon_{\perp}\right) \exp \left(-\beta \varepsilon_{\perp}\right) \mathrm{d} \varepsilon_{\perp} \tag{7}
\end{equation*}
$$

which is important for comparison reasons as it operates only in the classically allowed region for energies above the MECP, therefore excluding possible tunneling effects. The other is the more robust WC rate constant

$$
\begin{equation*}
k_{\mathrm{ISC}}^{\mathrm{WC}}(T)=\frac{Q_{\mathrm{MECP}}(T)}{h Q_{\mathrm{R}}(T)} \int_{0}^{\infty} P_{\text {trans }}^{\mathrm{WC}}\left(\varepsilon_{\perp}\right) \exp \left(-\beta \varepsilon_{\perp}\right) \mathrm{d} \varepsilon_{\perp} \tag{8}
\end{equation*}
$$

which gathers contributions from both the classically allowed, $E_{\mathrm{MECP}}<\varepsilon_{\perp}<\infty$, and classically forbidden (tunneling) regions, $0<\varepsilon_{\perp}<E_{\text {MECP }}$.

## 3 Results and discussion

An overall picture of our results is presented in Fig. 1, where we show the triplet and singlet intrinsic reaction coordinate (IRC) curves originating from the respective saddle-point calculations. Cartesian coordinates and electronic energies for all stationary points are given in the ESI. $\dagger$ Note that each IRC path contemplates a unique concerted motion of atoms and for this reason the reaction coordinate ( $s$ ) represents, to a greater or lesser extent, different structures for each IRC path. The curves shown in this figure are symmetric with respect to the axis of symmetry given by $s=0$ which is represented as a black dashed line splitting Fig. 1 into two panels, (a) and (b), where each stationary point in one panel has a corresponding enantiomer in the other


Fig. 1 IRC paths for the triplet (purple) and singlet (green) PESs computed at the $\operatorname{CASSCF}(10,10) / c c-p V T Z$ level. The triplet curve includes the cyclopentane-1,3-diyl reactant ( ${ }^{3} 2$ ) and the singlet curve includes the bicyclo[2.1.0]pentane product ( ${ }^{1} 8$ ). Energies ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) are given relative to ${ }^{3} 2$. The axis of symmetry at $s=0$ splits the figure into two panels, (a and b). Structures displayed with MacMolPlt. ${ }^{70}$
panel. The stationary points are indicated by a number (along with its associated spin multiplicity) and an "a" or a "b" (depending on which panel they are located) associating two structures with an enantiomeric pair, all numerically confirmed. ${ }^{41}$ The exceptions are the ${ }^{1} 7$ and ${ }^{1} 8$ stationary points, for which the pair of "a" and "b" structures are identical, not enantiomers. The reference for zero energy is ${ }^{3} 2$, which represents the enantiomeric pair corresponding to the global minimum of the triplet curve, cyclopentane-1,3-diyl. The active space employed to describe ${ }^{3} 2$ consisted of the four $\sigma$ and four $\sigma^{*}$ molecular orbitals (MOs) involving the $\mathrm{C}(3)-\mathrm{C}(1)-\mathrm{C}(2)$ bonds of the $\mathrm{CH}-\mathrm{CH}_{2}-$ CH fragment and of the two $\mathrm{C}-\mathrm{H}$ bonds of the $\mathrm{sp}^{3}$ hybridized central carbon of that fragment. The remaining active orbitals correspond to the two MOs with natural occupation of one resulting from the overlap of the out-of-plane unhybridized p atomic orbitals in the $\mathrm{sp}^{2}$ hybridized $\mathrm{C}(3)$ and $\mathrm{C}(2)$ atoms. These ten MOs are shown in the ESI. $\dagger$ The singlet curve leads to bicyclo[2.1.0]pentane, ${ }^{\mathbf{1} 8}$, with the ${ }^{\mathbf{1} 7}$ saddle-points, which separate the ${ }^{\mathbf{1}} \mathbf{6}$ singlet diradical structures from ${ }^{\mathbf{1}} \mathbf{8}$, sharing some resemblance to the structure responsible for the $3.03 \mathrm{kcal} \mathrm{mol}^{-1}$ energy barrier reported by others. ${ }^{31}$ In addition, although the ${ }^{3} 2$ and ${ }^{1} 6$ structures occur in pairs, only one structure of each pair was previously accounted for. ${ }^{31}$

Fig. 2 shows a more detailed view of the PESs by zooming in the central region of Fig. 1, where the majority of the stationary points are located. For both curves, the structures with $s=0$ correspond to transition states with $C_{\mathrm{s}}$-like symmetry which link two $C_{2}$-like minima, forming double-well potentials. ${ }^{33} \mathrm{~A}$ detailed analysis ${ }^{41}$ of the double-well stationary points of the singlet and triplet curves also shows that the sets of structures, $\left({ }^{3} \mathbf{2 a},{ }^{\mathbf{1}} \mathbf{6 a}\right),\left({ }^{\mathbf{3}} \mathbf{2} \mathbf{b},{ }^{\mathbf{1}} \mathbf{6 b}\right)$ and $\left({ }^{\mathbf{3}} \mathbf{1},{ }^{\mathbf{1}} \mathbf{5}\right)$, include identical conformations. For example, the root-mean-square distances ${ }^{41}$ (rmsd) between $\left({ }^{\mathbf{3}} \mathbf{2 a},{ }^{\mathbf{1}} \mathbf{6 a}\right)$ is $1.6 \times 10^{-2}$ A while the rmsd between the $\left({ }^{3} \mathbf{1},{ }^{\mathbf{1}} \mathbf{5}\right)$ pair of saddle-points is $1.1 \times 10^{-2} \AA$.


Fig. 2 Zoomed in version of the central region of Fig. 1 but without showing the plot's axis of symmetry at $s=0$ and including the pair of MECPs (solid black circles) and their respective steepest descent paths to the minima (purple and green dashed curves). The two dashed black arrows illustrate possible spin-forbidden vibrational ground-state heavyatom QMT processes.

The singlet-triplet energy gap, $E\left({ }^{\mathbf{1}} \mathbf{6}\right)-E\left({ }^{\mathbf{3}} 2\right)$, was calculated as 1.24 and $1.36 \mathrm{kcal} \mathrm{mol}^{-1}$ at the $\operatorname{CASSCF}(10,10) / \mathrm{cc}-\mathrm{pVTZ}$ and $\operatorname{MC}-\operatorname{QDPT}(10,10) / \mathrm{cc}-\mathrm{pV} T Z$ levels, respectively, which is in very close agreement with reported Davidson-corrected TC-CISD calculations. ${ }^{33}$ Fig. 2 also clearly shows that when triplet cyclopentane-1,3-diyl is formed (in the ${ }^{3} 2 \mathbf{a}$ and ${ }^{3} 2 \mathbf{b}$ wells) at cryogenic temperatures, the only tunneling possibility within the triplet state will be between the two $C_{2}$-like minima, ${ }^{3} 2 \mathrm{a}$ and ${ }^{3} \mathbf{2 b}$, since the ${ }^{3} \mathbf{4}$ products will not be available at cryogenic temperatures. On the other hand, if one considers tunneling through a spin-forbidden ISC process, the singlet IRC curves become available. Note that when considering an ISC (non-adiabatic process), it is frequently necessary to determine the MECP between the electronic states under consideration, this case between the triplet and the singlet PESs, as it plays a similar role to a transition state in adiabatic reactions. ${ }^{25,47,49}$ The two MECPs of $C_{s}$-like symmetry were located ${ }^{48}$ and identified as identical structures (not enantiomers) at $2.65 \mathrm{kcal} \mathrm{mol}^{-1}$ above the ${ }^{3} 2$ minima at the $\operatorname{CASSCF}(10,10) /$ cc-pVTZ level of theory, without inclusion of zero-point energy (ZPE), see Fig. 2. The dashed lines represent the steepest descent path from the MECPs to the ${ }^{\mathbf{3}} \mathbf{2}$ and ${ }^{\mathbf{1}} \mathbf{6}$ minima and were obtained with the Gonzalez-Schlegel method, ${ }^{71}$ which was also used to calculate the singlet and triplet IRC curves. No other low-energy MECPs were found connecting these minima. The structures of the MECPs are very similar to the ${ }^{17}$ saddle-points, with an rmsd of only $7.6 \times 10^{-2} \AA$ between them. To the best of our knowledge, this is the first time that MECPs are being reported for this reaction. Based on the computed PESs, it becomes evident that the ring-closure of triplet cyclopentane-1,3-diyl to singlet bicyclo[2.1.0]pentane at cryogenic temperatures can only take place through a spin-forbidden heavy-atom QMT mechanism promoted by SOC in the region of the located MECPs. The SOC, which is fundamental in ISC since it is responsible for mixing electronic states of different spins, ${ }^{53}$ was estimated to be $0.34 \mathrm{~cm}^{-1}$, in line with recent suggestions of a low value, ${ }^{31}$ which is normally indicative of low probabilities of transition between spindiabatic states.

As far as we know, within the specific framework of calculating spin-forbidden vibrational ground-state heavy-atom QMT rate constants, the WC formulation of NA-TST was used only once, ${ }^{16}$ with the calculations showing a very good agreement (albeit potentially accidental ${ }^{25,54}$ in a similar fashion as observed in canonical TST) to the already discussed experimental results of reactions shown in Scheme 1a and b. ${ }^{14,16}$ We performed our calculations in the temperature range of 5 to 500 K . At 5 and 20 K , the temperatures used in the most recent experiments in argon matrices, ${ }^{31}$ tunneling accounts for $100 \%$ of the rate constant value. In conventional TST it is usual for the rate expression to include a reaction-path symmetry number ${ }^{72} \sigma$ (not to confuse with the molecular orbital symbol) given by the ratio between the rotational symmetry numbers of the reactant ( R ) and transition state (TS), $\sigma=\sigma_{\text {rot, },} / \sigma_{\text {rot,Ts. }}$. Since in this work we are dealing with an enantiomeric reactant pair and, in practice, with only one MECP, we can utilize the same approach and adapt eqn (16) of ref.


Fig. 3 Arrhenius plots of the LZ (orange, does not include tunneling) and WC (blue, includes tunneling) gas-phase NA-TST rate constants. Two data points, corresponding to experimental observations in argon matrices, are also included.

72 as

$$
\begin{equation*}
\sigma=\frac{\sigma_{\mathrm{rot}, \mathbf{3}}}{2 \sigma_{\mathrm{rot}, \mathrm{MECP}}} \tag{9}
\end{equation*}
$$

Introducing the values (Table 2 of ref. 72) for the rotational symmetry numbers corresponding to the $C_{2}\left(\sigma_{\text {rot, }{ }^{32}}=2\right)$ and $C_{\mathrm{s}}$ $\left(\sigma_{\text {rot,MECP }}=1\right)$ symmetry point groups in the previous equation gives $\sigma=1$. The Arrhenius plots of the LZ and WC gas-phase rate constants are shown in Fig. 3 (data from Table S4 in the ESI $\dagger$ ), with the WC curve showing a typical tunneling behaviour. The WC rate constants at 5 and 20 K were calculated as 356 and $1670 \mathrm{~s}^{-1}$, respectively, in a reasonable agreement with the corresponding experimental rate constants ${ }^{31}$ in argon matrices of 2.48 and $2.71 \mathrm{~s}^{-1}$. This overestimation deserves a comment. Besides the approximations inherited from being a statistical theory closely related to $\mathrm{TST}^{25}$ and other issues related to the Airy approximation in the low-energy regime, ${ }^{68,73-75}$ the WC formulation of NA-TST does not take into account the curvature of the crossing diabatic PESs, simply assuming a linear crossing with the slopes calculated by the energy gradients at the MECP. The width of the resulting triangular barrier will often be too narrow compared to the true crossing barrier, ${ }^{54,74}$ thus overestimating the tunneling probability and the respective rate constant. This certainly seems to be the case here, since our sloped intersection connects the MECP to the ${ }^{1} 6$ minima instead of the bicyclo[2.1.0]pentane product directly. However, this overestimation does not alter the fundamental qualitative trends of this reaction. A minimal temperature dependence is observed for low temperatures in the WC curve, with the tunneling region being responsible for the totality of the rate constant value up to 50 K , thus reinforcing the compelling evidence for a spin-forbidden heavy-atom QMT reaction at cryogenic temperatures.

## 4 Conclusions

Our theoretical studies solved a long-standing problem by unequivocally showing that, at cryogenic temperatures, the ring
closure of triplet cyclopentane-1,3-diyl to singlet bicyclo[2.1.0] pentane occurs through spin-forbidden heavy-atom (carbon) QMT. To reach this conclusion, a description of the singlet and triplet PESs was performed with ab initio multireference electronic structure calculations, which included, as far as we know, the first report of MECPs between the singlet and triplet PESs. Additionally, we performed rate constant calculations for the reaction of triplet ground-state cyclopentane-1,3-diyl with the WC formulation of NA-TST, therefore accounting for the spin-forbidden nature of the problem while also including QMT effects. Despite the limitations of this formulation, the calculations predict a tunneling regime occurring spontaneously at low temperature in fair agreement with experimental observations, thus providing solid evidence confirming the 45 -year-old hypothesis that the title reaction is driven by spinforbidden heavy-atom QMT. Besides solving a fundamental problem, this study shows that, despite its simplicity and limitations, the WC formulation of NA-TST can be used to explore and unlock a deeper understanding of chemical reactivity involving spin-forbidden reactions in the low temperature regime.
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