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Abstract: Single-pixel imaging is an imaging technique that has recently attracted a lot of
attention from several areas. This paper presents a study on the influence of the Hadamard
basis ordering on the image reconstruction quality, using simulation and experimental methods.
During this work, five different orderings, Natural, Walsh, Cake-cutting, High Frequency and
Random orders, along with two different reconstruction algorithms, TVAL3 and NESTA, were
tested. Also, three different noise levels and compression ratios from 0.1 to 1 were evaluated.
A single-pixel camera was developed using a digital micromirror device for the experimental
phase. For a compression ratio of 0.1, the Cake-cutting order achieved the best reconstruction
quality, while the best contrast was achieved by Walsh order. For compression ratios of 0.5, the
Walsh and Cake-cutting orders achieved similar results. Both Walsh and Cake-cutting orders
reconstructed the images with good quality using compression ratios from 0.3. Finally, the
TVAL3 algorithm showed better image reconstruction quality, in comparison with NESTA, when
considering compression ratios from 0.1 to 0.5.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Over the past several years, conventional cameras have relied on the Shannon-Nyquist sampling
theorem. This well known theorem stipulates that the sampling frequency should be, at least,
twice the highest frequency contained in the signal in order to avoid aliasing. Traditionally,
higher image resolution implies an increase in the number of sensor elements and, consequently,
an increased cost and complexity [1].

Recently, compressive sensing (CS) [2] has emerged as an alternative sampling approach that
enables signal reconstruction, under certain conditions, using a limited sub-set of samples. CS
theory is built upon two major fundamental conditions: sparsity and incoherence [3]. The first
one is related to the nature of the signal, i.e., it must be sparse when expressed in a specific
orthonormal basis (Ψ), for example the discrete cosine transform (DCT) or the wavelet transform.
This characteristic implies that only a few coefficients will contain the majority of the signal
information which, fortunately, is the case of most natural signals [4]. According to CS theory,
the signal can be represented as:

x = Ψθ , (1)

where x ∈ Rn×1 is the vectorized signal and θ ∈ Rn×1 is the sparse vector that contains the
projections of x in the basis Ψ ∈ Rn×n. A two dimensional signal (image) must be reshaped for a
column vector by stacking its columns or rows.
Incoherence is associated with the way the signal is sampled. The sensing matrix (Φ), used

to sample the scene, must have low coherence with Ψ. This is achieved using a matrix with
independent identically distributed entries, e.g. ±1 binary entries [4,5]. One of the advantages of
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CS is that the matrix Φ is independent of the type or nature of the signal of interest, resulting in a
sampling process that can be mathematically described as:

y = Φx = ΦΨθ = Aθ , (2)

where y ∈ Rm×1 is a column vector containing the projections of the sampled data on the sensing
basis (Φ ∈ Rm×n) and A = ΦΨ is an m × n matrix denominated reconstruction matrix.

When these two conditions are satisfied, the signal can be reconstructed even when the sampled
data (y) has much lower dimension than the original data (x) (m � n) [4]. In a CS approach, Φ is
used to sample the scene while the reconstruction process is done using the matrix A [6].
One application of CS is the single-pixel imaging (SPI) [7,8] which combines an innovative

and simple hardware architecture with the mathematical theory behind CS. This technique
uses structured illumination to sample the scene, while a single photodetector collects the light
reflected by the target. Each illumination pattern corresponds to one vector of the sensing basis
(Φ), while the photodetector readout corresponds to the vector y. This setup allows the acquisition
of an image with the projection of a number of patterns lower than the number of its pixels.

Since its discovery, several SPI systems have been developed [9]. Specifically, Studer et al. [10]
developed a compressive fluorescence microscope with the possibility to execute hyperspectral
imaging up to 128 channels. Moreover, Edgar et al. presented a single-pixel camera able to
record, simultaneously, visible and infra-red real-time video [11]. In addition, several authors
[12–14] demonstrated that a SPI system is able to detect the image even through scattering media.
Finally, X-ray imaging, with a bucket detector, was also developed without the necessity of a
highly coherent X-ray source [15,16], or as a way to reduce the radiation dose in medical imaging
[17].
Considering that CS relies on the acquisition of a restricted number of measurements, the

patterns used for structured illumination, or selective detection, must be carefully chosen. A
good set of patterns will allow a better reconstruction of the image using less samples, decreasing
the amount of time required to sample the target, and reducing the amount of memory necessary
to store both the projection patterns and the sampled information.
Several works were recently conducted to study the influence of patterns selection on image

reconstruction quality, especially using the Hadamard transform as sensing basis. Regarding
compressive sensing, Yu [18] proposed a Hadamard ordering, denominated Cake-cutting, where
the projection patterns are sorted by increasing number of connected component. Finaly, Yu and
Liu [19] presented a complex ordering method termed Origami ordering. They have compared
this method with the Russian Doll ordering [20], in an experimental setup, with better results.
This paper describes a study on the influence of the pattern projection order on the image

reconstruction quality of low resolution planar images. In applications such as microscopy [21]
and x-ray imaging [16], targets with shallow depth of field, as the ones used in this work, are
commonly imaged. The experiment was performed both on simulated data and real data, acquired
using a structured illumination single-pixel camera (SPC). This type of acquisition is used in
applications with time constraints and when the target should be excited prior to acquisition.

The selected sensing basis corresponds to the Hadamard transform, which is composed by a set
of Walsh functions. This sensing matrix was used to assess two simulated and two experimental
planar targets. Five different sensing basis orderings (Natural, Walsh, Cake-cutting, High
Frequency and Random) were tested using compression ratios (CR) from 1 to 0.1. Excluding the
High Frequency order, these orders were selected because they represent standard arrangements
of the Hadamard matrix that can be found in the literature and are already implemented in
most programming languages. Finally, two image reconstruction algorithms, total variation
minimization by augmented Lagrangian and alternating direction algorithms (TVAL3) and
Nesterov’s algorithm (NESTA), were used in the reconstruction process.
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2. Methods

2.1. Sensing matrix

The sensing basis is a key element in the performance of a CS system. The Hadamard transform
matrix, known to be well-conditioned and suitable for applications like SPI [22,23], corresponds
to a square matrix composed only by ±1 values. This matrix is formed by the set of Walsh
functions that consist of rectangular pulses containing only values of +1 and -1. Together, they
represent an orthonormal basis that can be interpreted as the Hadamard matrix and both its rows
and columns form an orthogonal basis [20].
This work is focused on this type of sensing matrix, since it is commonly used due to easy

hardware implementation [12,22,24]. However, other matrices, like Fourier [25], wavelet [26],
Radon [27] or randomly distributed speckles [28] can also be used.
The Natural order Hadamard transform matrix can be computed as:

H2k =


H2k−1 H2k−1

H2k−1 −H2k−1

 = H2 ⊗ H2k−1 , (3)

where H1 = 1, 2k is the order of the Hadamard matrix, with k a non-negative integer greater than
or equal to 2, and ⊗ represents the Kronecker product. Due to its nature, this matrix is easily
computed using recursive methods. Figure 1(a) shows an example of a Natural order Hadamard
matrix for k = 4.

Fig. 1. Different orderings used during this work. This schematic contains the 16th order
Hadamard matrices. White squares represent the value 1 while black squares represent -1.
The numbers next to the matrices lines correspond to the position of the line in the natural
order.

In spite of both Natural ordered and Walsh ordered Hadamard transform matrices containing
the same information, the latter corresponds to a different disposition of the Walsh functions. In
this case, the Hadamard matrix is rearranged in such a way that its Walsh functions are ordered by
an increasing number of zero crossings. Figure 1(b) represents a Hadamard matrix with Walsh
arrangement. Zhuoran et al. [29] developed a simple algorithm to reorder the Natural into the
Walsh order.

The Cake-cutting order Hadamard matrix was determined using the method described in
[18]. For this arrangement, the Hadamard matrix rows are organized by increasing number of
connected components appearing in the projected patterns. A connected component corresponds
to a continuous group of pixels with the same value. In order to determine this ordering, the
Walsh functions were reshaped to the desired projection pattern. Then, the Matlab function
bwconncompwas used to determine the connected components. Figure 1(c) shows the 16th order
Hadamard matrix with Cake-cutting ordering. Finally, the High Frequency ordered Hadamard
matrix is obtained by flipping, vertically, the Walsh ordered Hadamard matrix. Figure 1(d)
presents the Hamadard matrix with High frequency arrangement for k = 4.
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2.2. Reconstruction algorithms

Total variation minimization by augmented Lagrangian and alternating direction algorithms
(TVAL3) [30] and Nesterov’s algorithm (NESTA) [31] are the algorithms adopted in this work to
reconstruct the image. This choice is due to their execution speed and good image reconstruction
(low root mean square error) with only a few projections (down to 10%), compared with other
algorithms also used to reconstruct images associated to CS [32,33].

2.2.1. TVAL3

Unlike other reconstruction algorithms, total variation methods consider the signal’s gradient to
be sparse [30]. This is equivalent to say that the transform Ψ is the inverse gradient transform.
So, the goal is to find the sparsest gradient that satisfies the constraint imposed by Eq. (2).
The optimization problem, as used in this work, can be defined as:

min
ωi,x
Σi‖ωi‖2, subject to Φx = y and Dix = ωi ∀i, (4)

where ωi = Dix ∈ R2×1 is the discrete gradient of x at position i, horizontally and vertically, and
‖ . . . ‖2 is the l2 norm. In spite of x being one dimensional, its spatial characteristics must be
preserved in order to determine the horizontal and vertical gradients.
The TVAL3 solver applies the augmented Lagrangian multiplier method to the objective

function in the form:

minLA(ωi, x) = min
ωi,x

∑
i
(‖ωi‖2 − ν

T
i (Dix − ωi)+

+
βi

2
‖Dix − ωi‖

2
2 ) − λ

T (Φx − y) +
µ

2
‖Φx − y‖22 ,

(5)

where νi ∈ R
2×1 and λ ∈ Rm×1 are Lagrange multipliers and βi ∈ R and µ ∈ R are regularization

parameters associated with penalty terms of each constraint.
In this work, the algorithm implementation provided by Li et al. [30] was used with the

following set of parameters as starting conditions: νi = zeros(2,1) ∀ i, λ = zeros(m,1),
βi = 25 ∀ i and µ = 28. Moreover, other solver parameters have been used as stated in [34].

2.2.2. NESTA

The Nesterov’s algorithm is frequently used to minimize smooth convex functions that are
differentiable everywhere [35]. This method solves the l1 norm minimization problem under a
quadratic constraint:

min
x
‖x‖1 subject to ‖y − Φx‖2 ≤ ε , (6)

where ε is a parameter that accounts for the uncertainty of the measurements y. Since ‖x‖1 is not
a smooth function [31], this objective function should be reformulated as:

min
x∈Qp

fµ(x) = min
(

max
θ∈Qd

< θ, x > −
µ

2
‖θ‖22

)
, (7)

where Qd = {θ : ‖θ‖∞ ≤ 1} and Qp = {x : ‖y−Φx‖2 ≤ ε} and µ corresponds to the smoothness
parameter. Higher values of µ result in a faster algorithm convergence while lower values for µ
provide better accuracy [31].

The algorithm implementation provided by J. Bobin and S. Becker [36] was used in this work
with the following set of parameters as starting conditions: ε = 4 × 10−2, µ = 0.02 and the
stopping criteria ∇fµ(x) ≤ 10−6. The basis Ψ was selected as the DCT. Moreover, other solver
parameters have been used as stated in [31].
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In both reconstruction algorithms, permutation of the columns of the sensing matrix was not
allowed. In a simulation environment, this permutation consists of mixing the pixels of the target
image before the sampling procedure while in a real application it is achieved by projecting on
the target a randomized version of each Walsh function.

2.3. Simulated data

A simulation tool was developed to test the sensing matrices using controlled conditions. This
tool performs both simulation of target sampling and image reconstruction. Two different images
from image processing datasets were used (Fig. 2). Both images are in greyscale with a resolution
of 128 × 128 pixels.

Fig. 2. Images analysed during the simulated and experimental test.

The image sampling procedure was performed according to the Eq. (2) where x is a vectorized
version of the image and Φ the desired sensing matrix. Furthermore, noise was added to the
projections to simulate the noise present in the acquisition process. Normally distributed noise
was added, using Matlab function randn, according to the following equation:

ys = y + c × |y| × σ, (8)

where ys are the simulated signal projections, c a constant with values of 0.1, 0.5 and 1, |y| is the
mean of the absolute value of all projections and σ an independent and normally distributed
random variable with zero mean and unit standard deviation.

The simulated projections are then yielded to the two reconstruction algorithms. The number
of projections (m) supplied to the algorithm was changed to achieve compression ratios (CR)
of 0.1, 0.2, 0.3, 0.5, 0.8 and 1. The CR can be defined as the number of projections used in
the reconstruction divided by the number of pixels of the image (m/n). This implies that a
smaller value of CR results in higher data compression. Five different simulated acquisitions
were performed for each set of parameters (CR, noise level and reconstruction algorithm). For
each simulated acquisition, a different set of normally distributed random variable was also
generated, resulting in variations of the reconstructed images. The results for the evaluation
metrics are presented as mean ± standard deviation in order to illustrate these variations.

2.4. Experimental data

An experimental setup was used to perform the same test using a SPC prototype. The
experimental SPC is composed by three main components: the pattern projection system, the
amplified photodiode and the data acquisition system. All these components were mounted in an
optical table to improve mechanical stability.
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Figure 3 shows the experimental setup assembly. The selected pattern projection system was
based on a digital light projector (DLP LightCrafter TM 4500 - Texas Instruments) that includes a
digital micromirror device (DMD) as the intensity modulation element. A photodiode receiver
module (Edmund Optics Si (300-1000nm), 10.0mm, photodiode receiver module #57-627) was
coupled with two absorptive neutral density filters (0.6 OD and 0.9 OD - Edmund Optics #55-222)
and used as sensor element. The neutral density filters were used prevent the photodiode from
saturating. A data acquisition system (DAS - National Instruments TM DAQ X USB-6361) was
used to digitize the photodiode output voltage. Finally, a focusing lens (+40 mm) was placed
in front of the DLP optical engine to focus the projected pattern into a target placed at short
distance. Both the DAS and the DLP were controlled using a Python 3.7TM program.

Fig. 3. Experimental setup. DAS - Data acquisition system; DLP - Digital light projector;
PD - Photodiode; FL - Focusing lens; T - Target (cardboard).

All the experimental acquisitions were obtained with a sampling frequency of 20kS/s, a pattern
exposure time of 83 microseconds and illumination by white light. This exposure time was
selected because it corresponds to a multiple of the DLP working frequency (60 Hz). The
experimental tests were done using reproductions of the images in Fig. 2 with dimensions of 5
cm × 5 cm.

A sensing matrix of order 4096 (k = 12) was used to produce the illumination patterns. Each
pattern corresponds to a reshape of each line of the sensing matrix. Since these Walsh functions
contain positive and negative numbers, but the DLP can only reproduce two states (On/Off), both
the positive part and negative part of each pattern were projected on the target [22,37]. This
procedure results in the determination of two coefficients (one for the positive part and other for
the negative part) for each Walsh function, i.e., a total of 8192 coefficients.

The data collection only occurred after the stabilization of the photodiode output, resulting in
around 1300 samples for each pattern (65 ms). The mean value of these samples was considered
to be the coefficient for the projected pattern. The resulting coefficient for each Walsh function
(ye) was determined as:

ye = y+ − y− , (9)

where ye is the coefficient, y+ is the mean value obtained for the positive part of each Walsh
function and y− is the mean value obtained for the negative part of the Walsh function. The
complete set of projections was then used to reconstruct the target images with TVAL3 and
NESTA using the same parameters of Section 2.3.
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2.5. Evaluation metrics

During simulation, the reconstructed images (Î) were evaluated using two different metrics apart
from visual inspection. The image contrast was computed as [38]:

K =
σÎ

〈Î〉
, (10)

where σÎ is the standard deviation of the reconstructed image and 〈Î〉 its mean.
The second metric was the structural similarity index (SSIM) [39]. This metric is focused on

three image parameters: luminance (l), contrast (c) and structure (s). Each of these parameters is
evaluated using the following equations:

l(Î, I) =
2µÎµI + C1

µ2
Î
+ µ2I + C1

,

c(Î, I) =
2σÎσI + C2

σ2
Î
+ σ2

I + C2
,

s(Î, I) =
σÎ,I + C3

σÎσI + C3
,

SSIM(Î, I) = l(Î, I)α × c(Î, I)β × s(Î, I)γ ,

(11)

where µ stands for the image mean value, σ is the image standard deviation, σÎ,I represents
the covariance between Î and I and C1, C2 and C3 are constants used to prevent indeterminate
expressions.
This metric was determined using Matlab function ssim with C1 = 2.552, C2 = 7.652,

C3 = C2/2 and α = β = γ = 1. The peak signal-to-noise ratio (PSNR), a common metric in the
image processing field, was not used in this work because there is evidence that, in some cases, it
does not produce results coherent with the visual perception [39].

3. Results

The results hereby presented include those of both the simulation and experimental setup. All the
dataset, including reconstructed images and values of contrast and SSIM can be found in [40].

3.1. Simulated data

The main numerical results regarding the simulation data can be found in Figs. 4 and 5 while
the reconstructed images are presented in Figs. 6 and 7. Only the reconstructed images with
compression ratios 0.1, 0.3 and 0.5, TVAL3 reconstruction algorithm and noise level c = 0.5 are
presented.
Regarding the TVAL3 algorithm, it can be seen that SSIM increases with the increase of the

CR, for all the orders. The Walsh and the Cake-cutting orders show better results, followed, in
most cases, by the Random order. Walsh order presents, in general, higher contrast values while
Cake-cutting order presents a significant better SSIM, specially for lower CRs. For instance, the
results for the boat image, reconstructed with the Walsh and Cake-cutting orders and CR=0.1
(Figs. 7(j) and 7(m)), achieve a SSIM of 0.26 and 0.38, respectively. For the cameraman case,
the values are closer, but the Cake-cutting order still do better than the Walsh order. In fact, for
the SSIM with CR = 0.1, the error bars of Walsh and Cake-cutting orders intersect (Fig. 4(b))
The Walsh order consistently achieves higher values for contrast with the exception of the

boat image for CR = 0.1. In this case, the Natural order achieves a value of 0.35, which is much
larger than the other cases. This effect occurs because, when a low CR is used, the natural order
reconstructs the image with a strong aliasing effect, producing several copies of the real image.
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Fig. 4. Numerical results of image reconstruction using TVAL3 and a noise level of c = 0.5.
The left side plots represent the contrast of each reconstructed image while the right side
represents SSIM, both as a function of compression ratios for cameraman (top) and boat
(bottom) targets.

These copies result in an image with two white and one black stripes (Fig. 7(a)) leading to a high
value of contrast. As the CR increases, the contrast decreases as well as the aliasing effect, rising
again when the CR approaches 1 (Fig. 4(c)). The same effect is visible in the cameraman case
(Fig. 4(a)). The differences in the SSIM between both orders are attenuated with the increase of
CR. For the boat image, Walsh and Cake-cutting orders achieve almost the same SSIM when
considering a CR=0.5 (Fig. 4(b)).

Regarding NESTA, the Walsh and Cake-cutting orders achieve, again, the best results in terms
of contrast and SSIM. As in the TVAL3 case, the Walsh order shows higher contrast values for
low CR while the Cake-cutting shows a better SSIM. As the CR increases, the values of SSIM
achieved by Walsh order match the ones obtained by Cake-cutting order. For example, for the
cameraman image and CR=0.3, the values of SSIM for the Walsh and Cake-cutting orders are
inside each other error bars (Fig. 5(d)).
Unlike the previous algorithm, the third best order is not clear in this case. If we consider

SSIM, the Natural order occupies the third position, followed by the random order. By comparing
the boat image reconstructed using NESTA for a CR of 0.5 (dataset [40] - Figs. 34(a) and 34(d))
we can state that the Random order presents the correct image structure while the Natural order
shows superimposed copies of the original image. The value of SSIM contradicts this conclusion
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Fig. 5. Numerical results of image reconstruction using NESTA and a noise level of c = 0.5.
The left side plots represent the contrast of each reconstructed image while the right side
represents SSIM, both as a function of compression ratios for cameraman (top) and boat
(bottom) targets.

with the Natural order obtaining a value of 0.47 while the Random order achieves a value of 0.37.
Therefore, a visual analysis should never be discarded.

Finally, the TVAL3 algorithm showed, globally, higher values of SSIM when comparing with
NESTA. Due to length restrictions, we just present the images from the TVAL3 algorithm, since
this was the algorithm that obtained better numerical results.

The structural differences between the reconstructed images are very clear both on cameraman
(Fig. 6) and boat (Fig. 7). The Natural order presents superimposed copies of the image, the
Random order shows a watercolor like pattern, the High Frequency order highlights the figure
edges, and both Walsh and Cake-cutting orders can reconstruct the image with higher fidelity.
The reconstruction quality of the Walsh and Cake-cutting orders, even in the presence of

noise and for a CR of 0.3, allows to identify background details, thus confirming their good
performance. For lower CRs, the Cake-cutting order shows the best image quality. This fact is
coherent with the better SSIM obtained for this order when CR=0.3. The background details in
Fig. 6(n), are visible, although with a small SNR. This does not occur for the other orders. The
same conclusion can be reached by analysing Fig. 7, where the only order that recovered the
structural boat shape with CR=0.1 was the Cake-cutting.
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Fig. 6. Image reconstruction of cameraman using TVAL3 algorithm and a noise level of
c = 0.5.
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Fig. 7. Image reconstruction of boat using TVAL3 algorithm and a noise level of c = 0.5.
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Moreover, it is also clear that the images reconstructed with Walsh order for CR=1 presents a
vertical blurring due to the orientation of the Hadamard matrices. The blurring would have been
horizontally if the matrices had been transposed before projection. On the contrary, Cake-cutting
order does not present a principal blurring orientation because the projected matrices are similar
to its transposed versions. This effect can be regarded as an advantage of the Cake-cutting order
over the Walsh order.

From the analysis of Figs. 6 and 7 it can be concluded that the Walsh order reproduces both the
cameraman and boat images with a better contrast than the Cake-cutting order. This difference is
particularly evident in a direct comparison between Fig. 6(k) and Fig. 6(n).
Regarding the High Frequency order, its performance is better on the boat image. This is

expected, since the boat image has many high frequencies, and can be confirmed by visual
inspection and numerical analysis.

3.2. Experimental data

Figures 8 and 9 show the reconstructed images for all the orders, using CR from 0.1 to 0.5 and
TVAL3 algorithm, obtained with the experimental setup described in section 2.4. These images
have been reconstructed with a resolution of 64 × 64 pixels.

Comparing these results with the simulation, a global decrease in the quality of the reconstructed
images can be observed. This is due to the presence of unaccounted noise sources in the
experimental apparatus. Among those noise sources, the large noise equivalent power of the
photodiode (10−6 V/Hz1/2) and the projection system focus that slightly blurs the pattern on the
test image must be highlighted. This is, in fact, one of the limitations of SPI using structured
illumination instead of selective light collection [8].
Despite the decrease of SNR, the effects observed in the simulations are also present in the

experimental data. The Cake-cutting and Walsh orders obtained a good performance and allow
for reliable image reconstruction even when the CR is equal to 0.3. In addition, the Natural order
causes image artifacts overlay; the Random order evidences a watercolor pattern; and, the High
Frequency order highlights the image boundaries.
By comparing the Cake-cutting order with the Walsh order, the experimental results follow

the same trend as those from the simulated data. The Cake-cutting order achieved a better
performance, at low CRs, than the Walsh order. In the cameraman target, the structure of the
image foreground is better reconstructed with the Cake-cutting order (Fig. 8(m)) compared
with the Walsh order (Fig. 8(j)), especially the zones of the head and shoulder. Moreover, the
Walsh order reconstruction presents the vertical blurring, similar to an aliasing artifact, already
presented in the experimental results, that is not visible in the Cake-cutting reconstruction. The
same conclusion can be made for the boat case, where the boat outline was reconstructed when
using the Cake-cutting order (Fig. 9(m)) but it was not when using the Walsh order (Fig. 9(j)).
By comparing the two algorithms, it can be concluded that, there is a significant difference

between the quality of the reconstructed image using NESTA or TVAL3 (dataset [40] - Figs. 49-
56). In addition, a boundary conditions artifact can be seen on the images reconstructed with
Cake-cutting order and NESTA (dataset [40] - Figs. 54(m) and Figs. 56(m)) at the top left of
each image. This artifact leads to a lower contrast image when comparing with the Walsh order.
The artifact disappears for reconstruction without compression. This situating could be corrected
by removing the image boundaries. However it will lead to the reduction of the image resolution.
The lack of a digital reference image invalidates the use of SSIM.
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Fig. 8. Image reconstruction of cameraman using TVAL3 with data from the bench
experiment.
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Fig. 9. Image reconstruction of boat using TVAL3 with data from the bench experiment.
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4. Conclusions

Five different Hadamard basis ordering were tested during this work. Both simulation and
experimental results have demonstrated that the Cake-cutting order is the best choice to reconstruct
natural images using CR of 0.1. For this compression ratio, the Walsh order presented a vertical
blurring that Cake-cutting ordering avoided. For CR of 0.3 and 0.5, both the Cake-cutting and
Walsh orders presented similar results. However, the Walsh order presented images with better
contrast.
It is also important to mention the performance of the High Frequency order. From the

simulation results, one can see that this order highlights the objects in the foreground making easy
to detect their contours. This is, somehow, similar to a high-pass spatial filtering. The knowledge
that emerges from this study opens the possibility to develop an adaptive method to select Walsh
functions that maximize the image quality using a priory information about the analyzed scene.
Regarding the Natural order, all the images presented a superimposed artifact that strongly

reduces the image perception. This effect occurs because, during our experiment, the permutation
of the columns of the sensing matrix was not allowed. When column permutation is allowed, the
influence of the Hadamard matrix order is strongly reduced because the projected patterns become
similar to a speckle pattern, independently of the order. Also, the use of column permutation
introduces a new variable that should be studied in a future work.

The influence of the basis ordering on the quality of the reconstructed image was demonstrated
using qualitative and quantitative methods. A good image quality reconstruction, using an
experimental setting with structured illumination, was achieved with a CR of 0.3. This value was
referenced as a threshold when using compressive sensing in low resolution images, which is the
case of this study [18]. The coefficients obtained with SPI for low resolution images present a low
degree of sparsity, which causes this mathematical tool to fail [37]. In contrast, better CR can be
achieved, especially when reconstructing images with larger resolutions [41] or instrumentation
with higher SNR is used [42].
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