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ABSTRACT The Cloud-Fog-Internet of Things continuum combines different paradigms to provide
connectivity and ubiquity for end-users, while also granting low latency and low jitter to cope with different
challenges, including the requirements of latency-sensitive applications, such as virtual/augmented reality
and online gaming. This constitutes a complex and dynamic environment with heterogeneous resources
that need to be managed or orchestrated, in order to accomplish application requirements for low latency.
Common orchestration solutions make placement decisions based only on the resources of the underlying
network and the application resource requests; however, using the profiles of applications to make placement
decisions has the potential to enhance the final performance perceived by the end-users. This paper proposes
the use of application profiles according to their popularity to guide their placement. To corroborate the
effectiveness of the use of the profiles, two placement mechanisms are presented, one based on Genetic
Algorithms and the other inspired on graph partitions. Simulation results show that it is possible to reduce
the latency and jitter of applications via a service placement guided by the profiles. The mechanism based
on graph partitions showed better results for all scenarios, followed closely by the Genetic Algorithm in the
scenarios with lower load.

INDEX TERMS Popularity, profiles, latency, placement, fog.

I. INTRODUCTION
New applications and services enhance the usability and
impact of physical world entities by the use of digital systems
and infrastructures, like the Internet of Things (IoT). The
fusion of the physical world with the digital one enables
the evolution of applications and services, which encom-
passes a smart relation and connectivity between people,
processes, data, and things [1]. In this context, applications
(e.g., eHealth, augmented reality, smart traffic control) usu-
ally require real-time analytics, stream mining, and low
latency that could not be fulfilled entirely in the IoT devices
given their resource constraints. Thus, recent solutions lean
on the Cloud and Fog paradigms to meet the requirements
from applications and services.

The associate editor coordinating the review of this manuscript and
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The Cloud computing model allows the delivery of com-
puting services such as processing, storage, and network-
ing on-demand according to end-user requirements. As an
extension of the Cloud, the Fog brings computing services
closer to the source of data generation (i.e., network edge)
providing lower latency levels, mobility support, and location
awareness [2], [3]. But since the Fog represents a vast envi-
ronment filled with heterogeneous devices, it is necessary
to design and develop smart placement mechanisms that
optimize the resource usagewhile improving the performance
of the applications, particularly for those that are latency-
sensitive, such as online gaming, videoconferences, and vir-
tual/augmented reality.

The placement mechanisms should work in unison with
clever monitoring systems, to keep track of the current status
of the applications and the underlying infrastructure, and to
guarantee that the proper decisions can be made in order to
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fulfill the Quality of Service (QoS) requirements from the
Cloud/Fog to the IoT [4], and thus maintaining the Quality of
Experience (QoE) for end-users [5]. It is necessary to gather
fairly complete information regarding required resources and
operational behavior of the system [6], such as applications
resource demand characteristics under different workloads
and impact of different infrastructure configurations on the
QoS and QoE. With this approach, as well as by gather-
ing data and monitoring the behavior of the components
(i.e., services, applications, and users), it is possible to iden-
tify profiles to enable smart decision mechanisms from the
orchestration point of view.

Applications can be profiled according to different fac-
tors, such as their resource requirements [7], [8] and their
workload [9], [10]. Another possibility is using their popu-
larity, measured by their request count, in order to prioritize
them during their placement. The changes in the popularity
can be grouped in profiles that can guide the placement
process. Thus, more popular applications can be favored in
the placement process, to ultimately benefit a larger number
of end-users by offering them better performance, including
lower latency.

Using the profiles of content and applications has been
studied in the past [10], [11]; however, the Cloud to
IoT ecosystem introduced new features that require a new
approach regarding how to characterize the behavior of
applications and their components in this context. Further-
more, using the popularity profiles of applications during
their placement might affect their final performance and the
response time of the overall system. Here, the following
question arises: is it possible to improve latency by taking
advantage of the profiles of applications, based on the corre-
lation between popularity and Quality of Service?

To answer the previous question, in this article we propose
two dynamic mechanisms for the placement of applications
and their components (i.e., microservices) in the Cloud/Fog
ecosystem, combining the profiles of applications and infras-
tructure metrics (e.g., propagation delay and resource con-
sumption) aimed at reducing latency. We consider four
types of popularity for application profiles over time: static,
increasing, decreasing, and oscillating. The mechanisms use
the profiles of the applications, which are updated using a
time window, to decide where to deploy the components
of an application in the substrate infrastructure. The first
mechanism uses a genetic approach that combines resource
usage and latency, weighted by the popularity of the applica-
tions, for decision making. The second one is a variation of
an already introduced mechanism, called Popularity Ranked
Placement [12], that utilizes a graph partition method to rank
the infrastructure nodes where applications prioritized by
popularity are going to be placed. Simulation results show
that it is possible to reduce the latency and the jitter of popular
applications while also reducing the latency of the overall
system.

The contributions of this paper include: (1) the proposal
of using application profiles, based on their popularity, for

service placement; (2) the new version of our Popular-
ity Ranked Placement algorithm [12], updated to support
dynamic scenarios and the handling of applications via pro-
files; and (3) a service placement solution based on the
Weighted Sum Genetic Algorithm for service placement via
application profiles.

This paper is organized as follows. Section II offers a
revision on related work on service placement in the Fog
as well as using application profiles for service place-
ment. Section III proposes the use of application profiles
to orchestrate the Fog, to later introduce two service place-
ment mechanisms that use the profiles of applications for
their placement decisions. One mechanism is based on
Genetic Algorithms (Subsection III-B) and the other is
based on graph partitions, following the PageRank algorithm
(Subsection III-C). Section IV describes the evaluation setup,
so the results presented in this paper can be recreated.
Section V outlines the experimental results and presents an
analysis of the findings. Section VI concludes the paper,
offering suggestions for future research paths to advance this
work.

II. RELATED WORK
There have been many efforts on the field of service place-
ment for Cloud environments, with more recent works focus-
ing on the extended Cloud-Fog-IoT continuum. Relying on
the Fog brings the advantage of reducing the latency by
bringing the service closer to end-users, however, the Fog is
a vast environment and placement in this ecosystem becomes
an NP-hard problem that must be carefully handled.

The works analyzed in this section are grouped in two cat-
egories: works related to service placement and works related
to using application profiles. Both categories are summarized
in Table 1. Regarding the service placement, several strate-
gies have been proposed to solve this problem in Cloud and
Fog environments. Many proposals are solely based on Fog
environments, with some exceptions considering Cloud/Fog
environments [13]–[17].

It is relevant to notice the use of mathema-
tical programming techniques, like Linear Program-
ming (LP), ILP, and Mixed Integer Linear Programming
(MILP) [15], [18], [19], in the design of models to find the
optimal location for services, as well as the use of mathemat-
ical models [20]–[22]. GA is another technique commonly
used for placement heuristics [14], [18], [23], [24]. An addi-
tional factor to consider is the metric guiding the placement
process. Mostly, the metrics used are based on network
aspects such as resource usage [13], [16], [18], [23], power
consumption [21], [24], reliability [25], availability [26],
QoS [17], [20], and time-related metrics such as response
time [24], [27], delay [21] and latency [14], [15], [22],
[23], [28], [29]. In the case of metrics that concern the
applications and their services, QoE, which measures the
quality as experienced by the user, is explored as metric [30];
however, no element to describe the applications and the
behavior of their services is used during the placement

80822 VOLUME 9, 2021



K. Velasquez et al.: Service Placement for Latency Reduction in the Fog Using Application Profiles

TABLE 1. Characteristics from related work.

process, except one work [15] that explores the placement
of applications according to their requests, but does not
categorize the applications accordingly. For the validation,
most works use simulation, varying the tool used, largely
iFogSim [13], [18], [25], [28], [30], but also YAFS [26],
FogTorch [20], Matlab [14], and Python [17], [23]. There is
also evaluation via testbed using dockers and containers [16],
[24].

From this review, it seems more relevant to consider the
entire Cloud/Fog environment instead of focusing only on
the Fog since this will result in a more complete solution for
real scenarios. Also, there is a lack of works that consider
the use of characteristics intrinsic to the applications and the
behavior of their services to guide the placement process.
Most of the works are focused on using network metrics
during their selection process, and no profile of the appli-
cations is used during the placement. Using an application
metric could take advantage of application profile analysis,
since different applicationsmight have different requirements
and/or behavior. Even more, there is a possibility of using

a combination of metrics during the placement process to
help in the selection of the optimal location for a given
service.

Concerning the use of application profiles, although this
topic has been vastly addressed in the context of content
placement [11], the use of profiles of applications to guide
their placement has not yet been thoroughly investigated in
the Cloud/Fog context.

From the selection of works highlighted in Table 1, some
approaches are based on service requirements, so the service
can be deployed in nodes with specific hardware characteris-
tics [7], [8], [31]. Other proposals use profiling to determine
when to scale services, after identifying workloads and satu-
ration points [9], [32]. Empirical profiling for service place-
ment has also been explored, although limited to placement
of Virtual Machines into physical ones [10]. Likewise, there
are proposals of orchestration architectures [7] that consider
scheduling/planning modules based on application profiling,
but limited to the study of Network Funtions Virtualization
(NFV) [6]. Some works present the empirical evaluation of
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their proposal using testbeds including technologies such as
Kubernetes [9], [31], [32]. Thus, to the best of our knowledge,
there are no proposals for using application profiles in the Fog
based on application features (e.g., behavior) beyond their
resource requirements.

As open issues regarding the service placement of applica-
tions composed of microservices, one possibility is studying
the use of hybrid metrics, combining profiles of applications
according to their behavior, and network-related metrics that
can guide the placement process to an optimal solution.
Both metrics can change during time, adjusting themselves to
reflect the current conditions of the network and the demands
of users, unlike other metrics used in related works, such as
hop count [28] or service resource requirement [7]–[9], [31].

This work uses the popularity profile of the applications,
indicated by their request count, as a metric to characterize
them and prioritize their placement. Two placement mecha-
nisms are proposed to validate the use of application profiles
during the placement process; both mechanisms combine the
profiles based on the popularity of the applications and
the propagation delay of the network, in order to minimize the
latency of the most popular applications, taking advantage of
the entire Cloud/Fog landscape.

III. PLACEMENT VIA APPLICATION PROFILES
Placement in Cloud/Fog environments can have a crucial
impact on reducing latency. Using characteristics from the
applications to place has proven to be useful, prioritizing
them according to a given criterion [12]. The popularity of the
applications is a good metric to use, since prioritizing popular
applications might favor a majority of users.

This section describes how the Orchestrator could take
advantage of using application profiles, to later introduce two
placementmechanisms based on prioritizing the placement of
microservices that belong to popular applications tominimize
their latency. To add dynamism to both proposals, and eval-
uate how they adapt to changing conditions on the network
and on the requests from end-users, a time-window approach
is used. This means the Orchestrator will adapt the placement
locations at the beginning of each time window, consider-
ing the new conditions in the network and the application
requests. Both placement mechanisms are described in the
following subsections.

A. USING PROFILES TO ORCHESTRATE APPLICATIONS
As stated in Section I, the Orchestrator has to monitor the
deployment infrastructure (i.e., nodes, links, services, and
users) to make smart informed decisions that will affect the
behavior of the system. An architecture for a Orchestrator
was already introduced [4], and one of its main modules
is dedicated to the execution of planning mechanisms in
charge of the selection of optimal location to deploy the
application components. To improve the performance of the
planner mechanisms, it is essential to provide them with
knowledge not only about the substrate network, but also of
the entire system, including users and applications. The use of

a behavior profile for this goal would provide theOrchestrator
the possibility to respond to the changing conditions in the
environment.

The devices in the Fog and IoT are notoriously resource
constrained in comparison with the Cloud [18]. However,
in these tiers end-users will benefit from lower latency.
Thus, it is critical to determine the proper location in which
to deploy the services. For this particular scenario, hav-
ing knowledge of the behavior of application components
would benefit the decision-making for the Orchestrator. This
knowledge has to cover past behavior and current conditions,
to be able to react to dynamic situations such as traffic load
variations.

Although the use of profiles has been explored in the
context of the Cloud, the adoption of the microservices archi-
tecture brings new challenges, given the fine granularity of
the components that can even be shared between different
applications. To the best of our knowledge, the use of behav-
ior profiles in Cloud to IoT scenarios has not been thoroughly
exploited so far from the academic point of view, because
of the complexity of the landscape and the lack of datasets
available for study to apply data analytics techniques, with
some studies using application requirement profiles [7]–[9],
[31]. Nevertheless, there have been some recent efforts to
gather real-time data in this kind of environment that are still
in an early stage [6].

Figure 1 describes the overall placement process proposed
in this work, including the gathering of information about
application behavior. Users place their requests on different
microservice-based applications. The Orchestrator (based on
the architecture presented in [4]) collects this information
and uses it to generate smart informed decisions. Particularly,
the Planner Mechanisms, in charge of determining the loca-
tion to deploy the microservices, apply a categorization to the

FIGURE 1. Overall Design of the Placement Process.
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applications based on their popularity, and also a categoriza-
tion of the substrate components of the deployment infras-
tructure (i.e., node resources and propagation delay) to make
the placement decision. The Orchestrator will re-evaluate
the placement decisions over time using a time window to
update the values regarding the popularity of the applications,
as well as the revised information about the deployment
infrastructure.

To determine if the information about the behavior of the
applications applied in the placement decisions impacts the
final performance of the applications, particularly the latency
perceived by end-users, we designed two placement mecha-
nisms that use application profiles based on popularity. Four
popularity profiles were used in this work:

• fixed, where the application does not vary the number of
requests over time;

• mixed, where the application oscillates gaining or losing
popularity over time;

• up, where the application continuously gains popularity,
and;

• down, where the application repeatedly loses popularity.

These profiles cover different changes in the popularity of
applications, showing a dynamic behavior over time. This
could model viral communications using social networks or
access to email applications during business hours (quickly
adding more requests to later on decrease them), but at the
same time applications with a more static behavior, like auto-
matic weather updates.

The following subsections describe the placement mech-
anisms designed to validate if the use of popularity profiles
influences the final performance of the applications.

B. GENETIC PLACEMENT GUIDED BY POPULARITY
The placement of applications in network nodes is an opti-
mization problem that has already been addressed by using
many optimization techniques, such as ILP [18], [19] and
other mathematical models [20]. However, the Cloud-Fog-
IoT poses a complex scenario, filled with heterogeneous
devices and dynamic conditions, that make optimization solu-
tions not suitable because of their lack of adaptability and
high response times [33]. An alternative is using Genetic
Algorithms, which are often viewed as function optimizers
and have previously been used to solve service placement
problems [14], [23], [24], [34], [35]. From the different
variants of GAs and Evolutionary Algorithms (EAs) used
for service placement in the Fog, the Weighted Sum
Genetic Algorithm (WSGA) showed a reasonable compro-
mise regarding the execution time and fitness values obtained,
while also exhibiting lower convergence times [23] which led
to the selection of this algorithm for this work.

WSGA consists of a transformation that normalizes the
values of multiple objective functions to the unit interval and
weights them to obtain a final result. The calculation used
for the fitness function is shown in Equation 1, which is the
result of the product of ωi, the scaling factor; θi, the weight;

and Xi, the value of the objective function. numObj repre-
sents the total of objective functions to be combined in this
equation.

fitness =
∑

i∈numObj

ωi × θi × Xi (1)

Table 2 lists the parameters and variables used by the
GA heuristic implemented in this work. For variables ωs
and �n the resource unit is used, where a resource unit is
a vector holding the resources (i.e., CPU, memory, storage)
of node n ∈ N . The cost matrix contains the cost (in terms
of latency) to reach a node from a gateway (gw ∈ GW ).
Cn,gw equals the propagation delay of the shortest path that
connects n ∈ N to gw ∈ GW . The instance matrix identifies
the microservices that compose an application. Ia,s equals 1
if microservice s ∈ S belongs to application a ∈ A, and 0
otherwise. Finally, the placement matrix relates the request
per application and the nodes that are selected as the location
for the microservices. Pa,rs,n = 1 if microservice s ∈ S is
located in node n ∈ N to satisfy request r ∈ R for application
a ∈ A, and 0 otherwise.

TABLE 2. Parameters and variables for the GA heuristic.

For the GA implemented in this work, individuals are mod-
eled using the placement matrix P. For a solution to be valid,
the genes or bits in P must reflect valid requests according
to R, the proper microservices s ∈ S that compose a ∈ A
according to the information from the instance matrix I , and
must comply with feasibility restrictions of node capacities
imposed by �.

The mutation is carried out by keeping fixed the informa-
tion regarding the requests (r ∈ R), applications (a ∈ A),
and microservices (s ∈ S), and altering the information of
the nodes n ∈ N . This way, the same services placed in a
previous solution are moved to different locations, generating
a different solution. If a solution is invalid, a fitness value of
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infinite is assigned, so it is not passed to the next generation.
This way, there is no need to incorporate an additional method
into the algorithm to validate the solutions.

Algorithm 1Weighted Sum Genetic Algorithm
Result: solution

1 Pt ← generateRandomPopulation(popSize)
2 objValues← getObjValues(Pt)
3 fitness← ws(objValues, ω, θ )

4 foreach i in generations do
5 Poff← ∅
6 foreach j in popSize do
7 parent1← selectParent(Pt, fitness)
8 parent2← selectParent(Pt, fitness)
9 child1,child2← crossover(parent1, parent2)
10 if random() ≤ mutationProb then
11 mutate(child1, child2, numGenes)
12 end
13 Poff← Poff ∪ child1, child2
14 end
15 objValues← getObjValues(Poff)
16 fitnessOff← ws(objValues, ω, θ )
17 fitness← fitness ∪ fitnessOff
18 Poff← Poff ∪ Pt
19 Poff← order(Poff, fitness)
20 Pt← Poff[1..popSize]
21 end

22 solution← min (Pt, fitness)

23 return solution

Algorithm 1 shows the basic procedure of this GA. It starts
at line 1 by randomly generating the size of the population
(i.e., popSize) in order to create the first generation of solu-
tions. The objective function values are calculated for the first
generation (line 2), and the fitness value is calculated (line 3).
Then, at line 4, for each generation, it initializes the offspring
population as the empty set, as seen on line 5.

On each generation, and for each individual in the popula-
tion, the parents are selected from a binary tournament selec-
tion operator (lines 7 and 8); this is, choosing the individual
with the best fitness from a subset of the population. After
selecting the parents, the children are created by applying
a crossover operator (line 9) and then mutating them with a
probability ofmutationProb, as seen in line 11. The crossover
consists of mixing a portion of the first solution (i.e., parent1)
with the remaining portion of the second solution
(i.e., parent2). The solutions of the children are mutated with
a uniformly distributed probability, as shown in line 10. The
mutation selects a node from the solution and changes it for
a different node (i.e., for a given microservice of a given
application and a given request, the location is updated).
The number of nodes to update (i.e., mutate) in the children
solutions is based on the total number of microservices in the
solution, indicated by the numGenes parameter in line 11.

In line 13, the newly created children join the new popu-
lation (offspring). The fitness value is calculated in line 15
as described by Equation 2 and Equation 3. Both objectives
are combined with Equation 1 in line 16. The fitness values
are combined in line 17, and all the population members are
joined in line 18. All the elements of the population (including
the newly created children) are sorted by their fitness value
in line 19. Only the best popSize elements of the population
will survive for the next generation (line 20). Invalid solutions
(i.e., those that do not respect feasibility restrictions of node
capacities imposed by �) will be assigned infinite as fitness
value and thus will be discarded. After iterating for genera-
tion times, the returned solution will be the one with the best
fitness value, shown in line 23.

Latency and resource usage are the two different objectives
combined for the fitness value, using Equation 1. Latency
is calculated using the propagation delay of the links in the
network topology (other latency sources, e.g., processing
delay, are out of the scope of this work), and the resource
usage is calculated using a resource unit [36]. The goal is
minimizing both objectives prioritizing the latency, using the
weight factor (i.e., θ ) for this purpose.

To evaluate the latency (lat in Equation 2), information
about the propagation delay (i.e., matrix C) is added for the
services that belong to application a ∈ A (i.e., matrix I ) of the
placed applications (i.e., matrix P). This value is weighted
according to the popularity of the application, as stated by
Equation 2; where Qa is the number of requests for applica-
tion a ∈ A measuring its popularity. The objective function
value is calculated as the product of the different variables,
as described in Equation 2.

lat =
∑
a∈A

∑
r∈R

∑
s∈S

∑
n∈N

∑
gw∈GW

1
Qa
×
[
Pa,rs,n × Ia,s × Cn,gw

]
(2)

Regarding the second objective function, resource usage
(ru in Equation 3), it is calculated by adding the resources
used by the node, as shown in Equation 3; calculated as the
product of ωs, the number of resources required by service
s ∈ S; the placement matrix P; the instance matrix I; and the
cost matrix C. �n denotes the amount of resources of node
n ∈ N . Equation 3 depicts the free resources of nodes n ∈ N .

ru = 1−

∑
a∈A

∑
r∈R

∑
s∈S

∑
n∈N

[
Pa,rs,n × Ia,s × ωs

]∑
n∈N �n

(3)

Both objectives are combined in Equation 1 andminimized
in Algorithm 1 (see line 22).

According to the conditions of the scenario (i.e., size of
the topology, traffic load), the number of generations needed
to reach an optimal solution increases, impacting the compu-
tation resources and execution time needed. An alternative
heuristic for more complex scenarios is presented in the
following section.
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C. POPULARITY RANKED PLACEMENT
A heuristic based on the PageRank algorithm, called Popu-
larity Ranked Placement (PRP), was already presented [12].
Adaptations to the basic version of the heuristic were per-
formed to extend its functionalities by allowing the use of
application profiles and the support of dynamic scenarios.
The new version of PRP is described in this subsection.

Algorithm 2 Build Communities
Result: Communities for all nodes in the infrastructure

1 topology← getTopology()
2 prank← PageRank(topology, weight=PD)
3 communities← ∅
4 non_communities← ∅

5 foreach node in topology do
6 foreach element in prank do
7 if prank[element] > threshold then
8 Add element to communities[node];
9 end
10 end
11 end

12 avg_size← getCommunitySize(communities)

13 foreach node in topology do
14 mergeCommunities(node, communities);
15 end

16 non_communities← prank − communities;

17 return communities, non_communities, avg_size

The PageRank algorithm was originally introduced to rank
web pages in a search engine [37], and the idea is to rank
the nodes in a graph via probability propagation. In PRP,
the PageRank algorithm is used to rank the nodes in the
network topology in order to build communities where the
placement will take place. The idea behind this approach
is to avoid the saturation of the gateways by sharing the
load among the nodes with lower propagation delay connect-
ing routes, which are to be grouped in the community of
the gateway. Each gateway will have a community and the
requests placed in a gateway will be deployed (if possible) in
its community. The community building process is presented
in Algorithm 2.

The topology is initialized in line 1. The nodes are ranked
using the PageRank algorithm [37] using the propagation
delay (PD) of the links as a weight metric for the probability
propagation calculation [12], as seen in line 2. This means
the nodes with highest rank will be those connected via links
with the lowest propagation delay whether they are neighbors
or not. Those nodes with a transition probability higher than
a threshold (line 7) will belong to the community of the gate-
way. The nodes that did not become part of any community
will be grouped in a community, called the non-community
nodes, initialized in line 4 and updated in line 16.

After all the communities are built, it is time to deploy
the microservices as determined by Algorithm 3. The same
Placement matrix variable described in Table 2 is used to
guide the placement process, as in Algorithm 1. The com-
munities are created in line 3, using the previously described
Build Communities algorithm (Algorithm 2).

Algorithm 3 Popularity Ranked Placement
Result: Placement of applications’ modules

1 placement_matrix← ∅
2 topology← getTopology();
3 community, non_community← Build Communities()
4 reqs← getRequests();
5 apps← rankAppsByProfile();
6 expWin← getAvgCommunitySize();

7 foreach req in reqs do
8 while req > max(WindowNodeCapacity) ∧
9 ¬ ReachCommunitySize do
10 Expand expWin;
11 end

12 if req ≤ max(WindowNodeCapacity) then
13 deploy(placement_matrix, community);
14 else
15 if req ≤ max(NonComNodeCapacity) then
16 deploy(placement_matrix, non_community);
17 else
18 deploy(placement_matrix, Cloud);
19 end
20 end
21 end

22 return placement_matrix

The applications to deploy are ranked using their pop-
ularity profiles in line 5. The first option is to place the
microservices of the applications in the community of the
gateway where the request was launched. An expanding
window is used to distribute the microservices along the
nodes inside the community, trying to take advantage of
the best ranked nodes without saturating them. If the com-
munity window does not have enough resources to host
the microservice (line 8) the window will expand (line 10).
If there are enough resources within the community win-
dow, the microservice is deployed (line 13); in the case that
the community window runs out of resources, the deploy-
ment will be carried out in the non-community nodes
(line 16). If all previous attempts fail, a Cloud deployment
will be carried out (line 18). The placement decision will
be performed by the Orchestrator on each placement time
period.

Simulations experiments were carried out to validate the
performance of the placement mechanisms and to evalu-
ate the impact of using the proposed popularity profiles.
The experimental setup used is described in the following
section.
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FIGURE 2. Experimental Methodology.

IV. EXPERIMENTAL SETUP
Yet Another Fog Simulator (YAFS) [36] was selected as
simulation tool because of its strong support for Fog features
and high granularity of result reports [38]. A PC with 32GB
2400MHz DDR4 RAM and 2.80GHz Intel Core i7-7700HQ
with 4 cores and 8 threads (2 threads per core) processor was
used to run the experiments. The PC was running Microsoft
Windows 10 Pro (Build 18363) operating system and
Python 2.7.16 for YAFS. Figure 2 shows the methodology
followed during the evaluation process.

The experiment configuration was composed of three files:
(1) the definition of the request by users, which specifies the
profiles; (2) the definition of the applications, their microser-
vices, and how they communicate; and (3) the topology of the
underlying network where the applications will be deployed.
This information is loaded in the catalog, which is used by
the Orchestrator to determine the profiles of the applications
according to their changing popularity. The Planner Mecha-
nisms (as depicted in Figure 1) will make the placement deci-
sions generating the allocation definition file for the current
time window, and this information is provided to the YAFS
simulation engine which will generate the results for each
time window. This process is repeated for the different time
windows, updating the catalog and the placement decisions
accordingly. After all the timewindows are executed, the final
results are collected and plotted.

The network topologywas built using the complex network
theory, following a random Barabasi-Albert network model.
100 nodes were deployed in the Fog, and an additional node
represents the centralized Cloud for a total of 101 nodes.
The Cloud node was the one connected to the Fog with the
highest betweenness centrality. In the Fog, the nodes with
lower betweenness centrality were delegated as gateways,
representing the nodes at the edge of the network.

The applications were randomly generated following the
Growing Network graph structure, in which the vertices
are added one by one, with an edge to the last added
vertex [39]. Finally, two vertices (except the source) are

randomly selected to generate an information flow towards
the source vertex. This allows modeling applications that
collect data and send an automated answer, which covers
most of the applications typically used in Cloud-Fog-IoT con-
tinuum scenarios (e.g., sensing/actuating, eHealth, virtual/
augmented reality).

The configuration parameters for the experiments are sum-
marized in Table 3, for the network links, Fog nodes, GWs,
applications, and microservices. Values similar to these were
used in previous work [23], [26]. The requirements for
each application microservice are measured using the YAFS
resource unit [36], which is a vector that contains the capacity
of different computational elements (e.g., memory, CPU,
hard disk). For the GA, since the main goal in this work
is to minimize the latency, this objective value received a
weight of 0.9 and the resource usage only 0.1. Preliminary
tests were performed to determine the number of generations
to use; the resulting trend allowed us to determine that around
400 generations the fitness value converges, halting the evo-
lution process for all the scenarios. A similar number of
generations was also successfully used forWSGA in previous
work [23].

Regarding the network load, three different scenarios were
modelled, in order to evaluate the performance of the place-
ment mechanisms with varying conditions: (1) small: five
different applications; (2) medium: ten different applications;
and (3) large: fifteen different applications. Each application
has at least one request and follows one of the four application
profiles described in Subsection III-A: fixed, mixed, up, and
down, as listed in Table 4. Each application gets one of
the four profiles using a uniform distribution. Meanwhile,
the increase/decrease of the popularity is set as a percentage
of the previous value for each time window, in this case 25%,
as stated in Table 3. The number of requests was also deter-
mined using a uniform distribution. These profiles allow to
model the different behavior of applications regarding their
popularity. For instance, the viral transfer of content via social
media applications that can gain or lose popularity over time,
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TABLE 3. Simulation parameters.

TABLE 4. Application profiles by popularity.

or an eHealth application (e.g., to control the medication of
patients) in the vicinity of a hospital, that is constantly being
accessed with a fairly fixed popularity.

Ten time windows were used for each simulation, with
a duration of 10000 simulation time units. All the scenario
setup, the source code, and additional material (i.e., plots,
charts), as well as results for all the scenarios, are available
via aGitLab repository.1 The two proposedmechanisms, PRP
and GA, are compared to a baseline, namely a greedy First
Fit heuristic, as it was done in similar works for evaluation
purposes [12], [18], [40]. In the case of the First Fit (FF)
algorithm, the nodes were organized from lowest to highest,
according to their available resources. This way, the nodes
with fewer resources are prioritized. These nodes usually cor-
respond with the nodes deployed at the edge of the network.
Thirty simulations were executed to mitigate the statistical
error, including 95% confidence intervals in the plots. The
simulation results are presented in the following section.

V. RESULTS AND ANALYSIS
The performance of PRP and the genetic approach GA, and
the impact of using the popularity profiles, are evaluated in
this section.

Figure 3 shows the total latency per scenario. PRP always
showed the lowest latency, followed by GA and FF. As the
load grows, so does the latency for all the mechanisms,

1https://git.dei.uc.pt/kcastro/appProfiling.git

FIGURE 3. Total Latency by Scenarios.

as expected. The traffic increases, saturating the nodes
and communication links, influencing the overall latency
of the system. For the smallest load (i.e., small scenario),
GA showed an exceeding latency of 2 times the values
reported by PRP, while FF showed a surmount of around
5 times over PRP. This breach shrinks as the load grows,
as seen in the large scenario, where GA is only slightly better
than FF. This is because as the load grows, the feasibility
condition to validate solutions generated by GA (i.e., not
exceeding the capacities of the nodes) was more difficult to
reach via the mutations introduced by the algorithm, generat-
ing solutions with elevated fitness values that were discarded
for the following generations, thus evolving slower. More
generations are going to be needed as the load grows to attain
better results, impacting the execution time.

The following plots also show the latency but with a finer
granularity level. The latency is shown by mechanism and
by application for the small, medium, and large scenarios.
Themean value of the boxplot determines the average latency
of the application (see left Y axis). In contrast, the boxplot
itself reflects the variation of the latency values, i.e., the
jitter experienced by the application, which can be calculated
due to the dynamism in the scenario. Different colors are
used to code the profile to which the application belongs
(see Table 4), and finally the dashed line (see right Y axis)
shows the average popularity (i.e., number of requests) of
the application during the entire simulation (i.e., along all the
time windows).

Figure 4 shows the results for the small scenario for PRP
(Figure 4a), GA (Figure 4b), and FF (Figure 4c). The first
observation that arises is that PRP showed the lowest latency
values, followed by GA and FF, confirming the results shown
in Figure 3. On the other hand, the smallest jitter was shown
byGA, followed closely by PRP and then by FF. However, for
PRP, it is noticeable that with higher popularity, the latency
variation (i.e., jitter) is lower, giving a clearer advantage to
the most popular applications. This means that PRP showed a
better treatment of the applications according to their profile.
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FIGURE 4. Latency and Jitter per Application - Small Scenario.

FF showed no difference in the treatment of the applications
regarding their popularity.

Figure 5 shows the results for the medium scenario for PRP
(Figure 5a), GA (Figure 5b), and FF (Figure 5c). Notice the
different maximum sizes on the left Y axis in comparison

FIGURE 5. Latency and Jitter per Application - Medium Scenario.

with Figure 4. This is due to the increase in traffic load by
doubling the amount of applications in the medium scenario,
having a direct impact on the latency of the system. The aver-
age popularity size (right Y axis) also has a higher maximum
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value for the medium scenario, since Application 9 (the one
with highest popularity) was not present in the small scenario.

In this case, for PRP it is noticeable that applications
with a fixed popularity profile have similar latency although
slightly different jitter when their popularity is lower (see
Application 0) or higher (see Application 1), favoring the
later. Applications with an increasing popularity profile
(see Applications 2 and 7) show similar latency and jitter,
which are also lower to those displayed by applications with
other profiles.

For the applications that have oscillating popularity values
the jitter is more erratic, since for some time windows they
were gaining popularity and for others they were losing popu-
larity, thus having less stable results. Finally, for applications
that constantly lost popularity (see Applications 3 and 6) the
jitter is higher. The advantages of having a lower jitter as the
application has more popularity are less evident with GA,
although the mixed behavior for oscillating applications is
also present. Still, GA outperformed FF in both latency and
jitter. FF showed the highest latency and jitter values, as well
as fewer discrepancies among applications regarding their
popularity levels and profiles.

Figure 6 shows the results for the large scenario for PRP
(Figure 6a), GA (Figure 6b), and FF (Figure 6c), respectively.
Again, there is an increase in the maximum size displayed in
the left Y axis due to the increase in the traffic that affects the
overall latency and jitter of the applications.

The first observation that arises is that PRP showed the
lowest latency values, followed by GA and FF, as in the
previous scenarios, although the gap between PRP and GA
increases as the traffic load grows. On the other hand,
the smallest jitter was shown byGA, followed closely by PRP
and then by FF. For PRP, it is noticeable that with higher
popularity, the latency variation (i.e., jitter) is lower, giving
a clearer advantage to the most popular applications. This
means that PRP showed a better treatment of the applications
according to their profile. FF showed no difference in the
treatment of the applications regarding their popularity.

In the large scenario, and as depicted in Figure 3,
PRP shows the most significant reduction of latency for the
overall system, with GA showing results slightly better than
FF. This confirms that as the scenario increases its complexity
and the load raises, GA becomes an unviable solution since
it is computationally heavier without having a significant
impact on the reduction of latency. Nonetheless, GA was still
able to reduce the jitter of the overall system even in the sce-
nario with the heaviest load. Latency and jitter were reduced
for the overall system, but particularly for the applications
with growing (up) and static (fixed) popularity profiles.

For all the scenarios, with PRP and GA it is noticeable
that as the popularity grows or stays fixed in a high value,
the latency tends to remain stable and low, with smaller jitter
values. On the other hand, as the popularity decreases or
oscillates, the latency shows significant variations, increasing
the jitter. FF showed less differentiating behavior regarding
the popularity of the applications, as well as displaying the

FIGURE 6. Latency and Jitter per Application - Large Scenario.

highest latency and jitter values. The reduction of jitter can be
particularly beneficial for certain types of applications, such
as real-time communications, virtual reality, Cloud games,
and videoconferences.
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Figure 7 depicts the resource usage in the network.
The Y axis shows the percentage of nodes used (100 Fog
nodes and 1 Cloud node for a total of 101 nodes in the
topology) during each time window, indicated in the X axis.
Figure 7a shows the results for the small scenario, Figure 7b
for the medium scenario, and Figure 7c for the large scenario.

FIGURE 7. Nodes Usage by Scenario.

For all the scenarios, PRP and FF exhibit similar results.
FF organizes all the nodes by resources (i.e., from fewer

resources to more resources) and fills each node with incom-
ing microservices. PRP also tries to distribute the microser-
vices within each community, prioritizing the nodes with
lower latency. Thus, the prioritized nodes on each mechanism
will fill out sooner than less favored nodes, using fewer nodes
in the network. On the other hand, for GA, since the resource
usage was included as a secondary objective within the fitness
function, this mechanism will promote leaving unused space
on each node, spreading the microservices and leading to
more used nodes, as depicted for all the scenarios in Figure 7,
although the gap is more notorious in the medium (Figure 7b)
and large (Figure 7c) scenarios. This behavior for GA will
lead to more energy consumption since more nodes are going
to be used; however, by spreading themicroservices intomore
nodes, fewer microservices would be affected in the case of
node failure. Evaluation of node failure is out of the scope of
this work.

Finally, Table 5 shows the execution time, in seconds, for
the algorithms in all the scenarios. Considering that FF has
the more straight-forward logic, it has the lowest execution
time, followed relatively close by PRP. On the other hand,
GA shows a significantly higher execution time, particularly
for the larger scenarios. Thus, GA might not be suited for
more complex and dense scenarios.

TABLE 5. Execution time (in seconds).

The mechanisms shown in this section (especially PRP)
could use different profiles based on another criterion instead
of popularity but on other relevant factors, for instance, how
sensitive the applications are to the jitter. These types of
profiles could prioritize jitter-sensitive applications, offering
lower jitter values while maintaining low latency levels for
the overall system.

VI. CONCLUSION
The complexity that derives from the combination of
paradigms such as the Cloud, Fog, and IoT requires the revi-
sion of the Orchestration mechanisms to manage this envi-
ronment. Among the tasks that have to be revised are those
related to service placement. Applying an analysis of the
applications to place provides service placement mechanisms
with additional information that optimizes their performance.
Using the popularity profiles of the applications, measured
by their requests count, is a possibility to categorize the
applications for their placement. Twomechanisms for service
placement, one based on Genetic Algorithms and one based
on the PageRank algorithm are proposed. Popularity-based
application profiles and the propagation delay were used to
guide the placement process.
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The mechanisms are evaluated under dynamic conditions
via simulations using YAFS, and a greedy FF heuristic
was used as a baseline for evaluation purposes. The exper-
imental evaluation showed that PRP outperformed GA in
every scenario, which in turn outperformed FF. The advan-
tages of using GA are diminished as the load increases as
more generations are needed to reach better results, which
implies higher execution times and computational resources.
This was also observed in the execution times, for which
GA required a significantly higher execution time than PRP
and FF.

An advantage of using the popularity-based profiles was
observed in the results, as more popular applications suffered
lower latency and lower jitter than less popular applications,
while the latency of the entire system was also reduced.
A profiling system that organizes applications from more
sensitive to less sensitive to jitter could be used combined
with their popularity to benefit these applications. Results
regarding node usage showed that PRP and FF used signifi-
cantly fewer nodes than GA. Thus, GA might incur in greater
energy consumption but have fewer microservices affected in
case of node failure.

The mechanisms proposed, particularly PRP for scenar-
ios with heavier load, could be used along with monitor-
ing systems that collect relevant data about the behavior of
applications and their services, to gather datasets that can
be processed in order to extract key features allowing the
identification of profiles that model how applications and
services interact among them.

As future work, it is possible to explore more profiling
criteria based on different factors, for instance, categorizing
the microservices that generate more profit for the service
provider, the modules that consume more energy, or those
more prone to failure. Furthermore, it would be interesting
to evaluate the performance of the placement mechanisms in
a real testbed scenario.
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