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ABSTRACT The software-defined networking (SDN) paradigm proposes the decoupling of control and data
planes and a centralized software-oriented management approach based on a central controller, easing the
development of new applications and services. These design principles pave the way for a more flexible,
fast, and dynamic software-controlled network. However, in terms of security, the elements that comprise
the SDN architecture present several vulnerabilities, which could be exploited by attackers to carry out
malicious actions and thus affect the network and its services. Although for several years, some studies have
already focused on identifying the weaknesses of the SDN layer structure, the nature of the attacks, and
possible solutions for this paradigm, the literature contains few contributions that review and discuss this
topic in an integral fashion. This paper provides a comprehensive, updated, and detailed review of the main
security issues and mitigating measures for all layers and interfaces of the SDN architecture, classifying the
contributions according to the STRIDE threat modeling methodology categories. Finally, this manuscript
identifies, discusses, and synthesizes open challenges and future research directions in this area.

INDEX TERMS SDN interfaces, SDN planes, SDN security, STRIDE.

I. INTRODUCTION
The software-defined networking (SDN) paradigm is deeply
transforming telecommunications networks and has been
broadly adopted as an enabling technology in initiatives, such
as 5G or the Internet of Everything (IoE) [1], [2]. Although
it has been more than two decades since its inception, SDN
is constantly evolving, and there are an increasing number
of requirements from the technology world, demanding that
SDN networks be more dynamic, flexible, and secure.

From 2020 to 2025, the use of SDN networks is expected to
increase by 19% [3]. There are several boosters influencing
this growth, but much of it is undoubtedly driven by cloud
service providers (CSPs), who have seen in the innovation
that SDN, in relation to traditional networks, represents a
solution to build highly scalable, reliable, and automatized
data-center infrastructures [3]. The SDN architecture is

The associate editor coordinating the review of this manuscript and

approving it for publication was Mehdi Sookhak .

based on the decoupling of the data plane from the control
plane, with the controller as the main actor. The controller
is the most sensitive part of the whole architecture and
interacts with the data plane through the southbound interface
and with applications through the northbound interface.
Additionally, the east-/westbound interface is responsible for
interconnecting distributed controllers [4], [5].

This architecture offers several advantages in terms of
infrastructure management and growth projection. Central-
ized control provides a broad and detailed view of the network
and facilitates the provision of services. Simultaneously,
the open architecture together with the tendency to use
open-source software offers a wide range of possibilities
concerning applications, allowing their development by third
parties, which translates into an economic benefit.

In contrast to the mentioned advantages, the SDN architec-
ture presents some vulnerabilities [15], [16]. In fact, the Open
Networking Foundation (ONF) issued a paper in which the
main security challenges faced by SDN architecture are
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TABLE 1. Related work comparison.

exposed and in turn, the organization proposed a set of
principles in that area [17]. This ONFmanuscript emphasizes
the following: the SDN security challenges that may be
present when there is centralized control; the dual effects of
having programmability in the network; the complications of
integrating legacy protocols, such as DNS, NAT, or BGP, into
the SDN architecture without a prior compatibility analysis of
security aspects; and finally, the lack of trust relationship that
may exist in the interconnection between different domains.
Additionally, there is great concern that globally, the number
of cybersecurity breaches has increased by 11% since the
beginning of 2018 and is projected to grow in the coming
years [18], which can significantly affect SDN network
performance.

Adversaries can exploit these security gaps by launching
different types of attacks. The origin of these attacks
does not necessarily come from an external source, such
as a distributed denial-of-service attack (DDoS) executed
by means of a botnet. There are also attacks that can
take advantage of vulnerabilities inherent in the layered
architecture. For instance, among the vulnerable points are
the communication channels, through which an attacker can
access the controller and perform malicious actions, putting
network functionality at risk.

Given this, both academia and industry are constantly
working in the SDN security world; therefore, it is necessary
to present the recent technological advances used to address
security issues related to SDN architecture (e.g., mechanisms,
techniques, or tools) in a concrete and unified way, in the
expectation that further research will improve the ability of
response to open challenges.

A. RELATED LITERATURE AND CONTRIBUTIONS
In recent years, work has been done on security mechanisms
and solutions for the availability, confidentiality, and integrity
of the elements that compose the SDN architecture, with
reviews conducted by some authors. For example, in [6],
several security aspects covering problems and solutions of
SDN architecture layers are discussed. In [7], the authors
conduct a broad and general review of SDN, including
architecture security. However, the manuscript does not
detail in depth the mechanisms used to solve the mentioned
shortcomings. In [8], the authors expose the advances in SDN

networks and their various applications, recognizing that
SDN has been developed without taking into account several
fundamental aspects of security, including both architecture
security and measures to prevent and detect attacks. In this
regard, the authors focus on the security of controllers. In [9],
the process of network topology discovery in SDN and
potential security issues are addressed. In [10], the authors
try to raise awareness of the vulnerabilities that may exist
in stateful data planes. In [11], some security threats to
SDN controllers and mitigation techniques are considered.
In [12], several security problems of the SDN architecture
are presented, with a brief review of some solutions. In [13],
the authors focus on the security and privacy aspects of 5G
technology, exposing in a general way some problems of
the SDN architecture, without detailing possible solutions.
In [14], controller architectures are reviewed, taking into
account several factors, one of which is security. However,
to the best of our knowledge, no work has reviewed the
most relevant security issues of all interfaces and layers of
the SDN architecture (including the differentiation between
stateless and stateful data planes) in a single manuscript
or classifies in detail the solutions to these issues. Table 1
compares themost relevant works addressing security in SDN
architecture in recent years with respect to this survey. For the
abovementioned reasons, the objectives of this article are as
follows:
• To review the main security issues of SDN architecture,
along with proposed solutions for their detection or
mitigation.

• To discuss the existing security aspects and the mech-
anisms employed in the solutions to the problems,
identifying open issues that can be used as starting points
for future research initiatives related to SDN security.

To perform this review, we considered all the interfaces
and layers that constitute the SDN architecture, segmenting it
into three blocks: a) the northbound interface and application
plane, b) the east-/westbound interface and control plane, and
c) the southbound interface and data plane. At the culmination
of the review for each block, a summary table that includes
the categories of the STRIDE threat modeling methodology
will be presented [19]. For this document, the categories
established in this methodology have been selected given
their maturity in and adoption for evaluating security aspects
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of a system/infrastructure. In addition, the categories of this
methodology are widely recognized, as it covers concepts
from the cybersecurity world, such as spoofing, tampering,
repudiation, information disclosure, denial of service, and
elevation of privilege.

For the elaboration of this survey, articles were selected
with the support of search tools, which allowed us to
extract information from databases, such as IEEE Xplore,
Scopus, Springer, and the ACM Digital Library. Although
the searches with the tools mentioned yielded exorbitant
amounts of papers relating to security solutions in the SDN
world, it was important to distinguish between the following:
a) security solutions for the SDN architecture, b) security
solutions that use the SDN architecture or some of its
components, and c) authors who mention SDN in their titles,
although they use only some elements of the architecture to
deploy tests, since their solutions are oriented to traditional
networks.

Considering these particularities it is necessary to empha-
sise that this paper will solely address security solutions
for the SDN architecture. In this sense, it was necessary to
perform manual filtering by using keywords according to
the interests of this document, until reaching the number of
articles referenced in this work. For this purpose, the review
of the abstract, research opportunities, and conclusions were
used to determine whether or not to use the related articles.

B. PAPER ORGANIZATION
The rest of the paper is structured as follows. Section II
defines the foundations of SDN, the main problems, and the
recent security solutions presented. Section III will focus
on the discussion and will address the open challenges to
make these solutions available to both academia and industry.
Finally, section IV will detail the conclusions of this paper.

II. SECURITY IN SDN ARCHITECTURE
BACKGROUND
Traditional networks have been a significant contribution
to the telecommunications world. Nevertheless, due to
the high demand for cloud services, traditional networks
are becoming decreasingly flexible, programmable, and
centrally managed for companies wishing to expand, such as
telecommunications operators (TOs).

With this background, the SDN paradigm has been
proposed, which aims to provide alternative solutions to
the current limitations of traditional networks. The SDN
concept originated approximately two decades ago. Thus,
between 1990 and 2000, active networks appeared, which
provided programmable functions. Subsequently, between
2001 and 2007, the separation of the data and control planes
was observed through open interfaces; since 2007, work has
been done on an open protocol to achieve communication
between the mentioned layers [20]. Currently, the Open
Networking Foundation (ONF), a nonprofit organization,
is leading the SDN paradigm project. ONF has approximately

FIGURE 1. SDN architecture. Adapted from [15].

130 members, including companies, such as Facebook,
Google, Deutsche Telekom, Microsoft, Yahoo!, and equip-
ment manufacturers, among others [21].

According to the ONF, SDN presents an architecture
composed of three planes or layers: the data or forwarding
plane, the control plane, and the application plane [15].
The updating and exchange of information between the
planes (data, control, application) are via interfaces. There
are three interfaces in the SDN architecture: the southbound
interface, which links the control plane to the data plane; the
northbound interface, which links the control plane to the
application plane; and the east-/westbound interface, which
interconnects the distributed controllers. Figure 1 shows the
SDN architecture explained above.

SDN provides a centralized view of the entire network
through the controller, which simplifies the management
of the nodes that compose it. It also makes it possible to
maintain a considerable number of applications or network
abstractions that can be developed by controller vendors or by
third parties and that can be shared dynamically. All this can
be reflected in reduced operating costs (OPEX) and capital
expenditure (CAPEX) since it is no longer necessary to have a
hardware or software manufacturer specialized in one brand.

Due to its advantages, the SDN architecture is currently
being used in the deployment of faster services, for example,
5G networks [1]. However, it is recognized that in a
large-scale implementation, it is necessary to define limits
and security policies in the sharing of information and
resources [15] because SDN, like many other technological
paradigms, presents security threats, several of which are
caused by its layered architecture [16].

A. NORTHBOUND INTERFACE AND APPLICATION PLANE
The application plane provides a set of programs (applica-
tions/abstractions) that are essential to satisfy the system’s
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own needs, making it possible to generate or to respond
to the requirements of the SDN environment through the
controller. Currently, there is a wide spectrum of applications,
including firewalls, routing policies, protocols, etc., which
can be provided by the controller’s developer itself or by third
parties.

The communication between the application plane and
the controller occurs via the northbound interface, which is
not standardized; therefore, each controller defines its own
primitive APIs and the kind to be used, e.g., RESTful API,
programming languages, and specialized API (ad hoc) [22].

Even though, REST is currently the most commonly used
API for applications in the industry, the ONF does not rule out
the possibility of standardization; therefore, this organization
is working on an open source API, which considers the
participation of all stakeholders (application developers,
controller providers, researchers, etc.) and in turn contributes
in a better way to the generation of applications [23].

Since SDN applications are so diverse and are frequently
implemented by third parties, they can pose security threats,
since a malicious application could impersonate a legitimate
application, enter the Controller and take actions on the
configuration, even inserting false rules that completely
modify the behavior of the network [24]. Specifically, con-
cerning the variety of existing applications, security analyses
have been carried out that identify several vulnerabilities
that can lead to attacks [25]–[29]. However, to prevent
this from happening, there are some solutions, for example
Indago [30], which proactively detects malicious applications
by using security-sensitive behavior graphs (SSBGs) and
machine learning. According to the authors, their solution
offers countermeasures for these attack vectors that involve
information manipulation, impersonation, assignment of
permissions, and information disclosure and can lead to a
shutdown of the network service. Similarly, Shield [31] is a
framework that mainly analyses the behavior of applications
by employing the control-flow graph (CFG). With this
solution, it is possible to identify malicious behavior that
could lead to a modification of internal network parameters.

Something to keep in mind is that having multiple appli-
cations coming from third parties can cause interferences
between them, generating conflicts in network policies [32].
Such interference can come from an attack or lead to
one. Given these scenarios, there are proposals, such as
MSAID [33], which through algorithms used on the same
SDN application code, is capable of detecting interference;
this is also the case for SAIDE [34], a proposal to detect and
eliminate interference by using mathematical models.

With these premises, it can be argued that in the absence
of the proper authentication and access control mechanisms
that validate the origin of the applications, a northbound
interface allows trust relationship attacks to be carried out
towards the controller, many of which are derived from
impersonation. At the same time, the absence of effective
prior authentication and access control mechanisms for
SDN applications exposes the network to handle illegitimate

FIGURE 2. Associated attacks emerging from applications.

requests, generating increased consumption of resources and
therefore resulting in network exhaustion. Precisely in [35],
load tests, stress tests and DoS/DDoS attacks were carried out
from the northbound interface, which led to a decrease in the
performance of the analyzed controllers: POX [36], Ryu [37],
Floodlight [38], ODL [39] and ONOS [40].

To solve authorization problems in applications, fine-
grained and coarse-grained access controls have been pro-
posed. Coarse-grained access controls are generally used to
cover the perimeter vulnerabilities of a standalone system
or application; in other words, they can be very useful in
invariant environments where habitual behavior is almost
predictive. Within this category, RBAC, MAC, and DAC,
among others, can be mentioned. On the other hand, there are
fine-grained access controls, that is, controls that have greater
granularity and detail in application permissions, which are
very useful in more dynamic environments.

Generally, the SDN architecture is used in multi-
tenant, multiservice, multiprovider, multidomain environ-
ments; therefore, incorporating coarse-grained or very rigid
access controls could lead to abuses in the use of permissions
or could slow down network functionality. In fact, in [41],
the authors show that one of the aforementioned coarse-
grained access control mechanisms is not sufficient to control
integrity attacks on the information flow, since it allows an
attack called cross-app poisoning, in which an application
accesses the controller and tricks other applications to execute
actions.

In this sense, solutions for SDN application authorization
problems are oriented towards fine-grained access control.
Regarding authentication, there are solutions based on
existing controllers or with independent mechanisms. With
this background, the authors have made the following
contributions.

In [42], the authors propose MD-UCON, which is an
access control mechanism for the northbound interface,
focusing on multidomain scenarios. This proposal uses
RBAC mechanisms adapted for dynamic environments,
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applying a cross-domain role mapping method to support
cross-domain access control. This solution is based on a
model named UCON [43].

Through the use of blockchain, BlockAS [44] has been pro-
posed to relate controllers with OpenFlow applications, using
identifiers in the authentication and privilege assignment
process. This proposal, in addition to providing AAA, offers
decentralization and immutability of the database where
application information, permissions and tokens are stored;
it even allows the control of logs, in which the activity of all
participants is recorded, thus enabling monitoring. In [45],
a controller-independent solution is proposed to avoid the
abuse of static permissions assigned to an API. It is composed
of a northbound security extension, whose function is to
repackage the built-in services of the northbound APIs,
serving as a ‘‘mediator’’ between the OpenFlow applications
and the controller. This solution also includes controller-
specific IDS, which stores information about the permissions
and accounting records of the OpenFlow application, and
a high-level policy engine predefines the policies for each
OpenFlow application. In this way, OpenFlow applications
can be authenticated and authorized, and the legitimacy of
accounting requests can be verified using password-based
authentication and token-based authentication.

In [46], the authors propose the AEGIS framework,
in which dynamic access control is maintained by verifying
and monitoring API usage in real time. The components
of this proposal include a data generator, which identifies
the list of APIs to be protected; for this purpose, data
extraction actions are performed using Daikon.1 Similarly,
there is a security rule generator, which defines the access
rules between applications, APIs and their inputs or outputs.
Finally, this framework includes a decision engine, which
uses API hooking to intercept the behavior of the applica-
tions. Here, the input/output of each API is reviewed and
contrasted with the rules.

BEAM [47] is a solution that assigns permissions to third-
party applications. It is based on the network behavior,
which is taken from metrics, such as flow_injection_rate
or packet_in_rate, which are analyzed by an IDS, after
which permissions to the applications are upgraded or
downgraded in run-time. BEAM works with the following
modules: registration handler, which is responsible for
the registration and assignment of initial permissions to
new applications; policy engine, which defines policies for
upgrading/downgrading application permissions and has two
important databases, namely, policy store and mapping table;
and an activity detection module and an activity engine,
which are modules responsible for reviewing application
activity leveraged on an IDS and logs, respectively.

Tseng et al. [48], troubled with malicious application
injection, DoS, and API abuse, proposed an architecture
called SENAD, which is composed of four parts. The con-
troller agents allow the interaction between the application

1http://swmath.org/software/4319

plane controller (APC) and the data plane controller (DPC),
based on a publish/subscribe model. The policy engine
provides resource control for each application, as well
as access control for them. The application sandbox and
resource controller are responsible for isolating applications
and delivering resources as required by the policy engine.
Finally, the authentication and authorization modules work
with the information exchanged between the APC and
the DPC, handling password-based authentication and rules
consulted with the policy engine for authorization.

In [49], an approach named the application authentication
system and deployed outside the controller is proposed,
allowing authentication, log history of unauthorized opera-
tions, and the management of access permissions, resources,
application certificates, authorization elements, authenti-
cation and encryption, among others. Similarly, in [50],
a security-as-a-service (SEaaS) solution is defined. One
of its features is the authorization mechanism between
the controller and the applications, taking the Floodlight
controller architecture as a reference.

A web-based northbound interface framework influenced
by REST is proposed in [51]. An API called ‘‘REST-like’’
is implemented since it is partially stateless2; that is, at one
point, it stores information that it uses for the registration,
authentication, and authorization of applications. It incor-
porates trust management, access control, and encrypted
communication with the use of TLS certificates. The authors
of [52] build on the above proposal to explore more ‘‘REST-
like’’ functions that can be leveraged to provide security for
OpenFlow applications.

Finally, in [53], the authors generate an architecture that
only provides data to trusted third-party applications. For
this purpose, the architecture makes use of the northbound
interface with the NSS digital signature implementation and
the NTRU encryption algorithm. Similarly, Hu et al. [54]
propose a framework that contains two main modules: the
permissions detection engine, which identifies the legality of
applications’ permissions, and the registration authorization
engine, which performs both the registration and authoriza-
tion of the application with the NTRU algorithm to avoid
eavesdropping or tampering attacks.

Table 2 summarizes the proposed solutions to the main
security problems for the northbound interface and the
application plane. The table shows the reference of the paper,
the issues that stimulated the research, the main mechanisms
used in the solution approach and finally, a tabulation framed
by the STRIDE categories; note that on many occasions,
the authors provide solutions to more than one problem.

B. EAST/WESTBOUND INTERFACE AND CONTROL PLANE
SDN control is logically centralized in this plane through a
‘‘black box’’ named the controller or the network operating
system, which manages requests made from the data plane.

2https://restfulapi.net/statelessness/
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TABLE 2. Summary of contributions for the northbound interface and application plane.

The controller has topology information, resource generation
for applications, statistics, inventory, etc.

Currently, there are more than thirty controllers available,
which have their own programming languages and interfaces;
many are open source, whereas others are proprietary.
Controllers can be classified as centralized architecture or
distributed architecture [7], [55], [56]. According to the liter-
ature, there is a subclassification of distributed architectures,
which can be flat or hierarchical. This subclassification is
based on the responsibilities of each controller within the
architecture [56]. Thus, in flat distributed architectures, all
controllers have the same applications and responsibilities,
whereas in hierarchical distributed architectures, there is
a robust controller (root) that handles all applications and
several controllers with fewer applications and therefore
fewer responsibilities [55]. However, since the mode of com-
munication between the planes, in both flat and hierarchical
distributed architectures, is the same, for security issues, this
differentiation is of little relevance; therefore, in this paper,
the controllers will be referred to generically as centralized
or distributed.

Centralized architectures use a single controller for the
entire network to ease its management. Generally, this kind
of architecture is used in implementations in which the
throughput demand is low. However, relying on a unique
control entity could create a single point of failure within
the network. For instance, in peak traffic events, having
a unique controller could create bottlenecks for incoming
requests, affecting the time response. Moreover, from a
security perspective, this architecture might be susceptible to
DoS attacks [57].

On the other hand, the distributed architectures use
multiple controllers in multidomain or heterogeneous net-
works [58]. Distributed controllers are used in large-scale
deployments mainly by telecommunications operators for
different functions, for example, for use in wide area
networks (WANs).

Distributed controllers seek to improve conditions related
to network scalability, throughput, latency, and resilience.
Resilience is very effective in the presence of DoS attacks.
This feature is handled by the controllers through fault tol-
erance mechanisms. In this way, Hyperflow [59], which uses
the partition tolerance property of the WheelFS system, can
be cited. In the failover and replication process, Ravana [60]
and Pane [61] use ZooKeeper [62]. ONOS and ODL use
the Raft consensus algorithm for the election of a leading
controller [63]. In addition, [64] introduced a proposal in
which the authors use anti-entropy methods through the
Gossip protocol, achieving the detection of controllers with
malicious traffic overload to subsequently choose a robust
controller to lead the clustering against DDoS attacks in SDN
networks.

Communication between controllers in distributed archi-
tectures is achieved through the east-/westbound interface,
which, like the northbound interface, is not standardized;
therefore, each controller proposes an interface. Interfaces
oriented to the east provide communication between SDN
controllers in different administrative domains of distributed
environments, whereas interfaces oriented to the west inter-
connect traditional networks with SDN architectures [65];
although in [7], the authors refer that the eastbound interface
is in charge of connecting SDN networks to traditional
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networks and the westbound interface is responsible for
interconnecting SDN networks among them.

One of the principal security drawbacks in the east-
/westbound interface is the lack of provenance verification of
the information shared between controllers during the topol-
ogy discovery update process. This issue might be exploited
by attackers to hinder normal network performance [9].
In this context, the Internet Engineering Task Force (IETF)
worked on SDNi [66], a protocol for the communication of
the east/westbound interface. Although the SDNi protocol is
currently in an expired state and presents a vulnerability that
allows SQL injection [67], it is still relevant for the scientific
community; in fact, there are proposals for interconnection
in distributed environments, which refer to SDNi [68]–[71].
In the aforementioned references, no security factors have
been specified, unlike [72], which proposes a multicontroller
solution, making use of a layer responsible for concentrating
access control and routing decisions, or [73], in which a
distributed firewall service (DFS), a distributed load balancer
service (DLBS), and channel assurance through SSL are
implemented. On the other hand, for securing communication
at the east-/westbound interface, there are solutions that
employ identity-based cryptography (IBC) [74] or that
provide a protected channel using elliptic curve cryptography
(ECC) [75].

Even though some mechanisms contribute to the recovery
of failures in SDN controllers, attacks do not cease and are
presented each time in a different way. For this reason, there
are entities dedicated to vulnerability and security analysis
and that try to guide industry and academia towards the
search for new and better security alternatives (e.g., Red
Hat, OWASP,3 academia). In this regard, in [76], the authors
perform a security analysis of the following drivers: ODL,
ONOS, Rosemary, and Ryu, looking at the security measures
that each driver has. After this analysis, the authors determine
that although there is no completely secure controller,
the controllers with the best countermeasures against attacks
are ODL followed by ONOS. In this sense, and due to the
considerable presence of ONOS and ODL controllers in the
literature, the following paragraphs will focus on them. Thus,
the main security aspects of ONOS and ODL are presented
below.
• The ODL controller is able to provide AAA service and
secure network bootstrapping infrastructure modules
to avoid authentication, repudiation, or impersonation
problems, whether from users or applications. To avoid
impersonation in host tracking, ODL uses parameters,
such as MAC address, IP and location address, and
VLAN ID, within the device manager instead of just
using the MAC address. Through the unified secure
channel feature it provides secure communication with
TLS/DTLS support [77].

• The ONOS controller, is provided with a security
mode-ONOS, which has fine-grained access control

3https://owasp.org/

mechanisms for both applications and users, protecting
the controller from an elevation of privilege attacks [78].
It also has a security audit service that prevents
repudiation. It does not refer to a mechanism that
prevents impersonation attacks in the host tracking
process.

New studies identify vulnerabilities for ODL and ONOS
related to resource consumption, authentication, integrity,
confidentiality, and other factors that take advantage of
the network management datastore architecture (NMDA)4

design [79], [80]. The main drawbacks are detailed below:
Regarding ODL, the majority of detected vulnerabilities

lead to increased usage of resources and consequently to a
DoS [81]–[83]. Likewise, other vulnerabilities allow spoof-
ing actions over the network topology [84], [85]. In terms
of integrity and confidentiality in ODL, vulnerabilities have
been found to be derived from a Netconf TCP service
bug [86]. These vulnerabilities, in conjunction with an XML
eXternal entity (XXE) attack, can allow the inclusion of local
and remote files [87]. Additionally, the lack of an automatic
cache cleaning mechanism after password alteration in
the ODL AAA module allows an attacker to exploit this
vulnerability tomodify files or system information [88]. Even
though there is no longer any activity in the Defense4all
mechanism, it is important to mention that it has already been
broken by remotely authenticated users [89]. Regarding ODL
clusters, the main attention must be focused on the message
exchange process between instances since the clusters lack
encryption and authentication mechanisms [90].

On the other hand, in the ONOS controller, vulnerabilities
related to DoS have been identified. One is related to
the lack of limits in the allocation of resources and
another to the unexpected closure in the OVSDB com-
ponent [95], [96]. Additionally, exception mismanagement
when jumbo frames are registered can lead to a controller
shutdown [97]. ONOS presents vulnerabilities affecting
confidentiality and integrity related to XXE, which can
be exploited by using an OpenConfig Terminal Device
or when authentication mechanisms are not used [98],
[99]. Additionally, vulnerabilities related to authentication
have been identified in the controller user interface, with
which it is possible to perform actions on the loading
of applications or have access to the information of the
network topology [100], [101]. Recently, a vulnerability was
discovered that compromises the integrity, confidentiality,
and availability of the network due to mishandling backquote
characters [102].

In addition to the mentioned attacks, consideration should
be given to attacks arising from zero-day vulnerabilities,
which can affect all controllers and thus the entire SDN
architecture. These attacks can be addressed by implementing
IDS. There are two types of IDS: the signature-based
intrusion detection system (SIDS) and the anomaly-based
intrusion detection system (AIDS) [103]. Of these two,

4https://www.rfc-editor.org/rfc/rfc8342.txt
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TABLE 3. Summary of contributions for the east-/westbound interface and control plane.

the SIDS is less efficient in detecting zero-day vulnerabilities
because its functionality is reactive. In other words, the attack
must be known so that it is included in the signature. The
AIDS tries to provide solutions proactively by usingmethods,
such as statistics-based, knowledge-based, and machine/deep
learning-based methods [103]. In this regard, the following
contributions are cited to provide solutions to SDN security
issues:

In [91], the authors propose an IDS named Eunoia, which
uses machine learning and is composed of three subsystems:
data preprocessing, predictive data modeling, and decision
making and response subsystems. The first subsystem is
responsible for eliminating irrelevant data through statistics,
traffic analysis, and feature engineering. The filtered data are
sent to the predictive data modeling subsystem, which uses a
learning algorithm called random forest to identify intruders.
Simultaneously, the decision making and response subsystem
work on imprecise data to achieve greater filtering accuracy.

Similarly, in [92], using deep learning, a framework
for anomaly detection is proposed. It consists of two
modules: the anomaly detection module and the data delivery
module. The first module is responsible for the security part,
focusing on several attack vectors (e.g., hijacking, spoofing,
malware). This module, through the restricted Boltzmann
machine (RBM) and the support vector machine (SVM)
algorithm, collects and classifies the characteristics of the
flows transmitted between the controller and the network
elements to generate an anomaly report. Based on this report,
the controller can take action on the forwarding equipment
and discard the packet and the communication. The second
module is responsible for data delivery quality to provide
quality of experience (QoE).

Malik et al. [93] present a framework for intrusion detec-
tion based on hybrid deep learning techniques, applying long
short-term memory (LSTM) and a convolutional neural net-
work (CNN). LSTM avoids the vanishing gradient problem
present in large dataset sequences, while CNN takes care of
feature extraction from the raw data. This solution is mainly
trained for application-type attacks such as port scan, cross-
site scripting, and botnet.

In [94], the authors propose an IDS using deep learning.
This solution is composed of three modules: flow collector,
anomaly detector and anomaly mitigator. In the first module,

all the sensitive information of the packet-in messages is
obtained. In the anomaly detector module, the anomaly
detection process is generated using gated recurrent unit
recurrent neural network (GRU-RNN). Finally, the anomaly
mitigator module decides whether to discard the traffic or
analyze it in depth.

Keeping the same scheme as Table 2, Table 3 summarizes
the main contributions regarding the security solutions for the
control plane and the east-/westbound interface. Since attacks
are usually deployed from the data or application planes,
the solutions for various issues that put the controller at risk
are visible at these planes.

C. SOUTHBOUND INTERFACE AND DATA PLANE
The data plane and the control plane communicate via
the southbound interface using protocols such as Open-
Flow [104], OVSDB [105], OpFlex [106], NETCONF [107],
and ForCes [108], among others. The protocol most
widespread and currently studied is OpenFlow, already
considered a standard according to [104]. Therefore, in this
paper, an emphasis will be placed on this protocol.

By itself, OpenFlow has no security mechanisms. Secure
communication connections can optionally be established
between the OF switch and the OF Controller via TLS or
plain TCP for the prime connections or through TLS, DTLS,
TCP, or UDP for the secondary connections [6], [109]. The
ONF recommends TLS from version 1.2 onwards, despite its
vulnerabilities [110], [111].

Some research has determined the existence of security
problems in the communication channel. In [74] and [112],
the authors argue that the lack of use of certificates at
handshake time in the authentication process on the client
side and the TLS protocol misconfiguration can lead to
MiM attacks. On the other hand, Benton et al. [113] indicate
that the lack of TLS configuration increases the risk in the
switches, since by not having authentication and, in many
cases, having the ‘‘listening mode’’ active, the attacker could
have access to the forwarding information and rules. In this
sense, to mitigate theMiM attack in the southbound interface,
in [112], the authors propose an extension to the TLS
protocol. The authors of [74], [114] employ the IBC protocol
to secure communications in the Southbound Interface and
the data plane.
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FIGURE 3. Associated attacks in the data plane and southbound interface.

Another relevant aspect to consider in the communication
channel between the data and control layers is saturation,
which could lead to network unavailability. In this context,
there are two ways to minimize the signaling overhead
between the data and control planes [115]. The first can be
the delegation of responsibility and decision-making power
to the data plane by transforming it from stateless to stateful,
which will be addressed later. The second contemplates
the configuration of the controllers and switches so that
the flow rules are handled in the proactive mode [109].
Regarding this last option, it should be taken into account that
although the proactive mode would be able to reduce traffic
between the data and control layer, it could also saturate
the memory of the switches; therefore, its use is advisable
in environments where there is extensive knowledge of the
network requests [116].

The data plane concentrates all the network or forwarding
elements, such as switches and routers. The network elements
are used to implement all the decisions taken to respond to
requests. One of the most important actions involving the
data plane is topology discovery, its updating, and forwarding
decisions based mainly on two services: the Link Discovery
Service (LDS) and the Host Tracking Service (HTS) [117].

LDS generically uses the Link Layer Discovery Proto-
col (LLDP) to collect switch information and inter-switch
link information [118]. In SDN networks that implement
OpenFlow, obtaining link information between OF switches
occurs via the OpenFlow Discovery Protocol (OFDP).
However, collecting link information between OF switches
and traditional switches is done by using the Broadcast
Domain Discovery Protocol (BDDP) [119]. Both OFDP and
BDDP are adaptations of the LLDP protocol. On the other
hand, the host tracking service maintains information about
the hosts and their positioning within the network.

The process of these services is focused on the switch-
controller handshake. This event can be summarized as an
exchange of packet-in and packet-out messages. Each con-
troller determines the intervals for these messages exchanges
between entities. With the updated topology information,
the controller can manage the network resources properly,
allowing the re-routing of traffic according to the real needs of

the environment, discriminating better paths, if required, and
giving a better quality of service (QoS) to the applications
provided by the application plane [120].

Despite the importance of both services, it has been
observed that the packet exchange process for the topology
update presents security problems derived from the lack
of security mechanisms in the Host Tracking Service of
the controller and the lack of adequate authentication
mechanisms for the origin of the LLDP packet, which arrives
transformed to the controller into a legitimate packet-in
message and therefore is treated as a real requirement. Thus,
an attacker (malicious host or switch) can achieve topological
poisoning attacks [9], [121]–[123], such as a host location
hijacking attack or a link fabrication attack [124], to introduce
illegitimate information, to build new routes and thus divert
traffic for malicious purposes. In addition, within the process
of updating the network topology, other attacks can be
triggered, such as DoS (LLDP flooding or packet injection
attack) [125], topology tampering attacks (port probing, port
amnesia) [126], and the repudiation or MiM, the latter being
executed through a silent relay attack [127].

Up to this point, it has been observed that there are several
security issues in the network topology discovery process.
However, there are other problems that are not exclusive
to SDN networks such as DoS and DDoS attacks from the
end clients (host). These attacks constitute a great challenge
for any infrastructure administrator since their identification
and mitigation depend on their deployment. DoS attacks
are launched from a single host, so their treatment can be
easier, unlike DDoS attacks, which are launched through
multiple hosts, usually botnets, and whose identification is
more complex. Likewise, it has been observed that DoS
attacks can be launched in conjunction with impersonation
attacks, such as MAC or IP address spoofing [128], [129],
or can even be triggered after an inference attack [130].

To address the mentioned security gaps in the data plane,
several authors have proposed different solutions that will be
covered in this manuscript. However, to clarify the narrative,
this manuscript highlights the difference between stateless
data planes and stateful data planes.

In a stateless data plane, the network elements do not
store network states. The network elements implement the
solutions of the decisions taken in the control plane. All new
actions to be performed by the stateless data plane must be
queried to the controller [131]. However, the control plane
can delegate functions to the data plane whenever appropriate
and necessary for ‘‘dynamizing’’ the network behavior. This
delegation allows the data plane to store network states and
take actions, thus turning a stateless data plane into a stateful
data plane [15].

Figure 4 shows the difference between stateless and
stateful environments, including an approach related to
their security. Thus, the presence of attacks is estimated
predominantly in the processing cores in each case. In a
stateless environment (Figure 4a), attacks can mainly affect
the controller without ruling out the network elements. On the
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FIGURE 4. Stateless and stateful data plane. Adapted from [132], [133].

other hand, in a stateful environment (Figure 4b), the attacks
are more visible in the network elements and can also extend
to the controller.

1) STATELESS DATA PLANE
There are several solutions to mitigate or detect attacks on
the network topology (hijacking, link fabrication, packet
injection attack, etc.); among them are the following.

Dhawan et al. [57] present SPHINX as a framework capa-
ble of integrating with the controller as a module or as an
application. This is a countermeasure for topology violations
and DoS attacks. This solution monitors the OpenFlow
messages between the controller and the switch to extract the
topology and forwarding states of the network. In this way,
it builds flow graphs, which are checked against the policies
learned or established in the policy engine. Thus, in the case
of suspicion of an anomaly in the network, an alarm is raised.

TopoGuard [124] is an extension to avoid a host location
hijacking attack and a link fabrication attack on controllers
that work with OpenFlow. TopoGuard consists of four
main modules. The ports manager monitors the OpenFlow
messages of the switch ports. The port property stores
information (precondition) used to verify the reliability of
the topology update. The host prober is the counterpart in
the reliability verification process (postcondition). Finally,
the topology update checker performs the topology infor-
mation verification process based on preconditions and
postconditions and validates the origin and integrity of
LLDP packets via a keyed-hash message authentication
code HMAC/TLV. Additionally, in the case of detecting an
anomaly in internal link updates, it blocks the port and raises
an alert. In this way, it manages to mitigate network topology
poisoning attacks, enabling several open-source controllers to
workwith this solution, despite this solution being questioned
in some scenarios [134].

In [127], the authors indicate that silent relay attacks
(MiM-type attacks) that can inject false links between
switches may exist in the topology discovery process.
In addition, the authors generate a brief review of TopoGuard,
noting that despite its implemented controls, it fails to detect
silent relay attacks. Given this, a solution named silent relay

detector is presented, with a main objective to force the
attacker to behave unusually. The solution detects an attacker
executing a silent relay between switches by comparing the
size of the payload of the LLDP messages it sends with the
allowed MTU size.

Similarly, [125] show that TopoGuard cannot control the
packet injection attack since its procedure does not verify
the legitimacy of the MAC address origin. Therefore, they
propose PacketChecker, which is categorized as a module
for controllers working with OpenFlow. It has two main
parts: attack detection and attack solution. attack detection
checks packet-in and extracts information used to associate
the switch port with the host MAC address. Thus, if a packet-
in arrives with a different MAC address from the same switch
port, it is sent to the attack solution for the switch to discard
it, as it is considered a malicious message.

INSPECTOR [135] is a hardware-based solution for packet
injection attacks. This solution relies on a device added to the
network architecture to authenticate the origin of the packet-
in messages through a database of valid hosts. Thus, if a host
is not authenticated, its packet-in message will be discarded.

TopoGuard+ [126] is an improved version of TopoGuard,
in which two modules are added to detect anomalies either
in the interactions (control message monitor (CMM)) or in
the latencies (link latency inspector (LLI)) during the LLDP
packet exchange process. With this, it is possible to mitigate
port probing and port amnesia, tampering attacks that
managed to evade the TopoGuard and SPHINX mechanisms.

There are also proposals to strengthen the OFDP protocol,
such as sOFTDP [123]. The main difference between
OFDP and sOFTDP is that unlike OFDP, which uses clear
MAC addresses, sOFTDP uses the hash values of MAC
addresses in the LLDP exchange process. sOFTDP works
with a bidirectional forwarding detection (BFD) mechanism
in asynchronous mode to obtain connectivity information.
sOFTDP maintains topology memory, with a database of
links to choose the shortest route for forwarding. sOFTDP has
fast-failover groups, which check the switch port status and,
if required, generate a change to a backup link. Finally, it has
LLDP drop rules, which allow it to eliminate harmful LLDP
packets and hashed LLDP content for sending encrypted
LLDP packets.

For conducted attacks that target service availability, there
are solutions based on traffic analysis statistics within a given
time frame, as well as those that rely on machine learning.
Although these solutions do not reduce the number of attacks,
they can help to detect and halt them early to undermine
the harmful impact on the network services. The following
solutions are available.

DAISY [136] is a proposal for detecting and mitigating
DoS attacks. DAISY has four main functions. The data
collection function collects and stores information from -
in messages. Threat detection, through statistics, determines
whether there is an excess of requests from the host. If there
is an excess, this traffic is classified as suspicious, and the
attack prevention function blocks this traffic for a short time.
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If the host continues sending requests in the same amount,
the traffic is considered malicious and is blocked for a longer
time. Finally, the threat value reduction function updates the
blocking flow rules after each system iteration.

FloodGuard [137] is a security solution that deals with a
DoS attack known as data-to-control plane saturation. It uses
two OF modules included as an application in the controller:
the proactive flow rule analyzer and migration modules. The
latter is composed of two submodules: the migration agent
and the data plane cache. When through the migration agent,
FloodGuard detects an attack, it redirects the table-miss to
the data plane cache, and the system goes into defense mode,
sending the benign flows to the controller without reloading
it. In parallel, the proactive flow rule analyzer generates and
installs the new flow rules directly on the data plane and
keeps them dynamically updated. When the end of the attack
is detected, the data plane cache stops receiving flows and
returns to a normal state.

In [138], the authors formulate an entropy-based solution
using a security gateway and a HoneyPot. The security gate-
way, through defense and filtering algorithms, determines
whether there is a DDoS attack. If the attack exists, the s are
sent to the HoneyPot. Otherwise, forward rules are requested
to the controller to deploy them in the switches.

In [139], the authors expose a saturation attack called
a table-miss striking attack. This attack occurs when a
malicious entity learns sensitive and confidential information
from the control plane.With this information, the attacker can
generate traffic patterns and therefore enough communication
in the control-data plane to saturate it. In response to this,
Xu et al. [140] propose a solution named SDNGuardian.
It has four modules: preprocessor, attack detector, traffic
filtering, and rule sweeper. The preprocessor and the attack
detector modules are responsible for the identification,
extraction, and storage of the sensitive fields of a -in. With
the extracted information and using entropy algorithms,
a determination is made as to whether an attack exists.
The last two modules are responsible for identifying the
switch ports under attack to limit their speed and remove the
malicious rules from flow tables, thus containing the attack.

SDNManager [141], an approach for DoS attack detection
and mitigation, consists of five parts. The monitor collects
network states and converts them into variables. The variables
are sent to the forecast engine module to generate a
statistically based bandwidth consumption forecast. The
checker module validates whether the bandwidth used is
equal to the forecasted bandwidth. The updater and storage
service modules update the network and store the variables,
respectively. When it detects abnormal traffic, this solution
generates a penalty on bandwidth consumption, giving an
attacker lower priority.

Sahoo et al. [142] propose a framework to detect and
mitigate DDoS attacks using machine learning. This solution
consists of several modules. On the one hand, the statistics
monitor module receives the flow statistics information
from the switches at certain time intervals. Subsequently,

the feature extractor module obtains the flow characteristics
using kernel principal component analysis (KPCA). The
extracted features are used in the classifier module, which
works with the SVM classifier with parameter optimization
by using the genetic algorithm (GA), thus identifying
malicious traffic from benign traffic. With this information,
the mitigation module can create a rule for the underlying
network to discard malicious s.

Aujla et al. [143] propose a blockchain-as-a-service archi-
tecture to mitigate DDoS attacks. The authors detail their
proposal procedure, which is summarized as the identity
validation of a switch requesting access to the network before
the start of flow transmission. In this solution, the public and
private keys are generated via blockchain and shared between
the network switches. Therefore, each time a device generates
a request on the network and after a consensus of the other
members, transactions are accepted or rejected.

Since botnets often use P2P communication, in [144],
the authors propose and test a programmable module with
machine learning to identify malicious P2P traffic. This
proposal is composed of three essential parts: a rule arbitrator
(controller), data-link bridges (OpenFlow switches), and a
detection agent. After a process of incoming duplication and
flow recognition, this solution allows to label each flow as
a P2P or a benign P2P application through learning models.
Once this information is available, a modification is made to
the flow tables, thus discarding malicious s.

Additionally, it has been observed that many botnets take
advantage of HTTP features to generate DDoS attacks that
are expressed through HTTP GET flood attacks. In this
sense, the authors of [145] propose a solution that combines
hardware and an entropy mechanism. The mechanism called
per-URL counting works with two sections, namely, one for
detection and one for mitigation. In the detection section,
the HTTP GET request is validated through several filters,
one of which is the counting filter. If the counter exceeds a
threshold, it is considered an attack, and the host is placed on a
blacklist, which is handled by the mitigation section. Finally,
the entire system is presented on FPGA hardware.

In [146]–[148], for DDoS attacks, early detection solutions
using entropy are presented. However, the authors of [149]
argue that entropy measures for DDoS attacks work when
the attack target has a fixed IP address, but when the attack
is to a random IP, the mitigation measures are limited;
since the thresholds do not consider the possible variances,
they propose a solution with principal component analysis
(PCA), which from the information collected, provides new
models that allow predicting the attack. Similarly, regarding
randomly targeted DDoS attacks, an early detection solution
is proposed in [150]. The solution consists of three phases.
In the first one, information is collected from the switches.
The second uses algorithms that calculate thresholds using
the EWMA statistical model, with which it is feasible to
handle the volatility of the dataset. In the third phase, attack
detection is performed by comparing the values obtained
from the previous phase with the table miss of the switches.
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Likewise, in terms of the early detection of DDoS, IDS
countermeasures have been proposed, as in [151], a paper in
which the authors use IDS Snort rules5 and generate alarms
in the event of detecting an attack.

In [152], the authors present an IDS with machine learning
algorithms to detect DDoS attacks. The solution is composed
of twomodules. The first classifies normal or anomalous host
behaviors through signatures. If anomalies associated with
a host are detected, this is delegated to the second module,
which will determine the legitimacy of the host through a
three-way handshake. In case this process is not completed,
the host can be included as an attacker in an access control
list.

For detecting and defending against DDoS attacks,
Li et al. [153] propose a method that employs deep learning.
This solution works with several modules responsible for the
extraction of characteristics of switch s to subsequently obtain
statistics of repeated patterns through which the existence or
absence of a DDoS attack can be determined.

In [154], a solution for detecting low and high traffic
volume DDoS attacks is presented. This solution has
two types of thresholds, namely, static through entropy
and dynamic through machine learning. In this proposal,
the incoming traffic is used to train the classifiers.

Wang and Chen [128] propose a solution called SGuard
to mitigate spoofing and DoS attacks. It is comprised of
three modules: access control, classification, and a data plane
cache. Access control collects information from network
users and checks it against an SGuard ACL, preventing
spoofing attacks. The classification module distinguishes
anomalous traffic from benign traffic by employing machine
learning (self-organizing maps (SOMs)). The data plane
cache module is responsible for maintaining the table-miss
s during an attack, thus avoiding resource exhaustion in the
data plane.

In [155], the authors address two types of attacks: spoofing
route attacks and resource exhaustion attacks. The former
deals with a module installed on the OF switch named
‘‘selective blocking’’; this module extracts information (IP,
MAC) when it receives a new request to the network.
This information is compared against a pre-existing dataset.
In the case of a duplicated outcome, the host, considered
impersonalized, is blocked and is treated as malicious.
In the second attack, the authors use a detection and
prevention module called periodic monitoring. This module
validates the amount of traffic sent in a specific time. If the
values exceed a threshold, an alarm is triggered, alerting the
controller for an eventual blocking event.

In OpenFlow-based SDN networks, switch flow tables
can be susceptible to inference attacks [130]. In this type
of attack, employing data mining and different algorithms,
adversaries can estimate, among other things, the size of the
flow table of switches. With this information, the attacker can
generate requests that saturate the memory of the switches,

5https://www.snort.org/

leading to a DoS. Although the authors of [156] consider
that deploying inference attacks in a real network would be
extremely complex, they propose two countermeasures to
prevent such attacks. The first is based on the randomization
of network attributes technique [157], and the second makes
use of Openflow rate-limiting combined with proactive rules
to mitigate inferred ICMP attacks or rate-limiting with a
proxy to mitigate TCP attacks.

Even with the mentioned countermeasures, there may be
overloads in the flow tables, whichmay ormay not come from
malicious action that can negatively influence the availability
of the network; therefore, it is necessary to maintain proper
management of the switches’ memories so that they respond
correctly.

According to [115], there are three ways to manage switch
memory efficiently: rule eviction, rule compression, and rule
split and distribution. The former, which is the most used,
replaces old entries in the flow tables with new entries.
It leverages the use of caching replacement algorithms (e.g.,
least recently used (LRU) and first-in-first-out(FIFO)), on the
flow state and on the hard timeout/idle timeout at the
switches. The second way, the rule compression/aggregation,
seeks to reduce the number of rules by using wildcards to
fit the flow table. Compression can be performed on both
the access control rules and the forwarding rules. Finally,
the latter propagates the rules among several switches [115].
In the literature, several approaches that use switch memory
management techniques have been found [158], [159].
However, there are few oriented to a security scope; thus,
in [160], the authors propose a detection and defense
mechanism against LDoS (low-rate DoS) attacks. The
proposal uses statistical analysis for detection, whereas for
mitigation, it uses the replacement technique supported by
the LRU algorithm. In [130], an inference attack model
and two countermeasures are proposed. The attack model
uses FIFO and LRU replacement algorithms. Regarding the
countermeasures, the first is based on routing aggregation,
and the second is based on a flow table architecture with two
levels, level one consisting of TCAMs and level 2 consisting
of SRAMs.

On the other hand, for impersonation attacks, protocols,
such as EAP, EAPoL, and RADIUS, are used to authenticate
and authorize network clients before they access the network.
Under this premise, solutions have been proposed, such
as [161] and [162], which work with the EAP protocol in
reactive mode, or [163], which achieves its goal through
EAPoL-in-EAPoL encapsulation in proactive mode.

2) STATEFUL DATA PLANE
Most programming languages for SDN have been based on
OpenFlow 1.0, which has a stateless data plane configuration
by default. Thus, the switches only comply with the
forwarding rules that were issued by the controller. This
process sometimes generates overhead for the controller and
latency to answer the need for network abstractions, such as
firewalls and load balancers [172].
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TABLE 4. Summary of contributions for the southbound interface and data plane.

In this sense, it is noted that it is possible to extend
the programmability of network applications to the data
plane, keeping the local state information in the switches
so that they can take control of packet forwarding without
querying the controller (stateful data plane), providing
‘‘greater dynamism’’ to the network.

To provide programmability to the data plane, some of the
proposals are the following: SDPA [172], which proposes
a ‘‘match-state-action’’ abstraction instead of OpenFlow’s
‘‘match-action’’ processing; SNAP [173], which bases its
programmability on an abstract network and persistent
global arrays; and those proposals based on XFSM tables
(eXtensible Finite State Machines) for flow processing in

switches, such as FAST [174], OpenState [175], OPP [176],
and the best-known P4 [177].

Supported by the programmability solutions described
above, multiple network abstractions have been developed in
a Stateful Data Plane, including firewalls [178], [179], traffic
management applications [180], and load balancers [181],
[182], among others [183].

Similarly, under this trend, in [164], the authors propose
the blockchain-enabled packet parser (BPP) architecture for
detecting up to five attack categories, the most representative
of which is DoS. This solution merges blockchain and P4 and
is implemented on FPGA. P4 customizes packet processing
in the data plane, while blockchain examines packet behavior.
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In the case of attack detection, the controller is reported, and
actions are taken under defined policies.

Lin et al. [129] studied SYN flooding and Address Res-
olution Protocol (ARP) spoofing attacks. For the former,
the authors use the SYN/ACK and ACK/FIN packets’ ratio.
Thus, if the ratio between these packets does not match,
the network has anomalous traffic. Regarding the latter
attack, the authors manage to discard repeated ARP packets
by using the P4 cache to reduce the load on the controller.

In [165], a P4-based security framework to reduce traffic
overhead and latency is proposed. It is composed of two
primary parts: a StateFit App and a StateFit Interpreter. The
former is installed as an application on the controller and
is responsible, among other things, for traffic analysis. The
latter acts on the P4 switches. Here, traffic is processed and
filtered according to established policies.

In [166], the authors propose P4ID, a solution that seeks to
reduce network traffic by generating filtering on P4 switches
before packets are sent to an IDS. P4ID is composed of
two main parts: the rule parser and P4 implementation. The
former works with the Snort IPS rules. These rules are
installed on the P4 switches so that the initial match action
can be performed organically. Through P4, the authors can
process stateless and stateful packets.

Ilha et al. [167] present a proposal to detect and mitigate
DDoS attacks in stateful environments with P4. For detection,
the authors use entropy, whereas for mitigation, they use
finite-state machine FSM.

Despite the advantages of a stateful data plane for traffic
reduction between the data and control planes during the
processing of requests, it has been observed that this type
of environment could jeopardize the consistency of the
network [184]. The reason behind this is the lack of an
authentication mechanism between the switches, making
them prone to impersonation by malicious agents at any
time and giving rise to attacks. Therefore, a proposal for
secure link discovery was presented to handle LLDP packets
protected through encryption, decryption, and authentication.
The proposal, called P4-MACsec [168], protects links
between P4-based switches by using the IEEE 802.1AE
standard (MACsec). This solution contains three main parts:
Packet switching with MAC Address Learning, Secure Link
Discovery, and Automated Deployment of MACsec.

Similarly, the authors of [169], concerned about state
exchange between P4 switches, propose an authentication
solution using digital signatures. This solution creates a hash
chain attached to each packet that is transmitted for state
exchange. Although the public key controller is responsible
for the final part of the chain, the verification operations are
performed in the data plane.

In [170], a solution for link flooding attacks on pro-
grammable data planes is presented. The idea of this
proposal is to route malicious traffic through available paths,
employing topology obfuscation. In this work, the attacker
believes that his flow is achieving its malicious purpose;
however, it is discarded.

The authors of [171] suggest a measure for DDoS attack
detection that uses machine learning and relies on P4.
Through the switches, traffic information is obtained, which
is classified with algorithms such as K-nearest neighbors
(KNN), random forest, and SVM to determine whether there
is an attack.

Even with the solutions described above, there are still
exploitable vulnerabilities in a stateful data plane. For
instance, this data plane must deal with all the data that a
controller manages in a stateless data plane scenario. This
task could eventually saturate the switches’ TCAM memory
and increase its CPU consumption until the point of self-
denial of service [10].

Table 4 summarizes the solutions to the problems presented
in the southbound interface and data plane, distinguishing the
solutions for stateless data plane and for stateful data plane.

III. DISCUSSION, OPEN CHALLENGES, AND FUTURES
DIRECTIONS
Existing studies have proposed different solutions for various
scenarios and security issues of SDN architecture. Neverthe-
less, security remains a challenging research area with many
unresolved questions. In this section, we will discuss some
open issues and future directions that may merit research
attention.

A. REGARDING SDN PLANES
In the application plane of SDN, many of the authors
address authorization issues through fine-grained access
control solutions, as they agree that due to the dynamic
behavior of the architecture, granularity concerning permis-
sions is mandatory [43], [46], [47]. Likewise, since the
main issue is the trust relationship between the applications
and the controller, there is a research opportunity regarding
the generation of a standardized repository that validates
the security levels of SDN applications. As a practical
example, it is possible to cite the HP SDN app store, which
in 2014 launched a series of applications with which users
can interact [185].

At the control plane, there is a vast range of controllers.
These have been either introduced by academia or by the
industry [56], [186]. Some of them have been assessed to
check their effectiveness under particular attack scenarios,
whereas others are still under study [76], [80]. In the
control plane, it is possible to appreciate the differences
between centralized controllers and distributed controllers.
Specifically, the fault tolerance mechanisms that the latter
implements are able to reestablish the service after a system
failure (e.g., DoS attack). However, many authors argue
that there is a crossroad between resilience and consistency
[186]–[190]. This is because, according to Brewer’s theorem,
or the CAP (consistency, availability, partition tolerance)
theorem, in distributed environments, after a partition,
availability and consistency cannot be equally assured.
Although there are controllers such as ONOS and ODL
that implement the RAFT algorithm as a fault tolerance or
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strong-consistency mechanism, there are still some gaps
to address regarding improving their performance. This
issue is relevant mainly for providing good availability
without sacrificing the information between controllers after
recovering from a service interruption. To the best of our
knowledge, only a few authors have taken action on this point
from a security approach; for instance, to improve the RAFT
algorithm against DDoS attacks, Hanmer et al. [191] present
and assess a proposal called BabbleResistantRaft.

The data plane no longer presents itself solely as a set of
forwarding elements. Depending on the needs, the data plane
may respond to requirements without constantly querying the
controller. Whether enabling the configuration for proactive
flow rule handling or delegating functions to the data
plane, a dilemma is created between reducing traffic on the
communication channel (control-data planes) and potentially
overloading the switches. In this regard, there are techniques
for managing the switches’ memory, which should be well
analyzed before their use. The authors of [115] argue that
the compression/aggregation technique has limitations in its
use when working with certain versions of OpenFlow since
not all match fields can work with wildcards. However, some
studies that perform compression with OpenFlow v1.3 obtain
a reduction in the size of the flow tables up to 60% [192].
It should also be considered that with compression, there
may be a risk associated with information disclosure, even
though authors such as Rifai et al. [193] affirm that their
proposal can deal with this type of inconvenience. Finally,
before using compression, it is necessary to evaluate the
processing capacities, since not having them may generate
a computational overload and eventually a self-denial of
service. Likewise, in the Split and distribution technique,
there is a risk to the flow rules, since when they are
propagated, they could be lost, duplicated, or could overload
a node. Regarding the eviction technique, the LRU and FIFO
algorithms have been tested, revealing that FIFO shows better
performance and resilience to DoS attacks [194].

Recently, much focus has been given to the delegation of
functions from the control to the data plane (stateful data
plane), although this can lead to losing the original context
of SDNs. Since decisions are handled at the switch level and
there is no control entity with a permanent review, inconsis-
tencies may arise in the network topology [10]. Despite the
considerations presented by stateful data planes, data plane
programmability options such as P4 are beginning to gain
momentum in solving security problems. Simultaneously,
FPGA functionalities are being leveraged, as they bring
programmability and processing agility whereby latency and
jitter can be reduced in the network [195], [196]. On the other
hand, although this manuscript classifies security solutions
in a layer- or interface-focused way, there are solutions
that explore the entire SDN architecture. For instance,
in [197], the authors validate inconsistencies in network flow
policies. In [198], the authors use a fuzz testing algorithm
to assess SDN environments. Frameworks for detecting
and remediating attacks, such as DoS/DDoS, scanning,

or intrusion at different levels of the SDN architecture, are
presented in [199], [200]. The authors of [201] perform SDN
domain control by enforcing ACLs according to specific
policies.

B. REGARDING SDN INTERFACES
Most of the authors’ attention is focused on exposing and
solving attacks in the various planes of the SDN architecture,
leaving aside the interfaces’ security issues, which should
be a point of reflection for both academia and industry.
The north and east/west interfaces represent an important
part of the large-scale deployment of SDN since they allow
interoperability and access to a wide variety of applications.
However, in the absence of standardized interfaces, during
integration between TOs, the likelihood of attack scenarios
increases. Therefore, one of the main challenges to be
considered for the security of SDN architecture is the
standardization of interfaces. The advantages of interface
standardization in terms of security are reflected in resource
optimization. On the one hand, it would reduce the number
of attack fronts that currently exist due to the wide variety
of third-party applications. Second, the research lines would
be oriented towards reinforcing the architecture’s protection
measures under a regulated scheme. Finally, in the case of an
imminent attack, the mitigation efforts would be unified, and
solutions would be found early on.

Regarding the south interface, the ONF recommends
employing TLS from version 1.2 onwards to secure com-
munication in OpenFlow implementations; however, this is a
vulnerable version [110], [111]. Thus, now, the use of version
1.3 would be the most suitable.

The literature shows that TLS certificate configurations
with RSA are the most common for securing communication
channels [202]. However, there are other algorithms that
could be used, such as NTRU or ECC, depending on the
deployment. Thus, it has been observed that NTRU has high
performance in smaller-scale environments [53]. However,
ECC, given its shorter key length, works faster [75].

C. REGARDING THE SOLUTIONS’ MECHANISMS
During the development of this manuscript, it has been
observed that several of the solutions for attack detection
contemplate the use of entropy, a widely adopted mech-
anism, mainly due to the ease and acceptable cost of its
implementation. However, due to the constant evolution
of SDN networks, some authors question this mechanism
mainly regarding its effectiveness for the early detection
of DoS attacks [149], arguing that rigid thresholds could
discard benign traffic or worse still accept malicious flow.
In this sense, a transition from entropy usage to other
mathematical and statistical models, such as PCA or EWMA,
is being noticed. Machine learning and deep learning have
also been used to propose security countermeasures. These
technologies indicate that they are capable of achieving up
to 99.98% accuracy in detecting or mitigating an attack [93].
However, their effectiveness depends mostly on the datasets
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and classifiers used. That is why one of the main challenges
regarding the use of machine learning- and deep learning-
based solutions for SDN security problems is the training of
the classifiers [203].

Blockchain has recently been used to provide security
solutions to the SDN architecture in a decentralized manner.
Immutability is one of the main features of this technology.
This characteristic is especially relevant in environments that
want to keep a traceable record of the actions performed in
the network. However, the challenges associated with its use
should also be considered, namely, the increase in computa-
tional cost or possible increases in data processing [143].

At the same time, economic and technical performance
should be considered for new contributions, since the
existence of an additional layer of security, while mostly
guaranteeing that the services provided are protected, can
also have an impact on resources and the desired cost-
effectiveness [204], [205]. Feng et al. [206] focused their
attention on security combined with cost-effectiveness and
proposed the use of an algorithm called BAGUETTE to halt
multidomain controller attacks with a minimum cost, having
as one of their future challenges to improve the performance
of the algorithm with spine-leaf and full-mesh architectures.

D. REGARDING MANAGEMENT
In recent years, efforts have been made by both academia
and industry to counter vulnerabilities and attacks in SDN
through technological solutions. Despite this, there are
faults directly related to management; many have already
been covered in [207], [208]. Nevertheless, this section
summarizes the problems of the lack of management in
security-related issues.

1) CONFIGURATION
Although both REST andOpenFlow, the twomost recognized
solutions for handling communication between SDN layers,
offer the possibility of lifting the TLS protocol, errors occur
precisely in its configuration. Given its complexity, many
operators dispense with the use of TLS in switches [6], or in
some controllers, the security configuration in HTTP headers
is omitted [209]. Noting these drawbacks, there are solutions
to reducing the workload for administrators and to provide
them solutions for enabling or disabling TLS [210].

2) MAINTENANCE AND TROUBLESHOOTING
Authentication solutions are increasingly oriented towards
the use of fine-grained controls. Nonetheless, there are
still authors who propose the use of ACLs to assign
permissions [72], [128]. Unfortunately, their proposals do not
specify the debugging management of the generated lists,
which could lead to further complications at the security
level. Given the interaction in multidomain, multitenant, and
multiservice environments and the incremental deployment
of network segments, the total or partial revocation of
assigned permissions can be ignored, leaving the network
exposed under internal consent.

Likewise, attack scenarios usually occur when there are
no updated versions or security patches for the applica-
tions [211]. This is not uncommon in the world of SDNs,
which demonstrates a lack of maintenance in applications
or software that reuses components that had previously
presented security faults. In turn, this situation is linked to the
insufficient use of knowledge bases, where security incidents
are recorded, to minimize response times in the case of faults.

3) FORENSIC ANALYSIS
Security management has a previous phase to minimize
vulnerability or prevent/contain an attack. However, once
malicious actions have been executed, it is necessary to
determine who is responsible and take action over the issue.
Considering that a malicious administrator can assign himself
read, write and execute permissions, even the ability to delete
logs, it is necessary to have tools that support the execution of
forensic analysis. Additionally, given the high transactional
nature of SDN, due to the decoupling of the layers, there is
a problem with the storage of logs, which has an impact on
network resources [212]. Noting both the difficulty of log
preservation and log manipulation, new solutions for SDN
have been proposed [213], [214]. However, it is still necessary
to collect evidence of its performance in real environments
with a higher number of transactions.

4) AWARENESS
The introduction of any new technology faces the challenge
of market adoption. The market could be understood as all
network service administrators. Regardless of whether the
adopters comprise network administrators, TOs, or smaller
data center personnel, training is necessary before imple-
mentation, which includes the concept of security as a
relevant factor. As a model, we can cite Cisco, which started
with certification schools decades ago for both network
architecture and security.

5) ASSESSMENT
SDN environments are not free of errors. Therefore, it is
necessary to have mechanisms that allow their constant
evaluation. Thus, a challenge would be the incorporation of
frameworks that handle Deming cycles [215] through the
Information Security Management Systems that allow the
assessment of an SDN network under the parameters of
international security standards, such as ISO 27002 [216].

E. PARTICIPATION WITH OTHER TECHNOLOGIES
Despite the great security challenges presented by the
SDN architecture itself, its use by other paradigms and
technologies to address security problems is not ruled out.
In general, it has been noted that several authors highlight
the value of the centralized control that SDN possesses to
become an ally in the detection of attacks. For this reason,
there are security solutions that make use of SDN to improve
their defense mechanisms, while others opt for the joint
participation of Network Functions Virtualization (NFV)
and SDN to protect against malicious actions in a world
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where devices are heterogeneous, as in the case of IoE
environments or cloud security [217]–[219]. Blockchain has
also considered working with SDN either to combine the
above paradigms and technologies [220]–[222] or to create
an SDN trilogy-Blockchain and OpenStack to achieve secure
resource and service sharing outcomes, which could be
leveraged in multi-vendor environments [223].

IV. CONCLUSION
In this manuscript, as summarized under the STRIDE
categories, the main security problems of SDN architecture
and several solutions have been reviewed. The categories
most frequently referred to by the authors in their solutions
are those related to authentication, denial of service, and
authorization. Various authors propose solutions beyond the
problems they initially described, generating contributions to
several categories of the above methodology. For example,
there are authentication solutions that also include authoriza-
tion or vice versa.

It is important to note that efforts to mitigate attacks
are focused on the SDN architecture planes. Nevertheless,
standardization of interfaces could strengthen the SDN
architecture and thus reduce attack fronts. Additionally, a lack
of standardization can affect the use and organic growth of
SDN, as the development of APIs without proper guidelines
can turn to particular interests or those of a dominant vendor.

Regarding the mechanisms used in problem solving, there
is an orientation towards the implementation of fine-grained
controls, including as allies machine learning, deep learning
and, recently, blockchain. However, similarly for any new
technology, it is still necessary to specify details to obtain
better results. In this paper, the open challenges to improve
the security of SDNs have been exposed.

Finally, this paper has presented a discussion regarding
security for SDN architecture, revealing open challenges and
future directions. In this sense, it has been determined that
it is necessary to generate new fault tolerance mechanisms
to ensure consistency and availability, to standardize com-
munication interfaces between layers, to improve proposals
for early detection, and to work on new proposals for
security management in SDN networks. All these efforts
might be complemented by carrying out quantitative studies
to evaluate the architecture model based on parameters,
such as packet loss rate, latency, and QoE. However, future
models must also pay attention to their cost-effectiveness.
Note that many of the current SDN security implementations
often fail because they cannot be economically or technically
leveraged.

APPENDIX
The acronyms used in this article are listed in Table 5.

TABLE 5. Acronyms.
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