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Abstract: Predictive maintenance is very important in industrial plants to support decisions aiming
to maximize maintenance investments and equipment’s availability. This paper presents predictive
models based on long short-term memory neural networks, applied to a dataset of sensor readings.
The aim is to forecast future equipment statuses based on data from an industrial paper press. The
datasets contain data from a three-year period. Data are pre-processed and the neural networks are
optimized to minimize prediction errors. The results show that it is possible to predict future behavior
up to one month in advance with reasonable confidence. Based on these results, it is possible to
anticipate and optimize maintenance decisions, as well as continue research to improve the reliability
of the model.

Keywords: time series prediction; LSTM prediction; deep learning prediction; predictive maintenance

1. Introduction

Modern processors, computers and high speed networks make it possible to acquire,
transfer and store large quantities of data in real time. Acquisition and combination of
data from different sensors makes it possible to gain an insightful view of the state of
factories, industrial plants and other facilities. Large datasets can be constructed, stored
and processed using information technologies such as Big Data, cloud computing, cutting-
edge computing, and artificial intelligence tools. The Internet of Things (IoT) is a recent
concept, which provides many benefits to different areas, such as maintenance and produc-
tion management, because it facilitates the automation of tasks such as monitoring and
maintenance. This results in the popularization of intelligent systems, which are highly
dependent on Big Data [1] and are an important area of study, since they offer the tools
and methods to acquire and process large volumes of data such as historical production
processes, including many production and operating parameters.

Modern time-series and other data analysis techniques have been used with success
for different tasks, such as freeway traffic analysis [2] and additive manufacturing [3].
Different approaches have also been proposed in the field of predictive maintenance [4,5].
Satisfactory results were obtained using Big Data records as support for PCA models,
which resulted in a warning alarm several days before a potential failure happened [6].

Life cycle optimization has been an important concern for decades. A physical asset
with proper maintenance will have a longer useful life with a greater return on investment
for the organization [7].

Predictive maintenance requires good quality data. The information that is extracted
from the online or offline data must be reliable, and so the results must be good enough
to justify the investment in data collection and analysis. The process starts from the
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correct calibration of the reading sensors and equipment [8]. The data are then stored and
processed using different models, such as Principal Component Analysis (PCA) and Neural
Networks [9]. Maintenance planning involves the use of several algorithms, the most
common being time series [10].

Maintenance of equipment in the industry becomes a sensitive and important point
that affects the equipment’s operating time and efficiency [5]. This makes maintenance
one of the strategic points for the development and growth of competitiveness vis-à-vis
competitors. Chen and Tseng studied the total expected cost of maintaining a flotation
system, including the cost of lost production, the cost of repairs, and the cost of standby
machines [11].

Daniyan et al. propose the integration of Artificial Intelligence (AI) systems, which
will bring many benefits in diagnosing condition problems of industrial machines [12].
They highlight the viability of AI that combines the use of Artificial Neural Networks
(ANNs) with a dynamic time series model, for fault diagnostics, to optimize the equipment
intervention time.

Hsu et al. demonstrated that neural networks can be a great technology in the support
and decision making of large and small companies [13]. There is a trend to use those tools
in predictive maintenance systems with the aim of making the prediction systems more
intelligent [14].

According to Jimenez et al., there is a great effort in the development of predictive
models for application in predictive maintenance [15]. Ayvaz and Alpay apply Long
Short-Term Memory (LSTM) neural network approaches to predict real production data,
obtaining satisfactory results, superior to conventional models [16]. In their study to
improve maintenance planning to minimize unexpected stops, they apply a new method
that consists of the combined use of decomposition in empirical mode of ensemble and
long-term memory. Their results showed a performance superior to other state of the
art models.

LSTM networks use several ports with different functions to control neurons and to
store information. The LSTM cell can retain important information for a longer period in
which it is used. This property of information maintenance allows the LSTM to exhibit a
good performance in the classification, processing, or forecasting of a complex dynamic
sequences [17].

The present work uses different LSTM models to predict future trends of six variables,
on a dataset containing three years of data samples grabbed in an industrial press, which
aims to operate continuously with minimum downtime. Different data pre-processing
techniques, network architectures and hyperparameters were tested in order to determine
the models that best fit the data and provide the lowest prediction errors.

Section 2 contains a summary of related work. Section 3 describes the theory of the
LSTM networks. Section 4 describes the methods used for the present work. Section 5 de-
scribes the results and validation of the predictive model. Section 7 draws some conclusions
and suggestions for future work.

2. Related Work
2.1. Predictive Maintenance

In smart industries, predictive maintenance is one of the most used techniques to
improve condition monitoring, as it allows one to evaluate the conditions of specific
equipment in order to predict problems before failure [18]. For good performance of
predictive models, it is important that the sensor data collected are of good quality. Deep
neural models have been used with success to improve prediction for condition monitoring
of industrial equipment.

Wang et al. [19] use a model of long short-term recurrent neural networks (LSTM-
RNN) with the objective of predictive maintenance based on past data. The main objective
of predictive maintenance is to make an accurate estimate of a system’s Remaining Useful
Life (RUL). Traditional systems are only able to warn the user when it is too late and the
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failure occurs, causing an unpredictable offline period during which the system cannot
operate properly with a consequent waste of time and resources [20].

In order to assess the condition of a system, the predictive maintenance approach
employs sensors of different kinds. Some examples are temperature, vibration, velocity or
noise sensors, which are attached to the main components whose failure would compromise
the entire operation of the system. In this sense, predictive maintenance analyzes the history
of a system in terms of the measurements collected by the sensors that are distributed
among the components, with the objective of extracting a “failure pattern” that can be
exploited to plan an optimal maintenance strategy and thus reducing offline periods [21].
In a case related to the steel industry, Ref. [22] used neural networks for classification of
maintenance activities, so that interventions are planned according to the actual status
of the machine and not in advance. Using multiple neural networks to identify status
and RUL at a higher resolution can be very difficult, as the system can predict failure
classifications and may not be able to recognize neighboring states. One limitation arises
from the need for maintenance records to label datasets and the need for large amounts of
data of adequate quality with maintenance events, such as component failures.

When systems start to be very complex or the number of sensor measurements to
manage is very large, it can be difficult to estimate a failure. For this reason, in recent years,
machine learning techniques are used more and more to predict working conditions of a
component. Mathew et al. [23] propose several approaches to machine learning such as
support vector machines (SVMs), decision trees (DTs), Random Forests (RFs), and others
that show which technique has the best performance in RUL forecast for turbofan engines.

A major challenge in operations management is related to predicting machine speed,
which can be used to dynamically adjust production processes based on different system
conditions, optimize production performance and minimize energy consumption [24].
Essien and Giannetti [25] use a deep convolutional LSTM encoder–decoder architecture
model on real data, obtained from a metal packaging factory. They show that it is possible
to perform combinations of LSTM with other networks to significantly improve the results.

2.2. Prediction with LSTM Models

LSTM neural networks achieved the best performance in a number of computational
sequence labeling tasks, including speech recognition and machine translation [26]. There
are a variety of engineering problems that can be solved using predictive neural models.
Beshrand Zarzoura used neural network models to predict problems of suspended road
bridge structures based on global navigation satellite system observations [27]. Sak et al.
demonstrated that the proposed LSTM architectures exhibit better performances compared
to deep neural networks (DNNs) in a large vocabulary speech recognition task with a
large number of output states [28]. Chen et al. adopted LSTMs for predicting the failure
of heavy truck air compressors [29]. They concluded that the use of LSTMs leads to more
consistency in predictions over time compared to models that ignore history, such as
random forest models.

Gosh et al. [30] presented an extension that they called Contextual LSTM (CLSTM).
This model was also used for the forecasting of pollutants. There is also the proposal for a
genetic long short-term memory (GLSTM), which has been used in the study of wind energy
forecasting [31]. Guo et al. presented a combination method based on real-time prediction
errors in which the support vector regression (SVR) and LSTM outputs are combined in
the final results of the model’s prediction, thus obtaining results of greater precision [32].

Ren et al. used a combination of a Convolution Neural Networks (CNNs) and LSTM
in order to extract more in-depth information from data to predict the useful life of ion
batteries [33]. Niu et al. used an LSTM and developed an effective speed prediction model
to solve prediction problems over time [34]. Feng et al. report that the LSTM algorithm
is superior and, according to them, it performs better than conventional neural network
models [35].
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The architecture of an LSTM network includes the number of hidden layers and the
number of delay units, which is the number of previous data points that are considered for
training and testing. Currently, there is no general rule for selecting the number of delays
and hidden layers [36]. A deep LSTM can be built by stacking multiple LSTM layers, which
generally works better than a single layer. Deep LSTM networks have been applied to
solve many real-world sequence modelling problems [37]. The LSTM can also be used for
planning studies [38], namely for planning the analysis of road traffic speed.

To produce a prediction model with good accuracy, it is necessary to optimize neural
models’ hyperparameters. While simple models can often produce good results with
default hyperparemeters, the optimization process can greatly improve the results [39–41].
The selection of hyperparameters often makes the difference between underperformance
and state-of-the-art performance. Optimization is often performed using machine learning
algorithms, such as grid search, grey wolf optimization or particle swarm optimization. In
the present prediction model, however, the hyperparameters were optimized manually,
following a trial and error guided process, one variable at a time. This method was followed
because it was the most convenient considering the limited computing power available.

2.3. LSTM with Encoder and Decoder

Experiments were performed with a predictive model based on the LSTM with encoder
and decoder architecture. The model consists of two LSTMs, in which the first LSTM has
the function of processing an input sequence and generating an encoded state. The encoded
state compresses the information in the input stream. The second LSTM, called a decoder,
uses the encoded state to produce an output sequence. Those input and output sequences
can be of different lengths.

This technique has already been used to solve problems such as the prediction of
vehicle trajectories based on deep learning [42]. This architecture [43] has shown great
performance for tasks of translating from sequence to sequence. LSTM encoder–decoder
models have also been proposed for learning tasks such as automatic translation [43,44].
There is the application of this model to solve many practical problems, such as the study
of the equipment condition, applications in language translations, among others [45–47].

3. Theoretical Background

The present work uses LSTM networks, considering the referred different studies
showing their usefulness for time series predictions [48,49]. The LSTM is a deep learning
recurrent neural network architecture that is a variation of traditional recurrent neural
networks (RNNs). It was introduced by Hochreiter and Schmidhuber in 1997. The most
popular version is a modification refined by many works in the literature [50,51], which is
called vanilla LSTM (hereinafter referred to as LSTM). The LSTM is excellent at handling
time series data only with its network parameters. For example, weights and polarization
are adjusted or optimized [52]. The primary modification of the LSTM when compared
to the RNN architecture is the structure of the hidden layer [53]. The LSTM model is a
powerful type of recurrent neural network (RNN), capable of learning long-term depen-
dencies [54]. They became popular due to their power of representation and effectiveness
in capturing long-term dependencies [55].

Many networks showed instability when dealing with exploding or vanishing gradient
problems during learning. Those problems happen when the gradient of the error is too
large or too small. If it is too large, it overflows and the errors cannot propagate properly
through different layers during learning. If it is too small, it vanishes and the network
does not learn. Different methods were proposed to solve those problems, known as a
kind of of “door control” that is used in RNN models. For example, Gated Recurrent
unit (GRU) algorithms [56,57], as the LSTMs [58,59], are to a large extent immune to the
gradient problems and learn well.

The LSTM network structure is based on three ports whose function is to regulate
the flow. Those ports are called the entrance door, the forget gate, and the exit door. The
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main port of entry is to regulate the entry of new memory data; the forget gate has the
function of regulating the storage time in the network memory and the output port intends
to regulate how much the value retained in memory influences the activation of the output
block [60].

Kong et al. demonstrate some relevant conclusions such as (1) LSTM has a good
predictive capacity; (2) their use can significantly improve the profit of service providers,
so there is an opportunity when it comes to exploring the forecast in real time [61]. LSTM
networks are the de facto gold standard for deep learning algorithms for analyzing time
series data [55].

Figure 1 shows the internal architecture of an LSTM unit cell. According to [62,63],
the internal calculation formulae of the LSTM unit are defined as follows:

it = σ(xtUi + ht−1Wi + bi) (1)

ft = σ(xtU f + ht−1W f + b f ) (2)

ot = σ(xtUo + ht−1Wo + bo) (3)

at = tan(xtUC + ht−1WC + bC) (4)

where Ui, U f , Uo and UCare the weight matrices for mapping the current input layer on
three ports and the state of the current input cell.

Figure 1. Detailed layout of a long short-term memory unit [63].

Wi, W f , Wo and WC are the weight matrices for mapping the previous output layer on
three ports and the current state of the input cell. b f , bi, bo, and bc are polarization vectors
for calculating the state of the door and the input cell. σ is the gate activation function,
which is normally a sigmoid function. tan is the hyperbolic tangent function which is the
activation function for the current state of the input cell.

Then, the current state of the output cell and the output layer can be calculated using
the following equations.

Ct = σ( ft × Ct−1 + it × at) (5)

ht = tanh(Ct)× ot (6)

To assess the quality of the prediction model, one of the most popular metrics is the
Root Mean Square Error (RMSE), which is given by Equation (7):

RMSE =

√
1
n

n

∑
t=1

(Yt − Ŷ)2 (7)

where Yt represents the desired (real) value and Ŷ is the predicted (obtained from the
model) value. The difference between Y and Ŷ is the error between the value expected
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to obtain and the value actually obtained from the network. n represents the number of
samples used in the test set.

The RMSE, however, is an absolute error. Therefore, there are also the Mean Absolute
Percentage Error (MAPE) and the Mean Absolute Error (MAE). Those errors are given by
the following formulae:

MAE =
1
n

n

∑
t=1
|Yt − Ŷt| (8)

MAPE =
1
n

n

∑
t=1

|Yt − Ŷt|
|Yt|

(9)

where Yt represents the real value, Ŷt the predicted value and n represents the total number
of samples.

4. Data Preparation

Data are key to developing efficient modeling and planning. However, to be valuable,
data need to be processed and structured before being analyzed.

4.1. The Problem

The main goal of the present work is to predict potential failures in an industrial
drying press before they happen. Data come from six sensors installed in the press. Those
sensors monitor the operation of the press, with a sampling period of one minute. The
monitored variables are: (1) electric current intensity; (2) oil level at the hydraulic unit;
(3) VAT pressure; (4) rotation speed; (5) temperature in the hydraulic unit; and (6) torque.
The dataset contains six time series, one for each sensor, with the values stored in the
database from 2016 to August 2020.

Figure 2 shows a plot of the six time series, before any processing is applied. These
data present some upper and lower extremes, which may be discrepant data. Those
discrepant samples may be due to reading errors or periods when the equipment was off
or in another atypical state.

Figure 2. Plot of the original dataset values. The variables are electric current intensity, hydraulic
unit oil level, VAT pressure, motor velocity, temperature at the hydraulic unit, and torque.

Some of the samples, such as those when the equipment was off but the sensors
were still reading, can compromise the training of the machine learning models to be
developed. Table 1 shows some statistical parameters such as mean, standard deviation
(std), minimum, third quantiles, and maximum value.
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Table 1. Statistical parameters of the dataset variables, before processing: C. intensity, hydraulic unit
oil level, torque, VAT pressure, velocity, and temperature.

C. Intensity Hydraulic Torque VAT Velocity Temperature

mean 30.26 75.90 15.28 18.25 4.59 38.22
std 1.36 4.54 0.69 2.67 0.98 1.62
min 26.34 62.93 13.59 9.67 1.27 33.19

Q1—25% 29.30 72.86 14.90 17.13 3.92 37.17
Q2—50% 30.46 75.53 15.43 18.72 4.57 38.33
Q3—75% 31.28 79.52 15.78 19.97 5.28 39.35

max 34.26 88.97 17.09 26.17 7.87 43.10

4.2. Cleaning Discrepant Data

In order to facilitate the training process, discrepant samples were identified and
removed using the quantiles method. Samples which are beyond the Q1 − 3 × std or
Q3 + 3× std are replaced by the mean value. The extreme values were replaced with the
average. Figure 3 shows the same variables after discrepant data samples were removed.

As the figure shows, the lines are now smoother and easier to read. Figure 4 shows
that the samples are evenly distributed after the withdrawal of discrepant data.

Figure 3. Plot of the dataset values after cleaning discrepant data. The variables are current intensity,
hydraulic unit oil level, VAT pressure, velocity, temperature, and torque.

Figure 4. Distribution of data points of all the sensors, with lowly and highly discrepant data cleaned.
The predictive models to be used are robust and tolerant to noise. However, the cleaner

data are expected to show better results. As an example, a provisional experiment to train
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a neural network LSTM model with a historical window of 70 samples and 40 LSTM unit
cells showed higher and undetermined errors. The model was not able to learn or predict
some variables, as shown in Table 2. With clean data, there were better and determinable
results, as shown in Table 3. The tables show the MAPE and MAE for all input variables,
as determined in the test set. They also show the RMSE, as calculated in the train and test
sets, globally for all variables.

Table 2. Prediction results without cleaning discrepant data in the database, with a window of
70 samples and 40 LSTM units.

Window 70 Days

C. Intensity Hydraulic Torque VAT Velocity Temperature

MAPE inf 8.46 inf 98.19 inf 11.59
MAE 3.52 6.57 24.73 10.53 14.88 4.21

Train Test

RMSE 79.52 79.64

Table 3. Forecast results with treatments in the database with 40 LSTM units.

Window 70 Days

C. Intensity Hydraulic Torque VAT Velocity Temperature

MAPE 2.52 3.02 2.44 13.10 inf 2.48
MAE 0.76 2.28 0.37 1.32 0.57 0.94

Train Test

RMSE 1.71 1.97

5. Experiments and Results

Experiments were performed with the aim of validating the model that has the best
performance in predicting data from the industrial press. The tests are divided into
two subsections, first with resampling of data to one sample per day and then with
resampling for a sample each 12 h.

5.1. LSTM Models and Dataset Partition

After processing the data, experiments were performed with an LSTM model. The
model included an encoder and decoder, with one hidden LSTM layer in the middle and a
dense layer at the output. The model was used to train and predict, with six variables that
represent data coming from the paper press sensors. The goal was to forecast the value of
those variables with the highest possible level of confidence so that it brings added benefits
in predictive maintenance.

Figure 5 describes the architecture of one of the network models used. The models
were implemented in Python using the TensorFlow library and Keras.

The experiments were performed aiming to obtain a prediction for all variables one
month in advance, from a window of a number of past samples.

The LSTM models received, as an input, a sequence consisting of the composition of a
number of samples for each variable. The number of samples depended on the window size
and the resampling rate used. The output sequence is composed of the values predicted
for each of the variables.
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Figure 5. Model summary of one of the LSTM networks used. The model receives a window of n
samples of each variable and predicts the value of those variables as predicted 30 days ahead.

To train and test the models, the dataset was divided into train and test subsets.
Validation was performed using the test set, but those samples were not incorporated
into the training set. The training set contained 85% of the samples and the test set the
remaining 15% of samples. These values are adequate for convergence during learning.
As an example, Figure 6 shows a learning curve for a model with 70 units in the middle
layer and a window of 30 lag samples. The figure shows that learning converges and takes
fewer than 10 epochs. The remainder experiments were performed using 100 epochs.

Figure 6. Example of learning curve, showing the loss measured during training of an LSTM model.

5.2. Experiments to Determine Historical Window Size and Number of LSTM Units Using One
Sample per Day

The first experiments performed aimed to determine the best window size to use. The
smaller the window, the smaller and faster the model that can be used. However, if the
window is too small, it may be insufficient to make accurate predictions.

The original dataset had 1,445,760 data points, which is very large and would require
a lot of memory and time to train and test. The experiments were performed after down-
sampling the data, so that there is only one sample per day. That sample is the average of
1004 original samples. The downsampled dataset is, therefore, less than the one thousand
of the original dataset.

The results are measured in the test set. The figure above shows the MAPE and MAE
measured for each variable. It also shows the global RMSE measured globally for the train
and test sets.

As Figure 7 shows, models with windows of 40 and 50 samples allow better learning
and produce smaller prediction errors.
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Figure 7. Results obtained with a different number of LSTM cells in the hidden layer, as well as
different sliding window sizes, to predict values 30 days in advance with downsampling to one
sample per day.

Additional experiments were performed to determine the best size for the number of
cells in the hidden layer. For those experiments, a window of 40 historical samples was
used, relying on the results of the previous experiments.

Figure 7 shows the results obtained for experiments with a window of 40 days and
different numbers of hidden cells. As the results show, the model with the best performance
is the one with 50 hidden cells.

After the results of the first experiments with one sample per day, additional experi-
ments were conducted to determine if there was any considerable loss in downsampling
from one sample per minute to one sample per day. A first experiment was performed,
which consisted of halving the downsampling period from 24 to just 12 h. Therefore, the
dataset doubled in size, since it contained two samples per day instead of just one.

5.3. Experiments to Determine Historical Window Size and Number of Unit LSTMs Using
Two Samples per Day

According to the results shown in Figure 8, it is concluded that a window of 10 days
(20 samples) shows the best performance. This shows that the model can exhibit approx-
imately the same performance with even fewer input samples when compared to the
models above. The models used for those experiments had 20 cells in the hidden layer.

Once the impact of the window size was determined, additional experiments were
performed to gain a better insight into the impact of using more or less cells in the hidden
layer. Figure 8 shows results of using different numbers of cells.
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Figure 8. Results obtained with a different number of cells in the hidden layer, also using different
window samples to predict values 30 days in advance with resampling for the two samples for a day.

5.4. Plot of One Result

Figure 9 shows plots of the results obtained using the model using 40 units in the
hidden layer and a 10-day window of samples. As the figure shows, the forecasts in general
follow the actual signals most of the time. However, there are still some areas where the
actual signal diverges a small percentage from the prediction, namely for velocity and
temperature. Most of the differences may be due to behaviors that are still difficult to
capture due to the small dimension of the dataset. As more data will be collected, the neural
models will probably be able to capture more patterns and offer more accurate predictions.

In addition to the graphs shown in Figure 9, in Tables 4 and 5, the magnitudes of the
RMSE errors in the training set and test set are also presented. They were measured in the
model validation dataset.

Table 4. The magnitude of RMSE errors in the test and training set, using one sample per day.

Window Size (Days) Train Test Units Train Test

5 2.39 2.20 10 4.23 4.07
10 2.57 2.24 20 3.99 3.93
20 4.21 4.09 30 2.52 2.35
30 2.31 2.19 40 1.68 1.70
40 1.81 1.77 50 1.66 1.70
50 1.74 1.86 60 8.14 7.85
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Figure 9. Variable forecast with a window of samples of 10 days, sampling rate two samples per day, and a network model
with 50 units in the hidden layer. The blue lines show the actual value. The orange lines show the predictions during the
training set and the gray lines show the predictions in the test set.
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Table 5. The magnitude of RMSE errors in the test and training set, using two samples per day.

Window Size (Days) Train Test Units Train Test

5 8.91 8.87 10 2.07 1.99
10 1.80 1.61 20 1.82 1.91
20 3.29 3.23 30 1.65 1.59
30 1.98 1.94 40 1.58 1.41
40 2.07 1.98 50 1.61 1.42
50 4.32 4.16 60 1.64 1.46

6. Discussion

Anticipating industrial equipment’s future behavior is a goal that has been long sought
after, for it allows predictive maintenance to perform the right actions at the right time.
Therefore, the application of time series and other artificial intelligence models to forecast
the equipment’s state is a new and growing area of interest.

The present research uses a dataset of approximately 2.5 years of data of an industrial
paper press. A procedure to clean the data is proposed and different experiments are
described to use a deep neural model based on LSTM recurrent networks.

The method proposed is going to be applied in other industrial presses, aiming to
improve predictive maintenance. Based on the state of the art and experiments, this
architecture presents a good versatility, depending of course on the quality of data and
hyperparameter settings.

The results show that it is possible to optimize neural models to forecast future
values 30 days in advance. The model experimented uses as input a vector consisting of
concatenation of a number of samples of all variables. The output is a vector with the
predictions of all samples too. The performance of the models is generally better for some
variables and worse for others. Those differences will be dealt with in future work.

An important conclusion is that the downsampling used might have been too aggres-
sive. Experiments were performed using one sample per day and two samples per day.
The models trained with two samples per day showed a better performance. Hence, more
resolution is better for reducing errors and may allow for better learning. That is achieved
at the cost of additional processing power. This is also another research question which
will be dealt with in future work.

7. Conclusions

Predicting industrial machines’ future behaviors is key for predictive maintenance
success. The present research aims to find prediction models adequate for anticipating the
future behavior of industrial equipment with good certainty.

The predictive model used was based on LSTM networks, with encoding and decoding
layers as the input and output, respectively. In this study, different data pre-processing
techniques, network architectures, and hyperparameters were tested, in order to determine
the best models.

The predictive model used was based on LSTM network, with encoding and decoding
layers as the input and output, respectively.

The results show that the model proposed is able to learn and forecast the behavior
of the six variables studied: torque, pressure, current intensity, velocity, oil level and
temperature. The best results were obtained using a window of samples of the last 10 days
at two samples per day. The MAPE errors varied in the range of 2 to 17% for one of the
best models for different variables.

Future work includes additional experiments to determine the optimal sampling rate
and stabilize the results for optimal performance with all the variables. The predicted
results will also be used to determine an expected probability of failure, using classification
models. Other methods may also be used to deal with discrepant data. Later, the models
developed will also be applied to other equipment.
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